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Abstract

Five platinum group metals, Pt(II), Ir(IV), Ru(III), Rh(III) and Os(IV) have been separated by high performance
liquid chromatography (HPLC) using 2-(2-thiazolylazo)-5-diethylaminophenol (TADAP) as a precolumn derivatizing
reagent. The whole analysis was completed on a C18 column in 23 min at 574 nm, with the mobile phase of
methanol–water (69.5:30.5, v:v) containing 4 mmol l−1 tetrabutylammonium bromide (TBA Br) and 10 mmol l−1

pH6.0 acetate buffer. The detection limits (S/N=3) of Pt(II), Ir(IV), Ru(III), Rh(III) and Os(IV) were 0.39, 9.74,
1.64, 0.29 and 1.29 ng ml−1, respectively. This method was rapid, sensitive and simple. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Reversed-phase high performance liquid chromatography (RP-HPLC); Platinum group metal; 2-(2-thia-
zolylazo)-5-diethylaminophenol (TADAP)

1. Introduction

The reversed-phase HPLC (RP-HPLC) spec-
trophotometric technique has been proved to be
an effective tool for the separation and determina-
tion of trace amount platinum group metal ions.
The method usually involves complex formation
of noble metals with suitable derivatizing
reagents. Many kinds of developing reagents have
been used as complexing agents, such as bipyridyl
[1], diethyl dithiocarbamate [2,3], acetylacetone
[4], 8-hydroquinolines [5] and heterocyclic azos

[6–8]. There are S, N chelating atoms in the
molecules of thiazolylazo reagents, which can re-
act with platinum metals to form colored thermo-
dynamically stable complexes according to the
Lewis acid–base concept. Therefore, their appli-
cations in HPLC are focused mainly on the sepa-
ration of platinum metals. Os, Rh and Ru were
separated as 4-(2-thiazolylazo) resorcinol (TAR)
complexes [9,10]. 1-(2-Thiazolylazo)-2-naphenol
(TAN) was used in the HPLC determination of
Pd and Rh [11]. The separation of Ru, Rh and Pd
was obtained by 2-(2-thiazolylazo)-5-diethy-
laminophenol (TADAP) [12]. The 4-(2-benzothia-
zolylazo) resocinol (BTAR) chelates of Ru, Rh* Corresponding author. e-mail: lotus@wip.whcnc.ac.cn
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Table 1
Spectrophotometric properties of TADAP (R) metal chelates

Pd–ROs–RChelate Pt–R Ir–R Ru–R Rh–R

581 590omax (nm) 574 573 574595
1.675.36 3.26omax×10−4 (l mol−1 cm−1) 4.143.15 1.73
1.37 3.26o574×10−4 (l mol−1 cm−1) 3.15 1.73 3.16 5.15

and Os were separated on a C18 column, [13].
Recently, a new reagent, 2-(6-methyl-2-benzothia-
zolylazo)-5-diethylaminophenol (MBTAE) was
synthesized and used as a derivatizing reagent in
HPLC separation [14,15]. After the separation of
Pt, Rh, Pd and Os [14], five noble metals Ru,
Rh(Ir), Pd, Os and Pt were determined within
about 40 min [15], which is the most thus far. In
order to find a rapid, simple and conventional
method for separating noble metals as much as
possible, a common reagent, TADAP, was used in
this study and its chelates of five platinum group
metals, Pt, Ir, Ru, Rh and Os were eluted in 23
min with the mobile phase of methanol–water
(69.5:30.5, v:v) containing 4 mmol l−1 tetrabuty-
lammonium bromide (TBA Br) and 10 mmol l−1

pH 6.0 acetate buffer at 574 nm on a C18 column.
The detection limits (S/N=3) were 0.39, 9.74,
1.64, 0.29 and 1.29 ng ml−1, respectively. The
proposed method gave a rapid, sensitive and sim-
ple method for the simultaneous determination of
multi-platinum group metals by HPLC.

2. Experimental

2.1. Apparatus

An LC-10 HPLC apparatus (Japan Analytical)
with an ODS column (5 mm, 150×4.6 mm i.d.;
Beijing Analytical Instrument Factory) and an
S-3702 UV-VIS detector (AIC, Japan) was used.

2.2. Reagents

Stock solutions of Ir(IV), Ru(III), Rh(III) and
Os(IV) in 1 mol l−1 hydrochloric acid were pre-
pared from analytical-reagent grade (NH4)2IrCl6,

RuCl3, RhCl3 and (NH4)2OsCl6, respectively.
Pt(II) standard solution was prepared from
K2PtCl6 (AR) standard solution by reduction with
sodium sulphite.

Buffer solutions were adjusted to the required
pH with 1 mol l−1 acetic acid and 1 mol l−1

sodium acetate solution using the acidimer. Tetra-
butylammonium bromide was purchased from the
Medical Company of Beijing. A 0.05% solution of
TADAP (synthesized in our lab) in absolute
ethanol was used and other reagents were used as
purchased. Doubly distilled water was used for all
solution preparation.

Fig. 1. Effect of methanol concentration on k % mobile phase:
methanol–water in different ratios, 4 mmol l−1 TBA Br and
10 mmol l−1 pH 6.0 acetate buffer; column, C18 (5 mm,
150×4.6 mm i.d.); detection wavelength, 574 nm; flow rate,
1.0 ml min−1; injection, 20 ml; detector sensitivity, 0.02 AUFS.
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Fig. 2. Effect of TBABr concentration on k % mobile phase:
methanol–water=60.5:30.5 (v:v), 10 mmol l−1 pH 6.0 acetate
buffer, TBA Br with different concentrations; other conditions
as shown in Fig. 1.

Fig. 4. Separation of Pt–, Ir–, Ru–, Rh– and Os–TADAP
chelates by HPLC mobile phase: methanol:water=60.5:30.5
(v:v), 4 mmol l−1 TBA Br, 10 mmol l−1 pH 6.0 acetate
buffer; other conditions as shown in Fig. 1.

2.3. Procedure

Acetate buffer (5.0 ml of 1 mol l−1, pH 5.0)
and TADAP solution (5 ml, 0.05%) were trans-

Fig. 3. Effect of pH on k % mobile phase: methanol:water=
60.5:30.5 (v:v), 4 mmol l−1 TBA Br, 10 mmol l−1 acetate
buffer with different pHs; other conditions as shown in Fig. 1.

ferred into an aqueous solution containing 3, 30,
10, 5 and 28.5 mg of Pt, Ir, Ru, Rh and Os,
respectively. The mixture was heated in a water
bath at 80–85°C for 1 h, after which 10 ml of 95%
alcohol was added immediately. After having
cooled to room temperature, the solution was
diluted to 25.00 ml with water. A 20 ml aliquot of
this solution was injected into the chromato-
graphic column for analysis.

For HPLC analysis, the ODS column was pre-
equilibrated with the mobile phase for 30 min.
The complexes were eluted at a flow-rate of 1.0
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Table 2
Regression equation, calibration range and detection limit of metal ions

Metal chelate Regression equationa r Detection limit (ng ml−1; S/N=3)Calibtation range (ng ml−1)

0.9933y=4.198×103+1.943Pt–R 0.378–800

×105x
y=−1.180×102+1.618 9.74Ir–R 0.9989 80–2000

×104x
1.6412–8000.9940y=1.771×103+8.595Ru–R

×104x
y=−5.187×103+6.282 4–800Rh–R 0.290.9983

×105x
1.29Os–R 57–1140y=−4.510×102+9.050 0.9995

×104x

a x, Concentration of the metal ion (mg ml−1); y, peak area of the corresponding chelate (arbitrary unit).

ml min−1 and detected at 574 nm. The detector
sensitivity was set at 0.02 absorbance unit for
full scale deflection (AUFS). The peak areas
were measured for quantitative calculations.

3. Results and discussion

3.1. Spectrophotometric properties

In a weak acidic solution, platinum group
metal ions can form stable and colored chelates
in the present of TADAP (the absorption data
are given in Table 1). The maximum absorption
wavelengths of these chelates were in the range
573–595 nm, with 574 nm being used in this
experiment.

3.2. Chromatographic separation

In the literature cited above, methanol–water
or acetonitrile–water comprised the basic com-
position of the mobile phase. The methanol–wa-
ter system was chosen by test (the effect of the
methanol content on the capacity factors (k %) is
shown in Fig. 1). The k % value of each chelate
fell rapidly with increased methanol content and
the change patterns of the retention times of
these chelates were remarkably different. This

even caused the alteration of the elution order of
the chelates. Therefore, it was much more
difficult to select a suitable methanol content for
a good separation. When the methanol content
was below 68.0%, the TADAP peak affected that
of Os–TADAP. If the methanol content above
70.0%, the peaks of Rh–TADAP and Os–
TADAP interfered with each other. In the
methanol content range of 68.5–69.0%, Rh and
Ru overlapped. The separation could only be
obtained in a narrow range of methanol content.
The ratio of methanol to water was set at
69.5:30.5 (v:v) for further studies.

The retention times of these chelates were long
and the peak shapes poor, except for Pt–
TADAP in the mobile phase of methanol–water
(69.5:30.5, v:v) containing acetate buffer only.
With the addition of the ion-interaction reagent,
TBA Br, the elution rates of most of these
chelates were accelerated, while that of Pt–
TADAP was almost unchangeable (Fig. 2). It
could be concluded, based on the ion-interaction
model proposed by Bidlingmeyer [16,17], that the
chelates of Ir–, Ru–, Rh– and Os–TADAP
were positively-charged. The effect of TBA Br
could also be interpreted by the ion-interaction
model (4 mmol l−1 of TBA Br was available in
this experiment).
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Table 4
Comparison of thiazolylazo reagents used in the determination of platinum group metals by HPLC

ReferenceDerivatizing Mobile phase Detection limit (ngNoble metal de-
termined ml−1; S/N=3)reagent

—TAR [9]Os, Rh, Ru Acetonitrile–water, TBA Br, buffer
Os, Rh, Ru Methanol–water, TBA Br, acetate buffer 5–17 [10]

TAN Pd, Rh Actonitrile–water, acetate buffer 50, 19 nga [11]
TADAP Pd, Rh, Ru Methanol–water, buffer, cetyltrimethylammonium [12]1000, 200, 300

bromide
Ru, Rh, OsBTAR Methanol–water, TBA Br, buffer 3.7–108 [13]

MBTAE 1.5, 0.54, 0.6, 1.0 [14]Methanol–n-butanol–water, TBA Br, ethylenedi-Pt, Rh, Pd, Os
amine diacetic acid diethyl acetate, acetate buffer

Ru, Rh(Ir), Pd, [15]Methanol–water, malic acid, acetate buffer 1.77, 0.057 (0.47),
Os, Pt 0.17, 0.89, 0.55b

Pt, Ir, Ru, Rh,TADAP This paperMethanol–water, TBA Br, acetate buffer 0.37, 9.74, 1.64, 0.29,
1.29Os

a The determination limit.
b S/N=2.

The acidity of the mobile phase was controlled
by acetate buffer solution. The acidity and con-
centration of the buffer had a complicated influ-
ence in the chromatographic system, which would
affect not only the solubilities and dissociations of
the chelates, but also the effect of TBA+. In
order to separate these chelates well, the effect of
acetate buffer was investigated. With pHB5.5,
the Os–TADAP peak could not be detected (Fig.
3). Within the range 5–20 mmol l−1, the buffer
concentration had no obvious effect on the reten-
tion times of the chelates (in this experiment, 10
mmol l−1 of pH 6.0 acetate buffer was used).

3.3. Calibration

Under optimum conditions, separation of the
TADAP chelates of Pt, Ir, Ru, Rh and Os was
achieved with the mobile phase of methanol–wa-
ter (69.5:30.5, v:v) containing 4 mmol l−1 TBA Br
and 10 mmol l−1 pH 6.0 acetate buffer (Fig. 4). It
was interesting to note that the elution sequence
was related to the valencies of the metal ions,
except in the case of Ir. Ions having the same
valences showed an elution sequence consistent
with their positions in the periodic table. The
whole analysis was fulfilled in 23 min, with detec-
tion limits (S/N=3) of 0.39, 9.74, 1.64, 0.29 and
1.29 ng ml−1, respectively. The regression equa-

tions, calibration ranges and detection limits of
these metal ions are listed in Table 2.

3.4. Interference

In order to examine the selectivity of the pro-
posed method, the interference of foriegn ions was
investigated. Under the precolumn derivatization
conditions, Ni, Co, Fe, V, Cu and Pd reacted with
TADAP to form colored chelates. Cu could not
be eluted, V interfered with the determination of
Pt and Co interfered with Ir and Ru. The peaks of
Fe and Ni could be separated with the elements
determined. Eight folds of Pd were allowed. When
5.0 ml of 0.05% TADAP was used, with the
amounts of Pt, Ir, Ru, Rh and Os being 3, 20, 10,
5 and 14 mg in 25 ml respectively, the allowance of
the foreign ions was obtained by the experiment
(see Table 3). This was expressed as the maximum
amount to be determined within an error of 9
5%.

4. Conclusion

A comparison of the proposed method with
others using thiazolylazo reagents in the determi-
nation of the platinum group metals by HPLC is
given in Table 4. This method appears to be more
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sensitive, convenient and rapid, providing a sim-
ple method for the determination of a multi-noble
metal by HPLC.
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Abstract

The synthesis of the new long-chain saturated fatty hydrocarbon substituting group compound, N-undecyl-N %-
(sodium p-aminobenzenesulfonate)-thiourea (UPT) is described. According to the studies on its analytical perfor-
mance, it is found that this reagent can be used to identify Cu2+(PD 6.3) and determine microamounts of copper
(o300.4 nm=2.39×105 l mol−1cm−1) in aqueous solution. Both of their sensitivities and selectivity’s are better than
other common methods [1–3].These new methods are simple and convenient and can provide satisfactory results on
samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Copper; Spectrophotometry; N-undecyl-N %-(sodium p-aminobenzenesulfonate)-thiourea

1. Introduction

Copper is a necessary element in the human
body. Microamount copper takes part in oxidiza-
tion inside the human body and is relative to
some illness’ of the body [4,5], so, it is important
to determine and identify microamount of copper.
Typically, there are four categories of organic
reagents to determine microamount of copper: the
most sensitive reagents of every category are as
follows: azo reagent, 2-(5-bromo-2-pyridylazo)-5-
diethylaminophenol (o530.4 nm=1.5×105 l mol−1

cm−1) [6]; sulfocompound, 1-phenyl-3-thioben-
zoyl-thioisothiocyanic acid (o360.4 nm=1.27×105 l
mol−1cm−1) [7]; ionic associate reagent, ethyl
ester of Eosin (o610 nm=9.4×104 l mol−1cm−1)

[8]; porphyrin derivative reagent, a, b, g, d–tetra-
(4-dimethylaminophenyl)-porphyrin (o433 nm=
3.9×106 l mol−1cm−1) [9]. In the four categories
of reagents, porphyrin derivative reagents have
excellent sensitivity, but their selectivity’s are not
good [10,11]. The new reagent (UPT) has not only
very good sensitivity (o300.4 nm=2.39×105 l
mol−1cm−1) but also good selectivity (interfering
ions: only Fe3+and Au3+) .In an organic spec-
trophotometric reagent, saturated fatty hydrocar-
bon substituting groups often decrease its water
solubility and are not contributory to improving
its sensitivity, so, saturated fatty hydrocarbon
substituting groups are generally not inserted in
the compound. In the new compound (UPT),
there is not only a long-chain saturated fatty
hydrocarbon substituting group but also a
water-soluble sulfonate group. The water-soluble
sulfonate group was inserted in the compound* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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(UPT) to improve its water-solubility. The long-
chain saturated fatty hydrocarbon substituting
group and the water-soluble sulfonate group can
act as surface active agents to improve the agent’s
sensitivity. Experimental data have indicated that
these compounds have excellent analytical charac-
teristics [12]. The new long-chain saturated fatty
hydrocarbon substituting group compound (UPT)
was also synthesized and studied. Their optimum
conditions are studied. The applications of the
reagent to identify and determine various samples
are also investigated.

2. Experimental

2.1. Instruments

PE-240 element analyser (USA). SP3-300 IR
spectrophotometer (PYE-Unicam company, UK).
PERKIN-ELMER LAMBDA 17UV/VIS spec-
trophotometer.Varian VXR300 spectrometer.
53W UV/VIS spectrophotometer (Shanghai Opti-
cal Instruments Factory, Shanghai).

2.2. Reagents

All chemicals are analytical grade reagents.

2.2.1. Identification
The concentration of UPT is 0.05%. The

aqueous solution of usual anions and cations are
10 mg ml−1.

2.2.2. Determination
Standard copper(II) solution is 1 mg ml−1.

Working copper(II) solution is 10 mg ml−1. UPT
solution is 10−3 mol l−1.

2.3. Preparation of UPT

p-Hydrazino-phenylsulfoacid (4.7 g) [13] was
put into a 100 ml, three-necked flask, and 3%
NaOH was dropped in to dissolve p-hydrazino-
phenylsulfoacid and make the solution’s value.
The system was heated in a water bath at 85–
90°C and stirred. Then 7.66 g undecyl-isothio-
cyanate [14] and 26 ml alcohol were added. After
4–5 h, the reaction was ended. The product was
condensed and recrystallized with water and alco-
hol to give white powder with a yield of 79%.
Element analysis: calculated (%), C 51.6, H 7.09,
N 9.93; found (%), C 51.78, H 7.09, N 9.77; IR:
1135,1045 (C.S); 1228, 1170, 1135 (NH—CS—
NH); 1228, 1170 (C6H4—SO3). UV (sol-
vent:H2O): l=246.4 nm (o=4.55×104 l mol−1

cm−1).H%-NMR (d) [ppm]: 1.232(3H, t, CH3),
3.387 (2H, q, CH2), 6.556–7.432 (4H, m, ArH),
9.627 (H, s, NH).

3. The application in analytical chemistry

3.1. Chemical properties

No characteristic phenomena were observed in
either acid or alkaline media when UPT is mixed
with usual anions and cations except Cu2+, Ag+,
Ni2+and Hg2+, which can react with UPT to
give distinct phenomena in certain media. Espe-
cially Cu2+showed high sensitivity and selectivity.
Their optimum conditions are studied.

3.2. Identification of Cu2+

Procedure : In a centrifugal tube, one drop of
Cu2+stock solution was treated with one drop of

Table 1
The sensitivities of Cu2+

Sensitivities ions Limit of identification PDaConcentration limit

6.30.46Cu2+ 0.014

a PD, 6–1 mg–1 gv (6 is the volume of ion solution (ml), m is the limit of identification).
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Table 2
Identification for synthetic samples

PhenomenonSolution state Components in solutionResultNo.

Blue K+, Na+, Ca2+, Ag+,Cu2+,SCN−,Al3+,Fe3+, Hg2+, NO3−, SO4
2−, CO3

2−,Cu2+ bA Yellow turbid.
Sol. PO4

3−, F−, Cl−,Br−, I−,VO3
−,WO4

2−, B4O7
2−, MoO4

2−

Mg2+, Ag+, Ba2+, Cr3+, Bi3+,Pb2+, NO2
−, S2−, WO4

2−, AsO4
3−, C2O4

2−aBlue turbid sol. Cu2+ cB
Brown turbid Cu2+, Sr2+, Mn2+, Sn2+, Sb3+, SiO3

2−, CO3
2−, SO3

2−, AsO4
3−Blue Cu2+ bC

sol.
Colorless sol. Cu2+ c Sn4+, Al3+,Ca2+,K+, Mg2+, S2 O3

2− F−, Cl−,Br−, MoO4
2−D

a No distinct phenomenon taking place.
b Existence of the ion in the sample.
c Non-existence of the ion in the sample.

0.05 mol−1 HCl solution and two drops of UPT.
When the tube was shaken, a blue colour ap-
peared, which indicated the presence of Cu2+.

4. Result and discussion

Effects of media : Usual acids and alkalis
(H2SO4, HNO3, HCl, CH3COOH, (NH4)2SO4,
NaOH, NH3H2O) of different concentration were
used as media in which the ions reacted with UPT.
According to experiments, the optimum media
and concentration for identification of Cu2+is
0.05 mol−1 HCl.

Dosage test of UPT : One drop of stock solution
of metal ion was treated with acidified according
to the method described above. UPT solution was
added drop by drop to reveal it thoroughly. It was
finally shown that UPT dosage was two drops.

Interference of coexitent ion : There is only S2−

interfering tested ions: (K+, Na+, NH4
+, Mg2+,

Ca2+, Sr2+, Ba2+, Cr3+, Al3+, Fe2+, Fe3+,
Sb3+, Zn2+, Mn2+, Co2+, Ni2+, Ag+, Pb2+,
Hg2+, Cd2+, Sn2+, Sn4+, NO2

−, NO3
−, SO3

2−,
SO4

2−, S2O3
2−, CO3

2−, PO4
3−, F−, Cl−, Br−, I−,

S2−, SCN−, VO3
−, WO4

2−, AsO4
3−, AsO3

3−,
B4O7

2−, MoO4
2−, C2O4

2−, TiO3
2−).

Elimination of interference : Interference of S2−

could be eliminated by acidifying the sample with
HNO3, and then heating the solution to vaporise
the excess nitric acid.

The sensiti6ities of Cu2+: Table 1.
The application to the sample: The results with

UPT as an identification reagent were correspon-
dent with components of samples. See Tables 2

and 3.
4.1. Determination of Cu2+

4.1.1. Procedure
Take a known volume of copper solution in a 25

ml standard flask, add 2 ml CH3COONa—
CH3COOH buffer solution (pH 5.4) and 3 ml
UPT solution, dilute to about 20 ml with distilled
water, heat in 100°C boiling water bath for 13
min, remove, cool to room temperature in water,
dilute to mark with distilled water and mix thor-
oughly. Measure the absorbance at 300.4 nm
against a reagent blank prepared similarly without
copper.

Spectra of absorbance : The maximum ab-
sorbance of UPT solution is at 246.4 nm. The
complex Cu-UPT’s is at 300.4 nm. At 300.4 nm,
the UPT’s absorbance is very low and does not
interfere with the complex’s.

Media : Several buffer solutions (CH3COONa—
CH3COOH, Na2HPO4—KH2PO4, Na2B4O7—
KH2PO4) were tested. There is less interference of

Table 3
Identification for standard samples

ResultMediumSample Phenomenon

Positive mud CuaBlueHCl
Blue CuaHClMineral

Hair HCl Blue Cua

Deposit of hydro- BlueHCl Cua

graphic net
CuaBlueHClWheat skin

a Existence of the ion in the sample.
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Fig. 1. Calibration curve. Saturation method: o300.4 nm=
2.39×105 l mol−1cm−1; slop method: o300.4 nm=1.09×105 l
mol−1cm−1.

when it is heated over 13 min. After 13 min, the
complex is stable for at least 6 h.

The molar ratio of complex : The composition of
the complex was established by Job’s method of
continuous-variation and the molar-ratio method,
and found to be 1:3 (Cu:UPT).

The interference of coexistent ion : Interfering
ions are Fe3+and Au3+(tested ions: K+ , Na+,
NH4

+, Mg2+, Ca2+, Sr2+, Ba2+, Cr3+, Al3+,
Fe2+, Fe3+, Sb3+, Zn2+, Mn2+, Co2+, Ni2+,
Ag+, Pb2+, Hg2+, Cd2+, Sn2+, Sn4+, Ru3+,
Rh3+, Os4, Y3+, Cu2+, NO2

−, NO3
−, SO3

2−

,SO4
2−, S2O3

2−,CO3
2−, PO4

3−,F−, Cl−, Br−, I−,
S2−, SCN−, VO3

−, WO4
2−, AsO4

3−, AsO3
3−,

B4O7
2−, MoO4

2−, C2O4
2−, CH3COO−,TiO3

2−).
Elimination of interference : Interference of

Fe3+(or Au3+) could be eliminated by masking
with NaF (or separating in advance).

Working cur6e : The calibration graph was lin-
ear in the range 2–12 g of copper(II) in a volume
of 25 ml. Its molar absorptivity is 2.39×105 l
mol−1 cm−1 (Fig. 1).

Application : The results with UPT as an iden-
tification reagent showed a good agreement with
the samples’ actual value. Table 4.

5. Conclusion

The long-chain saturated fatty hydrocarbon
substituting group compound (UPT) has good
analytical characteristics and is an excellent or-
ganic spectrophotometric reagent. It can be ap-
plied in analysis and have value in application and
theory.

different ions and higher sensitivity in
CH3COONa—CH3COOH buffer solution than in
others. CH3COONa—CH3COOH buffer solution
is recommended.

Effect of pH 6alue : At the range of pH 5.0–5.8,
the complex’s absorbance is maximum and con-
stant. pH 5.4 is recommended.

Dosage of UPT (10−3 mol l−1): The complex’s
maximum and constant absorbance is obtained
when the dosage of UPT is \2.5 ml. Three
milliliters is recommended.

The reaction temperature and time: At low tem-
perature, UPT’s color reaction is very slow. Less
time was needed when the reaction is at 100°C.
The complex’s maximum absorbance is obtained

Table 4
Determination of copper’s content of samples

Sample Average found (mgStandard content (mg Relative standard deviation (%)Found content (mg g−1)
g−1)g−1)

180.0 174.19173.92, 174.47, 174.13,Aluminium al- 0.14
174.23loy

76.01, 75.77, 75.89, 75.81 0.1575.87Dry pig liver 75.63
15.854 16.930, 15.879, 15.875, 0.31Wheat skin 16.19

16.076
.
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Abstract

The spectral characteristics of the inclusion of 1-naphthalenacetamide in b-cyclodextrin have been studied by
luminescence methods. The addition of bromoalcohols or bromoalkanes produces a decrease of the fluorescence
of the inclusion complex, giving rise to a new band corresponding to phosphorescence emission. The emission
intensity is much higher in the presence of bromoalkanes than in the presence of bromoalcohols. The deoxy-
genation of the solutions is achieved by flowing nitrogen, by the addition of sodium sulphite and by a combina-
tion of both methods, which results in the most effective approach. The phosphorescence emission is produced
in the turbid suspension formed in the presence of the bromoalkane. The formation of microcrystals seems
necessary to obtain phosphorescence emission from the ternary system. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Room temperature phosphorescence; 1-Naphthalenacetamide; b-Cyclodextrin; 1,3-Dibromopropane

1. Introduction

Fluid solution room temperature phosphores-
cence emission (RTP) has usually been obtained
in organized media that are heterogeneous at a
microscopic level [1]. Among those proposed have
been micellar media [2–4] and molecular com-

pounds capable of forming inclusion complexes
[5,6]. Among the usual organized media forming
inclusion complexes are cyclodextrins (CDs) [5]
and azaparacyclophanes [6]. In cyclodextrins,
some of the systems described include molecules
possessing a heavy-atom in its structure, as halo-
naphthalenes [5,7,8] or 6-bromo-2-naphtol [9].
More commonly, the presence of an external
heavy atom is necessary to obtain phosphores-
cence emission. The heavy-atom increases the rate
of the intersystem-crossing process and populates

* Corresponding author. Tel: +34 24 289378; fax: +34 24
2893752; e-mail: arsenio@unex.es

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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the triplet state. The first heavy-atom containing
species proposed for fluid solution RTP in CDs
was 1,2-dibromoethane by Cline Love [10–12].

Hamai proposed 2-bromoethanol and 2,3-di-
bromopropanol, in the presence of b-cyclodex-
trin, to obtain RTP from acenaphthene [13]. In all
the mentioned cases, a previous deoxygenation of
the solutions by passing a stream of nitrogen was
performed. Later on, Muñoz de la Peña et al.
observed RTP from acenaphthene in b-CD, in the
presence of 2-bromoethanol [14], and of 1-naph-
thyl-oxy-acetic acid and 1-naphthylacetic acid, in
the presence of 2-bromoethanol and 2,3-dibromo-
propanol [15], by using sodium sulphite as chemi-
cal deoxygenant, in a similar manner to the
method proposed for micellar systems [16].

In this paper, an extension of previous studies
on the RTP emission from pesticides that are
naphthalene derivatives has been performed. For
the present study, 1-naphthaleneacetamide
(NAAM) has been selected. NAAM is a phyto-
hormone used to influence the growing of plants.
One of the main objectives and need of analysis of
this compound is in the control of agricultural
products for human consumption.

The phosphorescence characteristics of NAAM
were studied in rigid ethanolic solutions at low
temperature, with 17 other plant growth regula-
tors [17]. Later on, a study was performed at
room temperature, using filter paper as the solid
substrate, and compared with low temperature
[18]. In the presence of 1.0 M sodium iodide as
the external heavy atom species, the phosphores-
cence signal was 10.5 times higher than in the
absence of sodium iodide [19]. The RTP signal
was used for the determination of NAAM in the
presence of several pesticides [20].

In this work, the use of two bromoalcohols,
2-bromoethanol and 2,3-dibromopropanol, and
two bromoalkanes, 1,2-dibromoethane and 1,3-di-
bromopropane (1,3-DBP), as the source of exter-
nal heavy atoms, are investigated. The RTP
emission of NAAM induced in b-CD solutions is
characterized. The advantages of the deoxygena-
tion of the solutions by passing nitrogen, by
adding sodium sulphite or by both is also
investigated.

2. Instrumentation

Fluorescence and phosphorescence measure-
ments were made on an SLM Aminco Bowman
luminescence spectrometer, equipped with two
xenon lamps, a 150 W continuous wavelength and
a 7 W pulsed, interfaced with a PC 386 microcom-
puter. Data acquisition and data analysis were
performed by use of the AB2 software version 2.0,
running under OS/2. Solutions were excited at 282
nm, the maximum excitation wavelength of 1-
naphthaleneacetamide. Fluorescence measure-
ments were made with excitation and emission
band widths of 4 nm. The phosphorescence mea-
surements were performed using typically delay
time and gate time values of 1.0 and 5.0 ms,
respectively. The slits were maintained at 8 nm for
excitation and emission. All measurements were
performed at 20.090.1°C by use of a thermo-
static cell holder and a Selecta model Frigiterm
thermostatic bath.

For the deoxygenation of the samples, two
procedures were used. In the first one, sodium
sulphite was added to the solutions to have a final
0.06 M concentration, and the phosphorescence
signal was monitored until a constant value was
reached. In the second one, nitrogen was passed
in an anaerobic cell during 10 min, measuring the
phosphorescence immediately. In some of the ex-
periments, sodium sulphite was added to those
solutions at which nitrogen gas was already
passed.

3. Reagents

All the experiments were realized using analyti-
cal grade chemicals. Purified LC-grade water
(Millipore Milli-Q system) was used. 1-Naph-
thaleneacetamide (96%) was obtained from Chem
service (West Chester, PA) and used as received.
A 1×10−4 M stock solution in water was pre-
pared. b-CD was obtained from Cyclolab (Bu-
dapest) and used as received. A stock 1.25×10−2

M b-CD was prepared. 2-Bromoethanol (95%),
2,3-dibromopropanol (96%) and 1,2-dibro-
moethane (99%) were obtained from Aldrich and
1,3-dibromopropane (98%) from Sigma. Anhy-
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drous sodium sulphite (\98%) was obtained from
Merck. Sodium sulphite solutions were prepared
daily and kept in tightly stoppered containers.

4. Results and discussion

4.1. Obtention of RTP in the presence of
1,3-DBP

Previously, fluid solution RTP emission has
been obtained for 1-naphthylacetic acid and for
1-naphthyl-oxy-acetic acid in the presence of 2-
bromoethanol and 2,3-dibromopropanol [15].
Two bromoalkanes, 1,2-dibromoethane [21] and
1,2-dibromopropane [22] have been also reported
for the observation of RTP emission from 1-naph-
thylacetic acid in b-CD. In preliminary studies,
2-bromoethanol, 2,3-dibromopropanol, 1,2-dibro-
moethane and 1,3-dibromopropane were evalu-
ated for RTP from NAAM. Under optimum
conditions of measurements, the best results were
found when using 1,3-dibromopropane. For the
experimental conditions used, the RTP emission
observed in the presence of 1,2-dibromoethane
was approximately half that obtained with 1,3-di-
bromopropane. The RTP signal obtained in the
presence of the bromoalcohols was significantly
lower than in the presence of the bromoalkanes.
Consequently, 1,3-dibromopropane (1,3-DPB)
was selected as the optimum source of external
heavy atoms perturbed in our system.

The excitation spectrum of 1×10−5 M NAAM
in water shows a maximum at 282 nm, while the
emission spectrum shows maxima at 325 and 338
nm. A small increment in the emission intensity
and a small bathochromic shift of about 1 nm are
produced in the presence of b-CD. The effect of
adding 1,3-DBP on the fluorescence of NAAM
was investigated in the absence of b-CD and in the
presence of 1×10−2 M b-CD. The results ob-
tained are presented in Fig. 1. It can be concluded
that the fluorescence of NAAM decreases as the
concentration of 1,3-DBP in the medium increases
and that the maximum effect is observed for
concentrations of 1,3-DBP lower than 1%. It is
also evident that the action of 1,3-DBP on the
fluorescence emission is much pronounced in the

presence of b-CD than in the absence, which
indicates a greater interaction of the bromoalkane
with NAAM inside the CD cavity when the inclu-
sion complex is formed.

RTP emission has been obtained from NAAM
in aqueous solutions of b-CD, in the presence of
1,3-DBP, previous deoxygenation of the solutions.
To perform the deoxygenation, two procedures
were evaluated. In the first one, the deoxygenation
was effected by adding sodium sulphite to the
solutions to attain a chemical disappearance of the
dissolved oxygen. Also, the classical bubbling of a
stream of nitrogen gas through the solution was
performed. The RTP measurements indicated that
a combination of both procedures gave the best
results. Upon de-aeration of NAAM solutions
containing both b-CD and 1,3-DBP, a new emis-
sion appears at longer wavelength regions than the
fluorescence with bands at 483 and 520 nm. In Fig.
2, the RTP spectra of NAAM in 1×10−2 M
b-CD in the absence and presence of 1% 1,3-DBP
are shown. Sodium sulphite in concentration 0.04
M was added, the solution was stirred for 2 min to
favor the formation of the inclusion compound,
and nitrogen gas was passed through the solution

Fig. 1. Effect of 1,3-DBP on the fluorescence intensity of
NAAM in the absence (�), and the presence (�) of b-CD.
[NAAM]=1×10 −5 M, [b-CD]=1×10−2 M, lex=282
nm, lem=325 nm.
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Fig. 2. RTP spectra of the complex b-CD:NAAM in the
absence (---) and presence (—) of 1% (v/v) 1,3-DBP.
[NAAM]=5×10 −5 M, [b-CD]=1×10−2 M, [Na2SO3]=
0.04 M, lex=282 nm.

The concentration of sodium sulphite was opti-
mized by monitoring the phosphorescence emis-
sion from NAAM in the presence of various
concentrations of this compound. In Fig. 4, the
results obtained, when the solution was stirred for
2 min and nitrogen was passed for 10 min before
taking the measurements, are shown. It can be
observed that the phosphorescence emission in-
creased when the sodium sulphite concentration
in the medium increased until a sodium sulphite
concentration of 0.06 M. For concentrations of
sodium sulphite higher than 0.06 M, the RTP
emission remains constant. The phosphorescence
obtained in the presence of sodium sulphite is
about twice the signal obtained by only passing
nitrogen through the solution.

For a 0.06 M sodium sulphite concentration,
the time required for complete deoxygenation by
passing nitrogen was studied. The phosphores-
cence emission increased as the time of nitrogen
purging increased. For deoxygenation times
longer than 8 min, a maximum constant signal is
obtained. The RTP intensity obtained in the pres-
ence of sodium sulphite alone is around three
times lower than in the case of nitrogen purging

for 10 min to complete the deoxygenation process.
In the described conditions, the solution became
turbid. This is in agreement with other authors
who reported on the RTP from several com-
pounds in the presence of bromoalkanes
[10,11,21,22,25]. In the absence of the bro-
moalkane, no phosphorescence signal appeared.
In contrast, an appreciable RTP emission was
evident in the presence of 1,3-DBP.

4.2. Kinetics of the reaction: optimization of
chemical 6ariables

The phosphorescence emission signal was not
obtained instantly but developed with time. In
Fig. 3, the results obtained when monitoring the
RTP emission with time at the optimum wave-
lengths are represented. An enhancement of the
phosphorescence signal is observed during the
first 40 s and the RTP emission remained constant
during the next 60 s, diminishing after this time.
For the rest of the experiments, the RTP emission
was measured after 1 min of preparation. Before
taking the measurements, the solution was stirred
for 2 min to form the inclusion complex.

Fig. 3. Evolution of the RTP signal with the time. [NAAM]=
5×10 −5 M, [b-CD]=1×10−2 M, [Na2SO3]=0.04 M, 1,3-
DBP 1% (v/v), lex=282 nm, lem=483 nm.
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Fig. 4. Influence of sodium sulphite content on the RTP
emission. [NAAM]=5×10 −5 M, [b-CD]=1×10−2 M,
1,3-DBP 1% (v/v), Nitrogen purging during 10 min, lex=282
nm.

as this concentration is close to the limit of solu-
bility of the cyclodextrin.

Under the optima operating conditions se-
lected, the calibration graph obtained by plotting
the RTP intensity versus NAAM concentration
was linear in the range 0.46–4.62 mg ml−1, with a
Pearson’s correlation coefficient of 0.996. A detec-
tion limit of 0.39 mg ml−1 was determined, ac-
cording to the Long and Winefordner criterium
[23], following a method of estimation using the
data set of calibration [24]. For a series of ten
measurements on a solution containing 3.2 mg
ml−1 of NAAM, the relative standard deviation
obtained was 2.3%.

4.3. Microscopic study and molecular modelling

Jin et al. [25] performed studies on the RTP of
several polycyclic aromatic hydrocarbon and ni-
trogen heterocyclic compounds, included in b-CD.
In all cases, the authors found that the RTP signals
were intense only when turbidity or precipitates
appeared in the system. Among the sources of
heavy atoms assayed, the highest RTP signals were
obtained with bromoalkanes and cyclohexane.

for more than 8 min. For further experiments, a
deoxygenation time of 10 min was selected. These
experiments demonstrate that a combination of
both sodium sulphite and nitrogen passing is
more effective for deoxygenation of the samples
than only the bubbling of nitrogen through the
solution or only the addition of sodium sulphite.

For these conditions, the influence of the 1,3-
DBP content on the RTP signal was investigated.
The results obtained are represented in Fig. 5. The
phosphorescence emission is only obtained in the
presence of the bromoalkane giving the maximum
intensity for percentages of 1,3-DBP between 0.3
and 0.5%. For 1,3-DBP contents higher than
0.5%, the RTP signal slightly decreased. For fur-
ther experiments, a 0.4% 1,3-DBP content was
selected as optimum.

The concentration of b-CD in the medium also
influenced the RTP emission. In the absence of
the cyclodextrin, no phosphorescence is obtained.
The RTP increased as the cyclodextrin concentra-
tion increased, reaching a constant level for cy-
clodextrin concentrations higher than 1×10−2

M. A 1×10−2 M b-CD is selected as optimum

Fig. 5. Influence of 1,3-DBP content on the RTP emission.
[NAAM]=5×10 −5 M, [b-CD]=1×10−2 M, [Na2SO3]=
0.06 M, Nitrogen purging during 10 min, lex=282 nm, lem=
483 nm.
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Weinberger and Cline Love [26] also reported the
obtention of intense RTP from several polycyclic
aromatic hydrocarbons by a related approach, in
which the analytes formed microcrystalline or col-
loidal suspensions in aqueous solutions.

In a similar manner to these reports, in our
system, a significant effect is produced when tur-
bidity appears, resulting in an intensification of
the RTP, and stabilization of the triplet state.
This effect explains the differences obtained when
the phosphorescence emission produced in the
presence of bromoalcohols (transparent solutions)
is compared with the phosphorescence emission in
the presence of bromoalkanes (turbid solutions).

To measure the characteristics of the precipi-
tate, a study was performed by optical mi-
croscopy. For that study, a solution containing
1.4 mg ml−1 of NAAM, in presence of 1×10−2

M b-CD, 0.4% 1,3-DBP and 0.06 M Na2SO3 was
prepared and once homogeinized, a small sample
was deposited by the aid of a capillary tube in a
porta and introduced into the microscope. The
results obtained allowed us to conclude that the
precipitate suspended in the solution was com-
posed of microcrystals with a size of the order of
the micrometres.

With the object of characterizing the inclusion
complexes formed between b-CD, NAAM and
1,3-DBP, a molecular modelling simulation has
been performed using the Corey–Pauling–Kolton
molecular model based in the Van der Waals
radii. From the model, it was evident that in the
interior of the cyclodextrin cavity there was
enough space for the inclusion of both NAAM
and 1,3-DBP forming a ternary complex. This
study is in agreement with the spectroscopic evi-
dences already discussed for the system. The des-
ignation of the phosphorescence emission to a
ternary association has been suggested by various
authors [5,10,11]. This is an analogous case to
those reported in the literature respect to the
observation of RTP from several compounds in-
cluded in b-CD in the presence of haloalkanes
[10,11,21,22,25,27–31]. In those cases, similar to
ours, reproducible results were obtained by the
authors, in spite of the observed turbidity.

5. Conclusions

With respect to the system under study, it can
be concluded that the evidence indicates the for-
mation of a ternary complex composed of the
bromoalkane, the cyclodextrin and NAAM. In
addition, it can be concluded that, because a
bromoalkane excess exists in dispersion in the
aqueous solution of the CD, a suspension is
formed in our experimental conditions. In this
way, the cyclodextrin and the molecules included
in its cavity are forming microcrystals, producing
the observed turbidity.

It is evident that the formation of the inclusion
complex of NAAM is an important factor causing
a rigid microenvironment for the system, with the
heavy atom very close to the NAAM molecules,
leading to an effective spin-orbit coupling and
favouring the RTP emission. At the same time,
the microcrystals formation further stabilize the
triplet state producing an increase in the phospho-
rescence emission.
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Abstract

This article contains a description of pH-ISEs with plasticised PVC membranes that contain calix[4]arene or
p-tertbutylcalix[4]arene as an ionophore and tetradecylammonum nitrate taken in a subequivalent amount relative to
calyxarene as an ionic additive. It has been discovered that real ISEs have an extraordinarily wide measuring range
which is about 1.5–2 pH units wider then the measuring range of tridecylamine-based ISEs under the same
conditions. Just as in the case of amine-type neutral carriers-based pH-ISEs, the upper detection limit depends on the
concentration and lipophilicity of anions and the lower limit, on the concentration and lipophilicity of cations present
in the sample solution. A simple quantitative description of the electrode response and the detection limits of such
ISEs is suggested which is based on inclusion of extraction equilibria at the membrane/solution interface for two
limiting cases: complete dissociation and strong association of ions in the membrane. Interface equilibria constants
that occur in the acid and alkali media are estimated experimentally in model extraction systems. Characteristics of
the ISEs calculated with use of the estimated constants agree satisfactorily with those measured experimentally.
Probable reasons of the expansion of the measuring range of the ISEs considered in comparison with ISEs based on
amine-type neutral carriers are discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: pH-electrodes; Calix[4]arenes; Detection limits; Ion association

1. Introduction

Ionophores-based pH-electrodes described in
[1] for the first time attract researchers’ attention,
primarily, because of their low membrane resis-
tance in comparison with glass electrodes. This
allows their miniaturization, which is especially

important for medical and biological research.
Such electrodes can also have other applications,
for example, in the food industry, where the use
of glass electrodes is sometimes dangerous be-
cause of their brittleness, or in fluoride-containing
acid solutions, where the lifetime of a glass elec-
trode is limited.

Until recently, in membranes of these ISEs,
basic compounds were used, such as various
amines and their derivatives (amides, phenoxazi-

* Corresponding author. Tel.: +375 172 264700; fax: +375
172 264126.
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nes, etc.) [2–22]. In [23,24] it has been shown that
highly lipophilic pH indicators used in optical
sensors can be efficient as neutral carriers of
H+-electrodes. Recently, extensive studies of pH-
electrodes with aminated polyvinylchloride mem-
branes have been carried out, in which the
modified polymer functions as an ionophore
[22,25–30].

Theoretical aspects of operation of ionophores-
based pH-ISEs are discussed in some articles.
Simon [9] with his team has shown for the first
time at a qualitative level that in the acid region,
disturbance of the electrode function is caused by
protonation of the ionophore in the membrane as
a result of extraction of the acid from the sample
solution, while in the alkali region the interfering
effect of metal cations is exhibited. It should be
noted that the position of the response range
(dynamic interval) of such electrodes depends on
basicity of the ionophore. Egorov et al. [15] sug-
gested a quantitative model that described the
boundary potential of such ISEs with account of
extraction equilibria at the membrane/solution in-
terface with the assumption of strong ion associa-
tion in the membrane. In this model the diffusion
potential inside the membrane was neglected.
Buck et al. [29] suggested a theory which de-
scribed the electrode response of aminated PVC
membranes with fixed sites, from which it fol-
lowed that the ratio of ion mobilities in the mem-
brane can be important. Finally, with the
assumption of complete ion dissociation, Bakker
et al. [19] obtained simple quantitative relations
which described the electrode response and detec-
tion limits of such ISEs. In particular, it follows
from these relations that the measuring range
depends on the salt background, the solvation
ability of the plasticizer and the neutral carrier/
liquid ion exchanger ratio in the membrane and
can only be shifted but cannot be expanded by
choosing the basicity of the ionophore.

Quite recently, while seeking solvation additives
capable of changing the membrane selectivity, we
have noticed that introduction of the acidic com-
pounds p-tertbutylcalix[4]arene or 3-nonyloxyphe-
nol into the anion-exchange membrane was
accompanied by the appearance of a pH-function
[31]. In this case, the measuring range of the ISE

based on p-tertbutylcalix[4]arene was unexpect-
edly wide (approximately, 1.5–2 pH units wider
than that of the tridecylamine-based pH-ISE un-
der the same conditions). In the present work new
experimental data on the operation of such type
of ISEs are presented, reasons for expanding the
dynamic interval are discussed and quantitative
relations which describe the behaviour of such
ISEs are suggested with account of extraction
equilibria at the membrane/solution interface.

2. Experimental

2.1. Reagents

Calix[4]arene (I) and p-tertbutylcalix[4]arene
(II) were synthesized at the Department of Or-
ganic Chemistry of the Belarusian State Univer-
sity, following the procedures developed in
[32,33], respectively. 3-Nonyloxyphenol (III) was
produced at our laboratory by alkylation of resor-
cin by nonyl bromide and purified by vacuum
distillation. Palmitic acid (IV) of reagent grade
was recrystallized from ethanol. Tetradecylammo-
nium nitrate (V) and tetradecylammonium picrate
were produced at our laboratory with the method
of anion exchange from tetradecylammonium io-
dide which was synthesized by exhaustive ammo-
nia alkylation by decyl iodide in acetonitrile [34]
and cleared from amines, following [35]. Potas-
sium salt of 1,2,3-trinonyloxybenzenesulfonic acid
(VI) was synthesized by alkylation of pyrogallol
by nonyl bromide, followed by sulfonation and
cleared from impurities, according to [36]. Tride-
cylamine (VII) was produced by the treatment of
a chloroform solution of tridecylamine hydrochlo-
ride with aqueous alkali solution, followed by
evaporation of the solvent. The formulas of the
electro-active substances I–VII are presented in
Fig. 1. The membrane plasticizers o-nitropheny-
loctyl ether (o-NPOE), dibytylphthalate (DBP)
and trihexylphosphate (THP) (all of reagent
grade) were cleared from acid impurities with the
extraction procedure [37]. Polyvinylchloride C-
7059 was used as a polymeric membrane matrix
and newly distilled cyclohexanone was used for
dissolution of the PVC. Reagents of analytical
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Fig. 1. The formulas of electrode-active substances used in this work.
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grade and higher were used for preparation of
aqueous solutions. Organic solvents (chloroform
and toluene) were of analytical grade.

2.2. Production of ISE membranes and
potentiometric measurements

The ISE membranes were produced by conven-
tional methods [38]. The mass plasticizer/polymer
ratio was 2:1 in all membranes. The concentration
of ionophores (I)–(IV) was 3×10−2 M, and the
concentration of ionic additive (V) was 3×10−3

M. Concentrations of (VI) and (VII) constituted
1×10−2 and 2×10−2 M, respectively. Universal
buffer mixtures prepared by adding the necessary
amount of 0.2 M solution of sodium hydroxide to
the mixture of boric, acetic and phosphoric acids,
0.04 M each [39], containing, in addition, 0.1 M
NaCl, were used as an inner reference solution.
For membranes that contained (I)–(III) and (VII)
as ionophores, we used buffer solutions with pH
8, and for (IV)-based membranes, solutions with
pH 5. Before potentiometric measurements, the
electrodes were soaked in the respective buffer
solutions that did not contain NaCl. The poten-
tiometric measurements were made at 29391 K
with the cell:

Ag, AgCl� KCl, Sat Sample solution� Memb
rane� Reference solution� AgCl, Ag

An I-130 digital ionometer was used as a milli-
voltmeter. E.m.f. was measured in 10 times-di-
luted solutions of the universal buffer mixture
that were prepared on the respective electrolyte
background. The pH values were controlled with
a glass ESL-43-07 electrode.

2.3. Estimation of interphase equilibria constants

2.3.1. Estimation of equilibrium constants K %ex of
the process illustrated in Eq. (8)

Since plasticizers used have a density closed to
unity and high viscosity, which hinders clear
phase separation in their extraction systems with
water, for estimation of K %ex of the process de-
scribed by Eq. (8) (see later here), we used the
model water–toluene system. This change of the
solvent seems admissible in this case, since, just as

toluene, the plasticizers used do not exhibit prop-
erties of Lewis acids, and therefore are not capa-
ble of anions solvation. Moreover, the free energy
of solvation of the molecular calixarene form LH
which is formed in the process illustrated in Eq.
(8) also should not depend strongly on the solvent
nature as calixarenes are able to form intramolec-
ular hydrogen bonds. However, it should be noted
that unlike calixarenes, for (III) and (IV) capable
of forming hydrogen bonds with plasticizer
molecules that exhibit properties of Lewis bases,
the solvent effect may be more important. The
constants K %ex were estimated for different acids as
follows. First, K %ex was determined for picric acid.
To do this, we prepared a toluene solution which
contained 1×10−2 M ionophore (I)–(IV) and
1×10−3 M tetradecylammonium picrate. Ten
millilitres of the prepared solution was placed into
test tubes with ground-in plugs and shaken with
10 ml of the water phase, varying pH. After
equilibrium had been attained, the phases were
separated and picrate-ion concentration in the
water phase was determined spectrophotometri-
cally with an SF-26 instrument at l=410 and 430
nm, and equilibrious concentrations of the other
components in the organic phase were calculated
from the mass balance equations. For picric acid
the constants K %ex were calculated from the
equation:

(K %ex)Hpic=
C( LH ·C( R+Pic−

C( R+L− ·aH+ ·CPic−

where, in accordance with Eq. (8), C( LH=C( L
tot−

CPic−, C( R+Pic− =C( R
tot−CPic−, C( R+L−

=CPic−, C( L
tot, and C( R

tot are the
initial concentrations of ionophore and tetradecy-
lammonium picrate in the organic phase.

Then, exchange constants of picrate for various
anions were determined. To this end, the toluene
phase prepared just as in the previous case, was
shaken with aqueous solutions containing the in-
teresting ion X− (Cl− 1 M, Br− 1M, NO−

3 0.1
M, SCN− 0.01 M, CIO−

4 0.01 M) and having pH
at which displacement of picrate ions into the
water phase does not take place in the absence of
ions X−. For (I), (II) and (IV) these pH were 4,
and 7 for (III). The concentration of picrate ion in

--
-
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Table 1
The ion exchange constants of Pic− for anion X− in different systems

The organic solventAnion

IV (1×10−2 M) in toluene–DBP mixture 9:1III (1×10−2 M) in tolueneToluene I (1×10−2 M) in
toluene

9.03×10−9 7.16×10−7Cl− 7.08×10−9 1.03×10−7

5.32×10−72.94×10−61.73×10−71.78×10−7Br−

9.43×10−6 1.56×10−6NO3
− 1.26×10−6 8.31×10−7

6.07×10−4 2.19×10−4SCN− 1.00×10−4 9.40×10−5

7.29×10−4 9.71×10−4ClO4
− 5.04×10−41.41×10−3

The ion exchanger is tetradecylammonium picrate (1×10−3 M) solution.

the water phase was determined with spectropho-
tometric methods, concentrations of the other
components were determined from the mass bal-
ance, and exchange constants were calculated
from the equation:

KPic− ,X− =
CPic−

2

(CX− −CPic−) · (C( R
tot−CPic−)

Experimental exchange constants KPic− ,X−, are
given in Table 1. Subsequently, the equilibrium
constants of the process illustrated in Eq. (8) for
different ions were calculated from the equation:

(K %ex)HX= (K %ex)HPic ·KPic− ,X−

Obtained K %ex values are given in Table 2.

2.3.2. Estimation of equilibrium constants K %H,Y of
process Eq. (6)

Since as a result of the process illustrated in Eq.
(6) polarity of the components in the organic
phase greatly changes (the molecular form of the
ionophore LH is transformed into the ion associ-
ate Y+L−), the equilibrium constant of this pro-
cess should depend substantially on the solvent
nature. In this case the DBP–chloroform mixture
(2:1) was chosen as a solvent modeling the PVC
membrane plasticized by DBP. However, any at-
tempts to experimentally determine the ion ex-
change constants of hydrogen ion for alkaline
metal cations (K %H,Y) for ionophores (I) and (II)
failed because of close experimental and blank
(without ionophore in the organic phase) signals.
In the case of (III) and (IV), stable emulsions were
observed which were not destroyed under cen-

trifugation, which also prevented estimation of
K %H,Y for metal cations. Therefore, we estimated
K %H,Y for the tetraethylammonium cation. To this
end, we experimentally determined the extraction
constant of the tetraethylammonium picrate ion
pairs by the DBP–chloroform mixture. Tetraethy-
lammonium chloride and sodium picrate of vari-
able concentrations were introduced into the
water phase adjusted to pH 12 and shaken with
an equal volume of the organic phase. After
phases separation, the concentration of the picrate
ion in the water phase was determined spec-
trophotometrically and the extraction constant
was calculated from the formula:

KY+Pic− =
CPic

0 −CPic−

CPic− · (CY+
0 +CPic− −CPic−

0 )

where CPic−
0 , CY+

0 are the initial concentration of
picrate ion and tetraethylammonium cation in the
water phase; CPic− is the picrate concentration
measured after extraction. The calculated value of
KY+Pic− was 3×102 M−1.

It can be easily shown that the interphase equi-
librium constants considered are related by:

K %H,Y=
KY+Pic−

(K %ex)HPic

·
(kass)Y+L− · (kass)R+Pic−

(kass)Y+Pic− · (kass)R+L−

,

where K %H,Y and (K %ex)HPic are the equilibrium con-
stants of processes illustrated in Eqs. (6) and (8),
respectively; KY+Pic− is the extraction constant
for tetraethylammonium picrate; kass are ion asso-
ciation constants for the respective ion pairs.
Since in this case both R+ and Y− are quater-
nary ammonium cations, it can be expected that
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Table 2
The equilibrium constants of the process illustrated in Eq. (8) for different carriers

Anion The organic phase

I in toluene III in toluene IV in toluene–DBP mixture 9:1II in toluene

1.77×107 1.79×103Cl− 3.86×102 2.68×103

5.14×104 7.28×107Br− 7.41×103 9.26×103

2.33×1082.47×105 2.71×1043.55×104NO3
−

4.02×106 2.79×107 1.50×1010 3.81×106SCN−

8.77×1062.40×1010ClO4
− 3.11×107 2.17×108

4.24×1010 2.97×1011 2.47×1013Pic− 1.74×1010

The concentration of R+…L− in organic phase is 1×10−3 M, the concentration of LH is 1×10−2 M.

the factor expressed by the ion association con-
stants will be close to unity. Then,

K %H,Y:
KY+Pic−

(K %ex)HPic

3. Theory

3.1. Basic assumptions

In order to simplify the formalism that de-
scribes the electrode response and to obtain rather
simple expressions for characterization of the
main parameters of ISEs as a function of the
membrane composition, the solution studied and
interphase and intramembrane equilibria con-
stants, we made the following assumptions:
1. The change in the boundary potential at the

membrane/solution interface is controlling for
changes in the e.m.f. The boundary potential at
the membrane/inner reference solution inter-
face is assumed constant. Inside the membrane
the diffusion potential can be neglected.

2. The ratio of activities of the components in the
contacting layers of the membrane and solu-
tion are determined by extraction equilibria
constants. It should be noted that the activities
of the components in the contacting membrane
layer that is in contact with the sample solution
can be greatly different from their activities in
the bulk of the membrane. While the activities
of the components in the contacting layer of
the solution are assumed to be equal to their
activities in the bulk of the solution.

3. The activity coefficients of all membranes com-
ponents are assumed constant. This makes it
possible to use concentrations instead of activ-
ities, therefore simple electroneutrality and
mass balance relations can be used for quanti-
tative description of the composition of the
contacting membrane layer.

The assumptions made above are not strictly
justified but they are conventionally used in devel-
opment of rather simple models for description of
the electrode response in various systems [40–43].

Moreover, to simplify the formalism and to
obtain rather simple final results from which direct
conclusions can be made, we considered only two
limiting cases (a) all ion components are fully
dissociated and (b) ion components are ideally
associated into ion pairs.

3.2. A model of the potential-forming reaction

When the membrane which initially contained
calixarene HL and tetradecylammonium nitrate
R+NO−

3 is soaked in a buffer solution with pH
close to a neutral one, an equilibrium is estab-
lished between the membrane and solution:

LH+R4
+NO3

− X R+L− +H+ +NO3
− (1)

This equilibrium is substantially shifted right-
wards and as a result, tetradecylammonium ni-
trate salt is almost completely destroyed and in
the membrane the salt occurs which is formed by
quaternary ammonium cation with the calixare-
nate ion R+L− and the molecular form of calix-
arene LH (since calixarene is taken in an excessive
amount relative to tetradecylammonium nitrate).
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For a membrane of this type, the potential-
forming reaction can be expressed as calixarenate
ion-stimulated hydrogen ion transfer from water
to the membrane:

H+ +L+ X LH. (2)

In this case the calixarenate ion L− can be
considered as a charged carrier for hydrogen ions.

Within the above assumptions, the electrode
function is described by the equation:

E=E0+
RT
F

ln
aH+

C( H+

. (3)

In this case, constancy of the concentration of
hydrogen ions generated in the membrane follow-
ing the reaction:

LH X
Ka

L( − +H( + (4)

is a condition of linearity of the electrode func-
tion. In this reaction Ka is the calixarene dissocia-
tion constant in the membrane. It is evident that
this condition is satisfied, if the ratio of the molec-
ular to anion calixarene forms in the membrane
(C( LH/C( L−) is constant. This constancy is attained
due to introduction of the lipophilic quaternary
ammonium cations R+, forming salt with the
calixarenate ion, into the membrane and excess of
the molecular calixarene form.

Both in alkali and acid media, constancy of the
ratio C( LH/C( L− can be disturbed in the membrane
layer contacting with the sample solution. In an
alkali medium, the hydrogen ion can be ex-
changed for the cation present in the solution:

LH+Y+ X
KH,Y

L( − +Y( + +H+ (5)

(in the case of complete dissociation), or:

LH+Y+ X
K%H,Y

L−...Y+ +H+ (6)

(in the case of strong ion association in the
membrane).

In an acid medium, the calixarenate ion can be
transformed into the molecular form as a result of
extraction of the acid from the solution to the
contacting membrane layer:

L− +H+ +X− X
Kex

LH+X− (7)

(in the case of complete dissociation), or:

R+....L− +H+ +X− X
K%ex

LH+R+...X− (8)

(in the case of strong ion association in the
membrane).

3.3. Quantitati6e description of the electrode
response

In accordance with Eqs. (3) and (4), for such
type of membranes, in the general case, the elec-
trode response is described by the equation:

E=E0+
RT
F

ln
aH+ ·C( L−

Ka ·C( LH

, (9)

where C( L−, C( LH are the equilibrium concentra-
tion of the respective calixarene forms in the
membrane layer contacting with the sample
solution.

3.3.1. The case of complete dissociation
In the region of moderate pH, in which the

effect of extraction processes illustrated in Eqs. (5)
and (7) on concentrations of the components in
the contacting membrane layer can be neglected,
the relations are valid:

C( L− =C( R
tot, (10)

C( LH=C( L
tot−C( R

tot, (11)

where C( R
tot is the total ion exchanger concentra-

tion in the membrane and C( L
tot is the total calix-

arene concentration. In this case it is assumed that
the contribution of dissociation products of the
molecular calixarene form LH to the ion concen-
tration in the membrane can be neglected. Then,
Eq. (9) takes the form

E=E0+
RT
F

ln
aH+ ·C( R

tot

Ka · (C( L
tot−C( R

tot)
, (12)

i.e. the theoretical Nerstian relation E-pH holds.
In the region of high pH, where the ion ex-

change process illustrated in Eq. (5) takes place,
the concentration of the molecular form of calix-
arene LH in the contacting membrane layer is
described by equation:

C( LH=
C( Y+ ·C( L− ·aH+

aY+ ·KH,Y

(13)
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In the limiting case, in which hydrogen ions are
almost completely exchanged for cations Y+, the
relations are valid:

C( L− =C( L
tot, (14)

C( Y+ =C( L
tot−C( R

tot. (15)

Substituting Eqs. (14) and (15) into Eq. (13) and
subsequently into Eq. (9), we obtain:

E=E0+
RT
F

ln
KH,Y ·aY+

(C( L
tot−C( R

tot) ·Ka

. (16)

In this case the electrode response is determined
only by the activity of the ions Y+ in the solu-
tion. If measurements are made on the fixed back-
ground of the foreign ion Y+, E=const.

Comparison of Eqs. (16) and (12) shows that in
this case the interfering effect of the foreign ions is
described by Nikolsky’s equation, in which the
selectivity coefficient is determined by the ex-
change constant and, in addition, depends on the
concentration of the ionic additive:

K ij
Pot=

KH,Y

C( R
tot . (17)

Calculating the lower detection limit for hydro-
gen ions, following IUPAC recommendations [44]
as an intersection point of extrapolated linear
sections of the electrode response described by
Eq. (12) and Eq. (16), we obtain:

aH+(LDL)=
KH,Y

C( R
tot ·aY+. (18)

In the region of low pH, where acid is extracted
from the sample solution, following Eq. (7), the
concentration of calixarenate ion L− in the con-
tacting membrane layer is described by the
equation:

C( L− =
C( LH ·C( X−

Kex ·aH+ ·aX−

. (19)

In the limiting case, in which the equilibrium of
the process illustrated in Eq. (7) is substantially
shifted rightwards so that almost the entire calix-
arene is displaced from the salt with the ion
exchanger and transformed into the molecular
form, the following relations are valid:

C( LH=C( L
tot, (20)

C( X− =C( R
tot. (21)

Substituting Eqs. (20) and (21) into Eq. (19) and
subsequently into Eq. (9) we obtain the equation
which describes the electrode response in strongly
acid solutions:

E=E0+
RT
F

ln
C( R

tot

Kex ·Ka ·aX−

. (22)

In this case the potential is independent of pH
and is a function of the activity of anions in the
solution. If measurements are made on the con-
stant background of the anions X−, E=const.

Similar to LDL, the upper detection limit can
be calculated as the intersection point of extrapo-
lated linear sections of the electrode function de-
scribed by Eqs. (12) and (22), hence:

aH+(UDL)=
C( L

tot−C( R
tot

Kex ·aX−

. (23)

3.3.2. The case of strong ion association in the
membrane

In the region of moderate pH, where the effect
of extraction processes illustrated in Eqs. (6) and
(8) on concentration of the components in the
contacting membrane layer can be neglected, just
as in the case when complete dissociation of the
compounds in the membrane takes place, the
concentration of molecular calixarene form C( LH is
described by Eq. (11) and the concentration of ion
associate of calixarene with the ion exchanger is
equal to the total ion exchanger concentration in
the membrane:

C( R+L− =C( R
tot. (24)

In this case it is assumed that the part of free
ions in the membrane is negligibly small in com-
parison with the part of ion associates and can be
neglected in the mass balance equations. Then the
concentration of free calixarenate anion is de-
scribed by the equation

C( L− =
' C( R

tot

(kass)R+L−

, (25)

where (kass)R+L− is the association constant for
ions R+ and L−, and the electrode response
equation has the form:
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E=E0+
RT
F

ln
aH+ · 
C( R

tot

Ka · 
(kass)R+L− · (C( L
tot−C( R

tot)
,

(26)

i.e. theoretical Nernstian relation E-pH holds.
In the region of high pH, where ion exchange

process illustrated in Eq. (6) takes place, the
equilibrium concentration of the ion associate,
which is formed by the foreign ion Y+ with the
calixarenate ion L−, is described by the equation:

C( Y+L− =
K %H,Y ·C( LH ·aY+

aH+

. (27)

In this case the mass balance equation for
calixarene has the form:

C( LH=C( L
tot−C( R

tot−C( Y+L− (28)

Substitution of Eq. (28) into Eq. (27) gives:

C( Y+L− =
K %H,Y · (C( L

tot−C( R
tot) ·aY+

aH+ +K %H,Y ·aY+

. (29)

It can be easily shown that in the present case
the free calixarenate ion concentration is de-
scribed by the equation:

C( L− =
' C( R+L−

(kass)R+L−

+
C( Y+L−

(kass)Y+L−

, (30)

where (kass)R+L−, (kass)Y+L− are the respective
association constants.

Since the ion associate R+L− does not partici-
pate in the exchange process Eq. (6), its equi-
librium concentration is described by Eq. (24).
Substituting Eqs. (24) and (29) into Eq. (30), we
find the equilibrium concentration of the free
calixarenate ion C( L−. Further, calculating the
concentration C( LH of the molecular form of calix-
arene from mass balance Eq. (28) and substituting
the resultant C( L− and C( LH into Eq. (9), we can
calculate the electrode response.

In the limiting case, where the exchange of
hydrogen ions for cations Y+ occurs almost com-
pletely, relations:

C( Y+L− =C( L
tot−C( R

tot, (31)

C( L− =
' C( R

tot

(kass)R+L−

+
(C( L

tot−C( R
tot)

(kass)Y+L−

, (32)

are valid, and the equilibrium concentration of
the molecular calixarene form is very low and
calculated from the exchange equilibrium:

C( LH=
(C( L

tot−C( R
tot) ·aH+

K %H,Y ·aY+

. (33)

Substitution of Eqs. (32) and (33) into Eq. (9)
gives:

E=E0+
RT
F

ln
aY+K %HY ·

' C( R
tot

(kass)R+L−

+
(C( L

tot−C( R
tot)

(kass)Y+L−

Ka · (C( L
tot−C( R

tot)
(34)

In this case, the potential is independent of pH
and is a function of the activity of the cation Y+

in the solution studied. The expression for the
selectivity coefficient:

K ij
Pot=K %H,Y ·

'(kass)R+L−

(kass)Y+L−

·
�C( L

tot−C( R
tot

C( R
tot

�
+1

(35)

follows from a comparison of Eq. (34) and Eq.
(26). It follows from Eq. (35) that in this case the
selectivity coefficient depends on the constant of
the exchange process, the membrane composition
and the ratio of the constants of association of the
calixarenate ion with the cation exchanger R+

and the interfering cation Y+.
In this case, the lower detection limit for hydro-

gen ions calculated as the intersection point of
extrapolated linear sections of the electrode func-
tion that are described by Eqs. (26) and (34), is
expressed by the equation:

aH+(LDL)

=aY+ ·K %H,Y ·
'(kass)R+L−

(kass)Y+L−

·
�C( L

tot−C( R
tot

C( R
tot

�
+1

(36)

Or, in view of the fact that:

K %H,Y=
kY+

kH+

·Ka · (kass)Y+L−, (37)

where kY+, kH+ are so-called individual distribu-
tion coefficients of the respective ions introduced
by Eisenman [45] and Ka is the acid dissociation
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constant for calixarene in the membrane, we
obtain:

aH+(LDL)=aY+ ·Ka ·
kY+

kH+

· (kass)Y+L−'(kass)R+L−

(kass)Y+L−

·
�C( L

tot−C( R
tot

C( R
tot

�
+1. (38)

Eq. (38) describes LDL as a function of acidity of
calixarene LH, lipophilicity and activity of the
foreign ion Y+, of the membrane composition
and of the ratio of ion association constants.

In the region of low pH, where acid is extracted
from the solution studied following Eq. (8), the
concentration R+L− in the contacting membrane
layer is described by equation:

C( R+L− =
C( R+X− ·C( LH

K %ex ·aH+ ·aX−

. (39)

Proceeding from the mass balance conditions for
ion exchanger and calixarene, we obtain,
respectively:

C( R+X− =C( R
tot−C( R+L−, (40)

C( LH=C( L
tot−C( R+L−. (41)

Substituting Eqs. (40) and (41) into Eq. (39), we
obtain the quadratic equation for C( R+L−, whose
solution gives:

C( R+L− =
C( R

tot+C( L
tot+K %ex ·aH+ ·aX−

+
(C( R
tot+C( L

tot+K %ex ·aH+ ·aX−)2−4 ·C( R
tot ·C( L

tot2
(42)

Further, calculating the free calixarenate ion con-
centration from:

C( L− =
C( R+L−

C( R+ · (kass)R+L−

(43)

where C( R+ is described by the equation:

C( R+ =
' C( R+L−

(kass)R+L−

+
C( R

tot−C( R+L−

(kass)R+X−

(44)

and finding the concentration of the molecular
calixarene form from Eq. (41) and substituting the
obtained values into Eq. (9), we can calculate the
electrode response.

In the limiting case, when equilibrium of pro-
cess Eq. (8) is substantially shifted rightwards, the
relation is valid:

C( R+X− =C( R
tot. (45)

In this case, the concentration of the molecular
calixarene concentration is described by Eq. (20),
and the concentration of the ion associate R+L−

is very low and can be calculated from the equi-
librium constant of process illustrated in Eq. (8)
as:

C( R+L− =
C( R

tot ·C( L
tot

K %ex ·aH+ ·aX−

. (46)

In this case the concentration of the free ion L−

is described by Eq. (43) and the concentration of
the cation R+ is determined by the expression:

C( R+ =
' C( R

tot

(kass)R+X−

. (47)

The substitution of Eqs. (46) and (47) into Eq.
(43) gives:

C( L−

C( L
tot · 
C( R

tot · (kass)R+X−

K %ex · (kass)R+L− ·aH+ ·aX−

. (48)

Substituting Eqs. (48) and (20) into Eq. (9), we
obtain the equation which describes the electrode
response:

E=E0+
RT
F

ln

C( R

tot · (kass)R+X−

Ka ·K %ex · (kass)R+L− ·aX−

. (49)

In this case the potential is independent of pH
and is a function of the activity of the anion X−

in the solution studied. Calculating the upper
detection limit for hydrogen ions as the intersec-
tion point of extrapolated linear sections of the
electrode function, described by Eqs. (26) and
(49), we obtain:

aH+(UDL)=
(C( L

tot−C( R
tot) · 
(kass)R+X−

K %ex · 
(kass)R+L− ·aX−

(50)

Or, in view of the fact that:

K %ex=
1

Ka

·kH+ ·kX− ·
(kass)R+X−

(kass)R+L−

, (51)

where kH+, kX− are individual distribution coeffi-
cients, we obtain the equation which describes
UDL as a function of acidity of calixarene LH,



V.V. Egoro6, Y.V. Sin ’ke6ich / Talanta 48 (1999) 23–38 33

lipophilicity and activity of the anion X−, the
membrane composition and the ratio of ion asso-
ciation constants:

aH+(UDL)=
Ka · (C( L

tot−C( P
tot) · 
(kass)R+L−

kH+ ·kX− · 
(kass)R+X− ·aX−

.

(52)

4. Results and discussion

Fig. 2 is comparison of electrode functions of
calix[4]arene, p-tertbutylcalix[4]arene and tridecy-
lamine-based ISEs in standard conditions (on the
background of 0.2 M NaCl). As can be seen, the
electrodes based on both calixarenes have a mea-
suring range of about the same width which ex-
ceeds the measuring range of the tridecylamine-
based ISE by about 1.5–2 pH units.

While the measuring range for the considered
electrodes is defined as the activity range between
the upper and lower detection limits, as was done
by Bakker [19] for neutral carrier-based pH elec-
trodes, for the case of complete dissociation we
obtain from Eqs. (18) and (23):

DpH= log
aH+(UDL)

aH+(LDL)

= log
C( R

tot · (C( L
tot−C( R

tot)
KH,Y ·Kex ·aY+ ·aX−

.

(53)

Or, in view of the fact that:

KH,Y ·Kex=
C( Y+ ·C( X−

aY+ ·aX−

KX,Y, (54)

we obtain the equation which coincides with
Bakker’s equation for membranes based on neu-
tral carriers of amine nature [19]:

DpH= log
C( R

tot · (C( L
tot−C( R

tot)
KX,Y ·aY+ ·aX−

. (55)

It follows from Eq. (55) that with the assumption
of complete ion dissociation in the membrane,
differences in the measuring ranges between calix-
arene- and tridecylamine-based membranes
should be determined only by quantitative differ-
ences in the membrane composition. After appro-
priate calculations (membrane compositions are
given in Section 2), we obtain that all the three
membranes should have approximately the same
measuring range (for the amine-containing mem-
branes, DpH is about 0.1 pH units wider than it is
for the calixarene-containing membranes). But the
real situation is quite different. Thus, the model
which assumes complete ion dissociation in the
membrane fails to explain the differences
observed.

For the case of strong association, the measur-
ing range is determined in a similar way from Eqs.
(38) and (52) as:

DpH= log
C( L

tot−C( R
tot

KX,Y ·aY+ ·aX−

−
1
2
�

log(kass)R+X− + log(kass)Y+L−

+ log
�C( L

tot−C( R
tot

C( R
tot +

(kass)Y+L−

(kass)R+L−

�n
(56)

Fig. 2. The effect of the nature of neutral carriers on the
electrode response of pH-ISEs in universal buffer solutions on
the background of NaCl 0.2 M: experimental (-�-) and calcu-
lated (---). All the membranes contain PVC and o-nitropheny-
loctyl ether (1:2). The electrode-active substances are (1) I and
V, (2) II and V, (3) VII and VI, the concentrations of
electrode-active substances here and later are given in Section
2. To calculate the electrode response according to Eqs. (9)
and (41)–(44), the following assumptions were made:
(Kass)R+L− = (kass)R+X−, the values K %ex are equal to those
experimentally obtained in water–toluene system: 3.86×102

for I and 2.68×103 for II, respectively.
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A similar expression can also be obtained for
amine-type neutral carriers-based membranes
which contain salt of the protonated amine cation
LH+ with the lipophilic anion R− and the free
amine L [46]:

DpH= log
C( L

tot−C( R
tot

KX,Y ·aY+ ·aX−

−
1
2
�

log(kass)LH+X− +
1
2

log(kass)Y+R−

+
1
2

log
�C( l

tot−C( R
tot

C( R
tot +

(kass)LH+X−

(kass)LH+R−

�n
.

(57)

The form of Eqs. (56) and (57) is practically the
same. However, association constants which are
present in them are assigned to different com-
pounds and can be substantially different in value.
Therefore, even if the other (concentration and
solvation) conditions are equal, ion association
effects can bring about differences in the measur-
ing range for the electrodes based on calixarenes
and amines. Pairwise comparison of the associa-
tion constants which enter into Eqs. (56) and (57)
allows the following conclusions.
1. If R+ is the quaternary ammonium cation and

LH+ is the protonated tertiary amine cation,
then (kass)R+X−� (kass)LH+X− This conclusion
is based on the known fact that even in ni-
trobenzene, association constants for quater-
nary ammonium salts are lower by about three
orders of magnitude than association con-
stants for amine salts [47]. Moreover, in media
with a lower dielectric constant, this difference
should be even larger.

2. If L− is a calixarenate ion and R− is te-
traphenylborate, it is most likely that
(kass)Y+L−\ (kass)Y+R−.The quantitative as-
pect of this inequality is uncertain, though it is
most likely that the difference in the associa-
tion constants is not very large, since, as can
be judged from operation of H-selective mem-
branes based on calixarenes, in the region of
high pH, the calixarenate ion is not likely to
have any substantial abilities to form com-
plexes with metal cations. If R is the lipophilic
sulfonic acid anion, then, it is most likely that
(kass)Y+L−B (kass)Y+R−

3. Quaternary ammonium salts have extraordi-
narily low association constants [47]. There-

fore the relation
(kass)Y+L−

(kass)R+L−

should be much

more than unity (except for the case, where
Y+ is the quaternary ammonium cation). On
the other hand, in media with a moderate
dielectric constant association constants of te-
traphenylborate and chloride with quaternary
ammonium cations differ by two orders of
magnitude [48]. As shown in [49], in the case
of the salts of tertiary amines dependence of
the association constant on the nature of the
anion is even stronger than in the case of
quaternary ammonium salts. Thus, the ratio
(kass)LH+X−

(kass)LH+R−

should also be much higher than

unity. It is difficult to evaluate these ratios,
however, it can be expected that even though
(kass)Y+L−

(kass)R+L−

\
(kass)LH+X−

(kass)LH+R−

, this difference is not

too large.
Thus, the experimentally observed difference in

the measuring range of ISEs based on calixarenes
in comparison with amine-based ISEs is probably
caused, primarily, by the difference in the associa-
tion constant of the quaternary ammonium cation
R+ and the tertiary amine cation LH+ with the
background anion X−.

The observed displacement of the measuring
range of the calix[4]arene-based ISEs into the
region of low pH in comparison with p-tertbutyl-
calix[4]arene-based ISEs agree with Eqs. (38) and
(52), since, according to the theory of the effect of
substituents in the benzene ring [50], calix[4]arene
is a stronger acid in comparison with p-
tertbutylcalix[4]arene.

Fig. 3 is an illustration of the effect of nature
and concentration of the background anion X−

on the electrode response in the region of low pH.
The experimental curves E-pH satisfactorily agree
with those theoretically calculated according to
Eqs. (9) and (41)–(44) with the K %ex experimentally
determined in the model system water-toluene
with the assumption of equality of the association
constants (kass)R+L− and (kass)R+X− in the
membrane.
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Fig. 3. The effect of the nature of the background electrolyte (a) and its concentration (b) on the electrode response of pH-ISEs
based on (I) and (V) at low pH region: experimental (-�-) and calculated (---). (a) The background concentration is 0.02 M; the
background electrolytes are indicated in the figure; the plasticizer is o-nitrophenyloctyl ether. (b) The background electrolyte is NaCl
(1) 0.02 M, (2) 0.07 M, (3) 0.2 M; the plasticizer is dibutylphthalate. To calculate the electrode response according to Eqs. (9) and
(41)–(44), the following assumptions were made: (Kass)R+L− = (kass)R+X−, the values K %ex are equal to those experimentally
obtained in water–toluene system: 3.86×102 for Cl−, 7.41×103 for Br−, 3.55×104 for NO3

−, 4.02×106 for SCN−, 3.11×107

for ClO4
−.

Fig. 4 illustrates the effect of the nature and
concentration of the background cation Y+ on
the operation of ISEs in the region of high pH. In
solutions containing the tetraethylammonium
cation, for which the exchange constant K %H,Y is
estimated in the model system (Section 2), the
experimental curves E-pH agree well with the
theoretical curves calculated from Eqs. (9), (24)
and (28)–(30) with the assumption of
(kass)R+L− = (kass)Y+L−.

Fig. 5 illustrates the effect of the plasticizer
nature on the measuring range of ISEs. One can
see that use of o-nitrophenyloctyl ether instead of
dibytylphthalate is accompanied by noticeable ex-
pansion of the measuring range, while in the case
of THP used as a plasticizer, the measuring range
becomes substantially narrower, especially, from
the region of high pH. The effect of o-nitropheny-
loctyl ether can be explained qualitatively by the
action of two factors: solvation and ion associa-

tion. As it was indicated by Bakker et al. [19],
plasticizers with ester functions can coordinate
interfering metal cations, whereas o-NPOE lacks
such functions. On the other hand, the high
dielectric constant of o-NPOE can also play its
role which results in a decrease in association
constants and their leveling, which, in accordance
with Eq. (56), should be accompanied by expan-
sion of the measuring range. In the case of THP,
the solvation factor is evidently controlling. This
plasticizer which has high basicity [51] is capable
of effective solvation of metal cations, which re-
sults in an increase in K %H,Y and, according to Eq.
(36), in an increase in LDL.

It is interesting to compare characteristics of
ISEs based on calixarenes and different com-
pounds which provide for the operation of ISEs,
following a similar mechanism. In Fig. 6 one can
see the electrode functions of ISEs based on 3-
nonyloxyphenol and palmitic acid. It can be seen
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Fig. 4. The effect of the nature of the bakground electrolyte (a) and its concentration (b) on the electrode response of pH-ISEs at
high pH region: experimental (-�-) and calculated (---).The electrode-active substances are I and V. (a) The background electrolytes
are (1) NaCl (0.2 M), (2) KCl (0.2 M), (3) (C2H5)4NCl (0.02 M), (4) CsCl (0.02 M). (b) The background electrolyte is (C2H5)4NCl:
(1) 0.02 M, (2) 0.007 M, (3) 0.002 M. To calculate the electrode response according to Eqs. (9), (24) and (28)–(30), the following
assumptions were made: (kass)R+L− = (kass)Y+L−, K %H,Y=7.08×10−9 (this value was estimated as described in experimental for
the extraction system water–(DBP–chloroform mixture 2:1).

that these compounds actually provide for the pH
response in a certain pH range, but for them the
measuring range is much narrower than it is in the
case of calixarenes used as ionophores.

In the case of 3-nonyloxyphenol, the measuring
range is narrowed mainly at the cost of the upper
detection limit (UDL). This can be explained by
the solvation effect which is caused by participa-
tion of 3-nonyloxyphenol in anion solvation. In
particular, this effect is exhibited in substantial
levelling the exchange constants of picrate ion for
hydrophylic anions in the presence of 3-nony-
loxyphenol in the toluene phase, in comparison
with exchange constants in pure toluene (Table 1).
For example, for chloride ions, in the presence of
3-nonyloxyphenol the exchange constant becomes
larger by two orders of magnitude. It is interesting
to note that the presence of calixarenes in the
toluene phase has almost no effect on the anion
exchange constants, which indicates low solvation
ability of calixarenes in relation to anions and is
probably caused by formation of intramolecular

hydrogen bonds. In view of the fact that the effect
of leveling the exchange constants observed in the
presence of 3-nonyloxyphenol is of a different
nature (since the picrate ion is also solvated), it
should be expected that the rate of increase of
kX− will be even higher, which is confirmed indi-
rectly by the data of Table 2. In view of the
structure of calixarenes, it can be suggested rea-
sonably that values of Ka and, consequently, K %ex

(Eq. (51)) for them should be comparable with the
respective values for 3-nonyloxyphenol. Mean-
while, it is experimentally found that K %ex for
hydrophylic anions in the presence of 3-nony-
loxyphenol (Table 2) are higher by four to five
orders of magnitude than they are in the presence
of calixarenes. As a result, UDL decreases
accordingly.

In the case of ISEs based on palmitic acid, two
factors should be taken into consideration. First,
the solvation ability of the molecular acid form in
relation to anions, which should lead to a de-
crease in UDL, in a way similar to the case of
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3-nonyloxyphenol. Second, the complexing ability
of palmitic acid anion in relation to metal cations,
which should be accompanied by an increase in
(kass)Y+L− and, according to Eq. (38) will lead to
growth of LDL. These two factors result in sub-
stantial narrowing of the measuring range.

5. Conclusion

The model of strong ion association in the
membrane which is considered in the present
work is certainly abstraction, and in real mem-
branes, especially those containing plasticizers
with a high dielectric constant, the part of free
ions can be appreciable [52]. Nevertheless, it is
useful, since consideration of this model allows at
least qualitative interpretation of experimentally
observed differences in the width of the measuring
range for ISEs based on amines and calixarenes.
Moreover, it can be expected that correlations
between association constants and measuring
ranges of such ISEs that follow from Eqs. (38),

Fig. 6. The electrode response of pH-ISEs based on IV and V
(1) and III and V (2) in universal buffer solutions on the
background of NaCl 0.2 M: experimental (-�-) and calculated
(---). The plasticizers are (1) dibutylphthalate and (2) o-nitro-
phenyloctyl ether. To calculate the electrode response accord-
ing to Eqs. (9) and (41)–(44), the following assumptions were
made: (kass)R+L− = (kass)R+X−, the values K %ex are equal to
those experimentally obtained in water–toluene and water–
(toluene–DBP 9:1) systems: 1.77×107 for III and 1.79×103

for IV, respectively.

Fig. 5. The effect of the nature of the plasticiser on the
operation range of pH-ISEs in universal buffer solutions. The
background electrolyte is NaCl 0.2 M. The plasticizers are: (1)
o-nitrophenyloctyl ether, (2) dibutylphthalate, (3) tri-
hexylphosphate. The electrode-active substances are I and V.

(52) and (56) should be preserved, at least qualita-
tively (as a trend) in markedly dissociated systems
too, in which the free ions concentration cannot
be neglected in the mass balance equations.

The results of the present study suggest, in
particular, that the wide measuring range that can
be attained for pH-ISEs based on calixarenes is
caused by a favorable combination of the follow-
ing factors:
� a rather low ability of quaternary ammonium

ions (for example, in comparison with proto-
nated amine cations) to associate with back-
ground anions;

� a low solvation ability of molecular calixarene
forms in relation to background anions;

� a low complexing ability of calixarenate ions in
relation to cations.
The measuring range is also expanded as the

dielectric constant increases and the solvation
ability of the plasticizer decreases.
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Abstract

Platinum and ruthenium in carbon supported Pt and Pt–Ru catalysts were determined by direct and derivative
spectrophotometric methods. Complexes of platinum and ruthenium with SnCl3

− ligands (tin(II) chloride in HCl)
were used to determine both metals in solutions obtained after digestion of the samples of the catalysts. Platinum in
the Pt/C catalyst can be determined in solutions obtained by digestion of the samples in aqua regia. Derivative
spectrophotometry was used to determine both metals in the presence of each other in solutions obtained after
digestion of samples of the Pt–Ru/C catalyst in the mixture of HCl+HNO3 (6:1). The first derivative at 377 nm
(‘zero-crossing’ point of ruthenium) and the second-derivative values at 495 nm (‘zero-crossing’ point of platinum)
were used to estimate the concentration of platinum and ruthenium, respectively. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Noble metals analysis; Platinum; Ruthenium; Derivative spectrophotometry

1. Introduction

Catalysts of the platinum group metals have
been widely used in various chemical processes.
The excellent chemisorption, selective activity to-
wards reactants and resistance to oxidation at
high temperature make them very effective cata-
lysts, e.g. in ammonia oxidation, petroleum re-
forming, Fischer–Tropsch synthesis and the
pharmaceutical industry. Platinum, palladium and

rhodium are widely used as components of auto-
motive catalysts. They reduce the emission of
nitrogen oxides, carbon monoxide and hydrocar-
bons into the environment. Platinum metals show
an excellent performance in many catalytic com-
bustion processes used for obtaining more con-
trollable energy with minimal release of pollutants
into the environment [1,2]. These processes in-
volve a reaction of fuel with oxygen absorbed on
the catalyst. The combination of two or three
platinum metals usually shows significantly higher
catalytic activity as compared with a single metal.
An active catalyst is usually distributed over a
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22 6282741; e-mail: mbal@ch.pw.edu.pl

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00212-4



M. Balcerzak et al. / Talanta 48 (1999) 39–4740

large surface area and a thermally stable support
(e.g. alumina, carbon, SnO2 or V2O5).

Recently, platinum and ruthenium have been
applied in fuel cells as effective catalysts, e.g. in
the electro-oxidation reaction: MeOH+H2O�
CO2+6H+ +6e. Catalysts, in the form of metal
black, dispersed on the surface of the support, can
be prepared by chemical reduction of the appro-
priate salt solutions. Pt–Ru bimetallic catalysts
supported on activated carbon provide a signifi-
cant increase in the efficiency of the anodic reac-
tion of methanol oxidation as compared with
single Pt catalysts [3–6]. Ruthenium increases the
amount of OHads or Oads species, which enhance
the catalytic activity of platinum to oxidize
methanol at higher potentials. It is supposed that
ruthenium exists on the surface of the catalysts in
the form of a hydrous oxide. The increased activ-
ity of Pt at lower potentials is probably connected
with the enhanced number of active sites in the
presence of ruthenium.

Other metals and compounds, e.g. Sn, ZrO2

and Nb2O5 have also been used to enhance the
catalytic activity of platinum. They help to main-
tain the catalytic properties of the active compo-
nents, but usually have little or no catalytic
activity of their own.

The purpose of this work was to develop meth-
ods for the determination of platinum (ca. 20%)
and ruthenium (ca. 3%) in carbon supported Pt
and Pt–Ru catalysts used in the electro-oxidation
of methanol. The spectrophotometric measure-
ments employ complexes of platinum and ruthe-
nium with SnCl3− ligands. The application of
derivative spectrophotometry allowed the deter-
mination of platinum and ruthenium in the same
solutions without separation of the metals. The
separation step is usually necessary prior to the
determination of the noble metals by most analyt-
ical techniques [7]. Methods of the determination
of a particular metal in a mixture are of special
interest. They usually enable the carrying out the
determination in a shorter time and enhance the
precision of the results.

Derivative spectrophotometric methods based
on mathematical processing of overlapping ab-
sorption spectra enable one to isolate an individ-
ual signal of a particular element from the

mixture. Interfering effects can be eliminated by
selection of a suitable derivative order and the
wavelength value. The derivative spectra can be
easily calculated with the aid of appropriate soft-
ware. Theoretical and instrumental aspects of the
derivative spectrophotometric technique are dis-
cussed in detail [8].

2. Experimental

2.1. Apparatus and reagents

The absorbance was measured and the absorp-
tion spectra were recorded using a Hitachi U-3300
spectrophotometer (Japan) with 1-cm cells.
Derivative spectra were calculated using the
GRAMS/386 program (Galactic Industries) and
the Savitzky–Golay algorithm.

The ruthenium standard solution (1 mg ml−1

Ru) was prepared by fusion of 100.0 mg pow-
dered ruthenium in a silver crucible with 1 g
sodium peroxide. The temperature was gradually
increased to a dark red glow (ca. 450°C) and
maintained for 10 min. The sample was allowed
to cool, dissolved in water, and acidified with
conc. HCl. The mixture was heated and the coag-
ulated AgCl was filtered and washed with 0.1 M
HCl. The filtrate was diluted to 100.0 ml with 1 M
HCl.

The platinum standard solution (1.0 mg ml−1

Pt) was prepared by dissolving 100.0 mg platinum
(99.99%) in 16 ml aqua regia. The solution ob-
tained was evaporated almost to dryness. Conc.
HCl (3 ml) was added and the solution was
evaporated once again. The residue was dissolved
in 1 M HCl and the solution obtained was diluted
to 100.0 ml with 1 M HCl.

Tin(II) chloride was used as a 1 M solution in 2
M HCl.

2.2. Procedures

2.2.1. Determination of platinum in the Pt/C
catalysts

An accurate weight (in the range of 2–20 mg)
of the Pt/C catalyst was placed in a quartz
crucible. Carbon was removed from the sample by
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carefully burning it (on the gas burner). The
residue was dissolved in 4 ml aqua regia. The
solution obtained was evaporated almost to dry-
ness. Conc. HCl (3 ml) was added and the solu-
tion was evaporated almost to dryness once again.
The residue was dissolved in 2 M HCl. The
solution obtained was transferred into a 25-ml
volumetric flask (a 1/5 volume of the solution
obtained was used for the determination in the
samples above 5 mg). SnCl2 (1.25 ml 1 M) was
added and the solution was made up to the mark
with 2 M HCl. The absorbance of the solution
was measured at 402 nm against the blank. The
concentration of platinum was calculated using
the appropriate regression equation.

2.2.2. Determination of platinum and ruthenium
in the Pt–Ru/C catalysts

An accurate weight (in the range of 2–20 mg)
of the Pt–Ru/C catalyst was placed in a 25-ml
beaker. The sample was treated with 3.5 ml
HCl+HNO3 (6:1) and heated on a hot plate for
ca. 2 h. Carbon was separated from the sample by
filtering it. The filtered solution was evaporated
almost to dryness. Conc. HCl (3 ml) was added
and the evaporation repeated. The residue was
dissolved in 5 M HCl and transferred into a 25-ml
volumetric flask (again a 1/5 volume of the solu-
tion obtained was used for the determination in
the samples above 5 mg). SnCl2 (1.25 ml) was
added and the solution was diluted up to the
mark with 5 M HCl. The solution was heated at
9091°C for 45 min. The sample was cooled to
room temperature. The spectrum of the solution
was recorded in the range 300–700 nm against the
blank at the following instrumental parameters:
interpoint distance 0.2 nm, slit 1 nm, scan speed
120 nm min−1.

The first derivative absorption spectrum was
calculated (with 75 points and a second degree
polynomial). The value of the first derivative was
measured at 377 nm. The concentration of plat-
inum was calculated using an appropriate regres-
sion equation.

The second derivative spectrum was calculated
(with 75 points and a second degree polynomial,

by consecutive calculation from the first derivative
values). The value of the second derivative was
measured at 495 nm. The concentration of ruthe-
nium was calculated using the appropriate regres-
sion equation.

3. Results and Discussion

3.1. Digestion procedures

Two digestion procedures for Pt/C and Pt–Ru/
C catalysts were examined. In the first one the
samples examined were subjected to preliminary
burning in order to remove carbon before dissolu-
tion of platinum and ruthenium. The process of
burning should be carried out very carefully be-
cause of possible losses of the metals which can
escape from the samples with the tiny carbon
particles. The oxidation of carbon in an oven with
a controlled temperature was also carried out to
check the reproducibility of the burning
conditions.

The residue was treated with hot aqua regia to
convert platinum and ruthenium into soluble
chloride complexes. Nitroso complexes of plat-
inum and ruthenium, which can be formed during
the dissolution of metals in aqua regia, can be
decomposed by evaporation of the solutions with
hydrochloric acid. In this study the excess of nitric
acid was removed from the samples before the
determination of the metals by double evapora-
tion with hydrochloric acid.

In the second digestion procedure the samples
of the catalysts were directly treated with aqua
regia in the presence of carbon. The carbon was
separated by filtration after 2 h heating of the
mixture on a hot plate. Small samples are conve-
nient for the dissolution of the samples in acids
due to the high volume of the activated carbon.
Platinum and ruthenium were determined in the
filtrate after removal of the excess of nitric acid.

Instead of aqua regia a mixture of HCl+
HNO3 (6:1) was used for the quantitative diges-
tion of the samples of Pt–Ru catalysts, in order to
reduce the amount of nitric acid used. According
to the literature [9] losses of ruthenium may occur
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during heating of the samples in HNO3 medium,
due to the oxidation to RuO4. The volatilization
of ruthenium can be enhanced by high nitric acid
concentration, high temperature and prolonged
heating. The mixture of HCl+HNO3 (6:1) was
applied previously for digestion of a Pt–Ru(4)
alloy [10]. No losses of ruthenium were observed.

3.2. Determination of platinum in the Pt/C
catalyst

In chloride solutions platinum, as well as the
other noble metals, reacts with SnCl3− ligands
with the formation of an anionic, yellow complex
[11–14]. The complex is formed at room tempera-
ture immediately after mixing up the reagents.
The experiments carried out in this study showed
that platinum was quantitatively converted into
the complex in 0.8–6.0 M hydrochloric acid and
0.02–0.5 M SnCl2. A solution of 2 M HCl and
0.05 M SnCl2 was considered as the optimum for
the formation of the complex. Nitric acid should
be removed from the solutions before the reaction
of platinum with tin(II) chloride.

The molar absorptivity of the complex at
lmax=402 nm is 8.3×103 l mol−1 cm−1 (Fig. 1a
curves 1 and 2). Beer’s law is obeyed up to 35 mg
Pt ml−1. The regression equation is y=0.041c−
0.0016, where y is the absorbance measured and c
is the concentration of platinum (mg ml−1). The
correlation coefficient R2=0.9948. The precision
and accuracy of the determination of platinum
with tin(II) chloride are shown in Table 1. The
R.S.D. is 0.5–1.1%.

Platinum in the solution obtained after diges-
tion of the Pt/C catalyst was determined after
conversion into the above complex. The obtained
results show good agreement independently of the
digestion procedure used (Table 2). Platinum
(16.7%) was determined when the carbon was
separated (by burning on the gas burner or in the
oven (R.S.D. 0.9 and 0.5%, respectively)) prior to
the dissolution of the samples in aqua regia. Plat-
inum at 16.8% (R.S.D. 1.1%) and 16.6% (R.S.D.
1.0%) was determined after treatment of the sam-
ples with aqua regia or with the mixture of HCl+
HNO3 (6:1) followed by separation of carbon by
filtration.

The accuracy of the determination of platinum
in the catalyst was examined by analyzing samples
with known amounts of platinum (100 and 250 mg
Pt in the form of a chloride complex) added to the
samples before the digestion step. Quantitative
recovery of platinum was observed for all diges-
tion procedures used. The quick removal of car-
bon by burning on the gas burner substantially
shortens the time of analysis. This procedure was
chosen as the optimum for digestion of the Pt/C
catalyst.

Fig. 1. Direct (a) and derivative (first-order (b) and second-or-
der (c)) spectra of the complexes of platinum (6 and 24 mg Pt
ml−1, curves 1 and 2, respectively) and ruthenium (6 and 24
mg Ru ml−1, curves 3 and 4, respectively) with tin(II) chloride.
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Table 1
Statistical evaluation of the results of the determination of platinum in the form of the complex with tin(II) chloride by direct
spectrophotometry

S.D. (mg) R.S.D. (%)Platinum (mg) Confidence limitsb (mg)

Added Founda

1.12.20200.1 20092200.0
0.7 40293400.0 402.4 2.89
0.5 80294800.0 801.9 3.49

a n=6.
ba=0.05.

3.3. Determination of platinum and ruthenium in
the Pt–Ru/C catalyst

Ruthenium reacts with tin(II) chloride in hy-
drochloric acid with the formation of an anionic
complex with SnCl3− ligands [11,12,15]. Quantita-
tive conversion of ruthenium into the complex
takes place in the medium 5 M HCl and 0.05 M
SnCl2 after 45 min heating at 9091°C [13]. The
molar absorptivity of the complex at lmax=445
nm is 2.7×103 l mol−1 cm−1 (Fig. 1 curves 3 and
4). Platinum is also quantitatively converted into
a complex with SnCl3− groups under the same
conditions as for ruthenium. No changes in the
spectrum of the platinum complex were observed
when heating the solution. However, the determi-
nation of platinum and ruthenium in the presence
of each other by direct spectrophotometry is not
possible because the spectra of the complexes
examined overlap in the whole wavelength range
of interest (Fig. 1a).

The experiments have shown that the signals of
both metals can be resolved by applying deriva-
tive spectrophotometry. The GRAMS/386 pro-
gram from Galactic Industries and the
Savitzky–Golay algorithm [16] were used to cal-
culate the derivative spectra. The derivative spec-
tra obtained from the zeroth-order spectra of the
complexes of platinum and ruthenium with tin(II)
chloride are shown in Fig. 1b and c. Satisfactory
smoothed spectra were obtained when a second
degree polynomial and 75 points were used for the
calculation.

It was found that platinum could be determined
in the presence of ruthenium by first-derivative

spectrophotometry (Fig. 1b curves 1 and 2). The
first derivative spectrum of ruthenium crosses the
zero line at 377 nm (Fig. 1b curves 3 and 4, point
P) independently of the ruthenium concentration.
The value of the signal for platinum correspond-
ing to the ‘zero-crossing’ point of ruthenium can
be a basis for the determination of platinum. This
value depends only on the platinum concentration
in the solutions examined. The calibration curve
for the determination of platinum at 377 nm is
linear up to 28 mg ml−1. The regression equation
is y=1.88×10−4c−1.08×10−5 (R2=0.9999).
The sensitivity of the method, calculated as sy/x/m,
where sy/x and m are the average deviation from
the regression line and the slope of the calibration
curve, respectively, equals to 0.07 mg Pt ml−1.

The consecutive calculation of the second
derivative spectra enables one to isolate the signal
of ruthenium from the mixture with platinum.
The second-derivative spectrum of platinum
crosses the zero line at l=495 nm (Fig. 1c curves
1 and 2, point R) independently of the platinum
concentration. The value of the second derivative
of ruthenium at the ‘zero-crossing’ point of plat-
inum corresponds only to the concentration of
ruthenium in the solution examined. The linear
concentration range for the determination of
ruthenium at 495 nm by the second-derivative
spectrophotometry is up to 35 mg ml−1. The
regression equation is y=4.75×10−7c−3.85×
10−8 (R2=0.9998). The sensitivity of the method
(sy/x/m) amounts to 0.13 mg Ru ml−1.

Derivative spectra of mixtures containing vari-
ous amounts of platinum and ruthenium are
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Table 2
The results of the determination of platinum in a Pt/C catalyst by direct spectrophotometry

Platinum added (mg)Sample weight (mg) Platinum content (%)Platinum found (mg)

Preliminary burning of the carbon on the gas burner
16.95563.3

6383.8 16.8
7174.3 16.7

1630 16.69.8
502 16.82.4 100
896 16.63.9 250

x̄=16.7%, s=0.15%, R.S.D.=0.9%, m=16.790.2% (a=0.05%)

Preliminary burning of the carbon in the oven
2669 16.716.0

2683 16.816.0
16.7288017.2

2944 16.617.7
2866 16.716.6 100

250 311817.3 16.6
x̄=16.7%, s=0.08%, R.S.D.=0.5%, m=16.790.1% (a=0.05%)

Direct digestion in aqua regia
586 16.73.5
983 16.75.9

15159.1 16.6
208412.5 16.7

100 14317.9 16.8
17.16092.1 250

x̄=16.8%, s=0.18%, R.S.D.=1.1%, m=16.890.2% (a=0.05%)

Direct digestion in HCl+HNO3 (6:1)
6924.2 16.5

16.64.6 763
765 16.64.6

16.68985.4
100 4201.9 16.8
250 12956.4 16.3

x̄=16.6%, s=0.17%, R.S.D.=1.0%, m=16.690.2% (a=0.05%)

shown in Fig. 2. The R.S.D. of the results ob-
tained for the concentration of both metals in the
synthetic mixtures do not exceed 1.5 and 3.3% for
platinum and ruthenium, respectively (Table 3).

Platinum and ruthenium in the Pt–Ru/C cata-
lyst were determined by the methods developed.
More reproducible and higher results for the con-
tent of ruthenium (3.4%, R.S.D. 4.4%) were ob-
tained when the samples examined were digested
by direct treatment with a mixture of acids HCl+
HNO3 (6:1) in the presence of carbon (Table 4).
Losses of ruthenium (ca. 80–90%) were observed
when the preliminary separation of carbon by
burning was applied. These losses may be due to

the conversion of ruthenium at high temperature
into ruthenium dioxide which, in contrast to the
hydrous form, is insoluble in acid [7]. Partial
oxidation of ruthenium at higher temperature into
a volatile tetroxide is also possible. Quantitative
recovery of platinum was observed when the sam-
ples were treated with acids in the presence of
carbon (Table 5). Platinum at 22.3% (R.S.D.
1.5%) and 22.2% (R.S.D. 0.9%) were determined
after direct digestion of the samples in aqua regia
and in the mixture HCl+HNO3 (6:1),
respectively.

The accuracy of the determination of both
metals was evaluated by analyzing samples of the
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Fig. 2. Direct (a), first-order (b) and second-order (c) deriva-
tive spectra of mixtures of platinum and ruthenium complexes
with tin(II) chloride: 6 mg Pt ml−1+6 mg Ru ml−1 and 24 mg
Ru ml−1, curves 1 and 2, respectively; 24 mg Pt ml−1+6 mg
Ru ml−1 and 24 mg Ru ml−1, curves 3 and 4, respectively; 24
mg Pt ml−1 (curve 5) and 24 mg Ru ml−1 (curve 6).

catalyst to which known amounts of ruthenium
(100 and 500 mg) and platinum (100, 250 and 1898
mg) were added. Both metals, in the form of
chloride complexes, were introduced to the sam-
ples before the digestion step. The results ob-
tained (Tables 4 and 5) confirm the quantitative
recovery of both metals from the catalyst samples
examined.

4. Conclusions

Platinum and ruthenium in Pt and Pt–Ru cata-
lysts with carbon support can be determined by
spectrophotometric and derivative spectrophoto-
metric methods. The complexes of both metals
with tin(II) chloride can be used for the
determination.

Platinum in the Pt/C catalyst can be determined
directly in the solutions obtained after digestion
of the samples in aqua regia and the transforma-
tion of platinum into a complex with SnCl3−

ligands. Carbon can be eliminated by burning
prior to the treatment of the samples with aqua
regia.

Platinum and ruthenium in the Pt–Ru/C cata-
lyst can be determined in the same solutions by
numerical calculation of the first- and second-or-
der derivative spectra, respectively. The mixture
HCl+HNO3 (6:1) was chosen for the digestion of
the samples of the Pt–Ru/C catalyst. Losses of
ruthenium were observed when the burning step
was applied for removing the carbon. Carbon can
be separated from the samples by filtration after
dissolution of both metals.

Table 3
Statistical evaluation of the results of the determination of platinum and ruthenium in synthetic mixtures by first- and second-order
derivative spectrophotometry

Confidence limitsb Pt/Ru (mg)R.S.D. Pt/Ru (%)Pt+Ru determineda (mg)Pt+Ru added S.D. Pt/Ru (mg)
(mg)

14991/151920.9/0.9150.0+150.0 149.3+150.6 1.27/1.42
15094/611951.5/0.73.64/4.26149.8+611.0150.0+600.0
58191/154950.2/3.3600.0+150.0 581.2+153.5 1.07/5.12
58094/609950.6/0.8600.0+600.0 580.0+609.3 3.54/4.87

a n=6.
b a=0.05.
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Table 4
The results of the determination of ruthenium in a Pt–Ru/C catalyst by second derivative spectrophotometry

Ruthenium content (%)Ruthenium added (mg) Ruthenium found (mg)Sample weight (mg)

Direct digestion in aqua regia
413 2.814.7

2.860321.7
329 2.911.5
418 2.814.8
28410.1 2.8
36211.1 3.3

500 126023.9 3.2
3.088613.1 500

x̄=3.0%, s=0.21%, R.S.D.=7.0%, m=390.2% (a=0.05%)

Direct digestion in HCl+HNO3 (6:1)
36510.2 3.6
2647.4 3.6
2968.5 3.5

3.43259.5
86 3.32.6
69 3.32.1

100 1682.1 3.2
3.31002.6 187

x̄=3.4%, s=0.15%, R.S.D.=4.4%, m=3.490.1% (a=0.05%)

Table 5
The results of the determination of platinum in a Pt–Ru/C catalyst by first derivative spectrophotometry

Platinum content (%)Platinum added (mg) Platinum found (mg)Sample weight (mg)

Direct digestion in aqua regia
14.7 3231 22.0

21.7470521.7
22.3256611.5
22.3330114.8
22.0539323.9

13.1 2946 22.6
1898 411810.1 22.6

11.1 1898 4402 22.5
x̄=22.3%, s=0.33%, R.S.D.=1.5%, m=22.390.3% (a=0.05%)

Direct digestion in HCl+HNO3 (6:1)
10.2 2294 22.5

7.4 1650 22.3
1905 22.48.5

22.020889.5
22.16712.1

711 22.22.6
100 465 22.02.6

22.0250 5782.1
x̄=22.2%, s=0.20%, R.S.D.=0.9%, m=22.290.2% (a=0.05%)

.
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Abstract

o-Vanillin-immobilized silica gel has been used for the adsorption and estimation of copper, cobalt, iron and zinc
by both batch and column techniques. Metal ions were quantitatively retained on the column packed with
immobilized silica gel in the pH range 4.0–6.0 for Cu, 5.0–6.0 for Co, 4.5–6.0 for Fe and 6.0–8.0 for Zn. The
distribution coefficient D determined for each metal was as follows (ml g−1): Fe, 5.4×102; Cu, 4.9×102; Zn,
4.4×102; Co, 3.8×102. Methods have been developed to estimate zinc, copper and cobalt in milk, steel and vitamin
samples, respectively. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: o-Vanillin; Immobilized silica gel; Metal ions; Solid phase extraction; Milk; Steel; Vitamin

1. Introduction

Many methods have been developed for the
preconcentration of trace metals from various
samples. These include coprecipitation, electrode-
position, liquid–liquid extraction, solid–liquid ex-
traction and filter papers impregnated with
chelating agent. However, the solid phase extrac-
tion approach has gained rapid acceptance be-
cause of its amenability to automation and the
availability of a wide variety of sorbent phases.

Chelating solid phases can be tailor-made for
selective trace metal analysis with applications in

both solid phase extraction and liquid chromatog-
raphy [1,2]. Appropriate chelating reagents can be
chemically bonded to or otherwise immobilized
on to support matrices, thus providing complex-
ing or chelating solid phases. Many materials such
as dithiocarbamate cellulose [3], styrene–divinyl-
benzene matrix functionalised with iminodiacetic
acid [4–6], dimethylglyoxalbis(4-phenyl-3-thio-
semicarbazone) [7], 8-quinolinol [8,9] and 2-(2-(5-
chloropyridylazo)-5-dimethylamino)-phenol [8]
and silica gel functionalised with 1-propanethiol
[10,11], didecylaminoethyl-b-tridecylammonium
iodide [12], N-propyl-N %-(1-(2-thiobenzothiazole)-
2,2%,2¦-trichloroethyl) urea [13], diethyldithio-car-
bamate [14], poly(N-chloranil-N,N,N %,N %-tetra-
methylethylene diammonium di-sulfosalicylate)

* Corresponding author. Tel.: +91 11 7256250; fax: +91
11 7257336; e-mail: dchem1@del2.vsnl.net.in
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Scheme 1.

[15], amidoxime group [16], 1-nitroso-2-naphthol
[17], o-phenanthroline [18], 2,2%-bipyridine [18],
3-hydroxy-2-methyl-1,4-naphthoquinone [19] and
2-pyridinecarboxaldehyde phenylhydrazone
[20,21] have been used as chelating solid sup-
ports. Among these, silica based chelating resins
are most commonly used since immobilization
reactions on silica are relatively simple, espe-
cially when compared to immobilization involv-
ing organic polymers. Silica based chelating
resins shows fast metal ion-exchange kinetics,
the lack of which precludes the use of many
organic polymer-based chelating resins [22–26].
Silica has good mechanical strength and swelling
stability required for its use in solid phase ex-
traction [27,28].

o-Vanillin and its derivatives are of consider-
able interest due to their widespread applica-
tions in biological [29–31] and analytical fields
[32,33]. Goel et al. [34] and other workers [35–
38] have demonstrated the strong chelation be-
haviour of o-vanillin with various transition
metal ions.

Considering the strong binding behaviour of
o-vanillin with Fe, Co, Zn, Cu, we have de-
signed and synthesized a silica based o-vanillin
complexing agent. The batch and column ad-
sorption of various transition metals and its ap-
plication in the estimation of metal ions in
various samples is described.

2. Experimental

2.1. Apparatus

A digital (ECIL model) pH meter 5651A and
a Shimadzu AA-640-13 atomic absorption spec-
trophotometer were used. A glass tube of 100
mm length and 7 mm i.d. was used as a chro-
matographic column.

2.2. Materials and sol6ents

o-Vanillin (Fluka) and 3-aminopropyltriethoxy
silane (Fluka) were used as obtained. Column
chromatographic silica gel (G.S. Chemicals, In-
dia), 60–120 mesh was activated by heating it in
an oven for 12 h at 200°C before using.

Scheme 2.
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Fig. 1. Plot of percentage metal adsorbed vs. time.

by mixing the required volumes of 0.2 M acetic
acid and sodium acetate. pH below 3.5 was main-
tained by HCl, whilst pH above 6.0 was main-
tained by NaOH solution.

2.3. Preparation of immobilized silica gel

Preparation of the immobilized silica gel was
carried out as reported by Kubota et al. [40].
Immobilization of o-vanillin on the silica gel was
performed in two steps.

2.3.1. Step I
Activated silica gel (50 g) was suspended in 200

ml 10% (v/v) 3-aminopropyltriethoxy silane in dry
toluene. The mixture was refluxed for 12 h in a
nitrogen atmosphere with constant stirring. The
resulting aminopropyl silica gel (APSG) was
filtered, washed consecutively with toluene,
ethanol and acetone and then heated at 75°C for
10 h in a vacuum line (Scheme 1).

Organic solvents were dried using the methods
described in the literature [39]. All metal salts
used were of AR grade and double distilled water
has been used throughout the study. pH in the
range 3.5–6.0 was maintained by acetate buffers

Fig. 3. Plot of percentage metal adsorbed vs. pH.
Fig. 2. Plot of percentage metal adsorbed vs. amount of silica
gel.
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Fig. 4. Adsorption isotherm of metal ions at 25°C. pH: Co, 5.0; Cu, 5.0; Fe, 5.0; Zn, 6.0. Amount of buffer 5.0 ml.

2.3.2. Step II
The APSG (10 g) was reacted with o-vanillin (10

g) in anhydrous diethylether with constant stirring.
The mixture was filtered, washed and the immobi-
lized silica gel so obtained was heated at 55°C for
8 h in a vacuum line (Scheme 2).

The infrared spectrum confirmed the occurrence
of coupling reaction. The band at 1640 cm−1 is due
to the C–N stretching frequency of the imino group.

2.4. Procedure

2.4.1. Batch experiment
Immobilized silica gel was equilibrated with a

suitable amount of metal ion solution for a fixed
period of time and the unreacted metal ion was

determined in the supernatant by atomic absorption
spectroscopy (MS).

2.4.2. Column experiment
For the column experiment, the immobilized

silica gel was packed in the glass column and
individual metal ion solutions at a definite pH
(between 4.0–8.0) were percolated at a flow rate of
2 ml min−1. The metal ions were then eluted from
the column using 0.1 N HNO3 and determined by
AAS. Each metal experiment was carried out in
triplicate in order to determine the precision of the
method.

2.4.3. Optimization of adsorption time
The time required for the solid liquid system to
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Table 1
Preconcentration and recovery of metal ions

Recovery (mg l−1) Recovery (%)Ion Concentration of metal ions (mg l−1) pH S.D.

4.93 0.4898.65.0Fe 5
98.8 0.56Cu 5 5.0 4.94

4.94 98.8Zn 5 6.0 0.54
98.64.93 0.575.0Co 5

Number of experiments, 3; eluent volume, 15 ml.

Table 2
Determination of Cu in steel samples A and B

Cu taken (%) Cu found (%) Recovery (%) S.D.Sample Certified composition (%)

0.69990.2150.22A Cu=0.22, Mn=0.74, C=0.24, Si=0.31, Cr=1.17,
Mo=0.51

0.04 0.020.039B 97Si=0.06, Zn=0.045, Al=7.50, Cu=0.04, Mn=0.24

Number of experiments, 3; pH, 5.0.

attain the equilibrium condition was determined
by placing 10 ml the solution of metal ions (10 mg
l−1) maintained at the required pH in various
conical flasks and shaking with 0.08 g modified
silica gel. The supernatant from each flask was
separated off at different time intervals and the
metal ions were determined by AAS. The amount
of metal ions adsorbed by the solid phase was
determined by the equation:

Nf= (x−y)/z (1)

where x is the initial amount of metal ions (in
mmol l−1), y is the amount of metal ions in the
supernatant (in mmol l−1), z is the mass of the
modified silica gel (g) and Nf is the amount of
metal ions adsorbed per g of modified silica gel.

3. Results and discussion

3.1. Optimization of adsorption time

The time taken for the adsorption of the metal
ion and the attainment of the equilibrium condi-
tion by the immobilized silica gel is of considerable
importance. The time taken for the system to reach
equilibrium is found to be about 14 min in the case
of Cu, Co, Fe(II) and 16 min for Zn (Fig. 1).

3.2. Effect of amount of modified silica gel

The percentage retention of metal ions on
modified silica gel was determined by batch exper-
iment by using different amounts of silica gel. A
metal ions solution (10 ml, 10 mg l−1) was main-
tained at the required pH and diluted to 20 ml and
was stirred with different amounts of modified
silica gel (between 0.02–0.20 g). The supernatant
was removed and the amount of metal ions in it
was determined by AAS. The percentage retention
of metal ions on the modified silica gel was best
when 0.08 g modified silica gel was used. Fig. 2 is
representative of all the metals studied though
showing only Cu. The percentage recovery for Fe
and Co is 98.6% and for Zn is 98.8% when 0.08 g
modified silica gel was used.

3.3. Effect of pH

The metal solutions were adjusted to a fixed pH
(between 2.0–9.0) and passed through a column at
a flow rate of 2 ml min−1. Then the metal ions
were eluted from the column and their determina-
tion by AAS gave the percentage recoveries of the
eluted metal ions at various pH. The pH range
studied was between 2.0 and 9.0. Fig. 3 shows the
effect of pH on the retention of metal ions on the
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Table 3
Determination of Zn in milk samples

Amount of Zn found (mg g−1) Recovery (%)Sample Amount of Zn present (mg g−1) S.D.

92.852.556 0.70A
53 92.9B 57 0.56

60 55 91.6C 0.98

Number of experiments, 3; pH, 6.0.

Table 4
Determination of Co in vitamins

Co found (mg l−1) Recovery (%)Sample S.D.Co present (mg l−1)

0.6020.022 90.9A
90.4 0.97B 23 20.8

21 19.1 90.9C 0.70

Number of experiments, 3; pH, 5.0.

immobilized silica gel. Cu has been quantitatively
retained in the pH range of 4.0–6.0. In case of Fe,
the pH range was found to be 4.5–6.0. Zn shows
maximum adsorption in the pH range of 6.0–8.0
while for Co, this pH range is 5.0–6.0.

3.4. Effect of flow rate

The dependency of uptake of the transition
metal ions on the flow rate was studied for Cu,
Co, Fe and Zn at the pH of maximum complexa-
tion, the solution flow rate being varied from 0.5
to 5.0 ml min−1. Adsorption was quantitative and
reproducible in the range. The flow rate was
maintained at 2 ml min−1 throughout the
experiment.

3.5. Adsorption isotherms

The adsorption isotherms were determined us-
ing the batch technique at 25°C. Solutions of
metal ions in the concentration range 2×10−5–
2.5×10−3 mol l−1 were maintained at the re-
quired pH (pH 5.0 for Cu, Co and Fe and 6.0 for
Zn) with 5 ml buffer and shaken for 45 min with
the modified silica gel. The metal ions in the
supernatant were determined by AAS and the
amount of metal adsorbed was calculated using
Eq. (1). The distribution coefficient, D, is defined

as D=Nf/C, where Nf is expressed in mmol g−1,
and C is in mmol ml−1. The average values of D
calculated for each metal (ml g−1) in the concen-
tration range 2×10−5–2.5×10−3 mol l−1, are
found to be: Fe, 5.4×102; Cu, 4.9×102; Zn,
4.4×102; Co, 3.8×102 (Fig. 4).

3.6. Effect of temperature

Adsorption of metal ions is found to be af-
fected by the change in temperature. The equi-
librium constant for complexation decreases as
the temperature is lowered. It was found that
adsorption increases with increase in temperature
up to 35°C but remained constant after that.

3.7. Effect of electrolytes

Various electrolytes such as sodium chloride,
potassium nitrate and potassium chloride caused
no improvement in adsorption.

3.8. Preconcentration and reco6ery of metal ions

The results of preconcentration and recovery of
metal ions using the column method are shown in
Table 1. It can be seen that in each instance, the
recovery is almost 98%. The volume of eluent was
15 ml in every case.
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3.9. Determination of Cu in Steel, Zn in milk
samples and Co in 6itamins

Steel, milk and vitamin samples were prepared
as described previously [19]. Recovery data for Cu
in steel solutions is given in Table 2. The recovery
was found to be 97–99%. Table 3 shows that Zn
in milk samples is quantitatively recovered by the
immobilized silica gel. Recovery is 92% and thus
the separation is quite effective. Co in vitamin
samples can by determined by using the immobi-
lized silica gel with a recovery of 90% (Table 4).

4. Conclusion

In conclusions, using a new type of vanillin
immobilized silica gel, Fe, Cu, Co and Zn can be
readily determined. This solid phase extraction
method shows fast metal ion-exchange kinetics
and high sorption efficiency. The proposed
method is widely applicable for the measurement
of trace Cu, Co and Zn in a variety of samples
such as steel, milk and vitamins.
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Abstract

A simple and rapid separation method is described for the determination of fluoride in plant samples. Fluoride is
separated by distillation in the presence of H2SO4 and H2O2 in a dry air steam. The variables that influence the
distillation quantitation were optimized. The fluorides separated were subsequently determined by a spectrophotomet-
ric method of the La(III)–F− –alizarin complexone system. The precision of the procedure was significant, and the
RSD was 3.7%. The accuracy of the method was statistically satisfactory, and the recovery was from 95.9 to 104.4%.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fluoride; Separation; Distillation; Determination; Plant sample

1. Introduction

The effect of fluoride on human beings has a
dual role as an essential trace element and at
high levels as a toxic substance. Therefore,
fluoride has received much attention with regard
to medicine, pharmacy, public health and envi-
ronmental protection. It is important and neces-
sary to determine fluoride of plants because
fluoride is known to affect various types of
plants and, thus, both man and animals are sus-
ceptible to poisoning by fluoride-contaminated
food or feedstuffs.

Fluoride determination can sometimes be car-
ried out in the presence of matrix compounds
and by adding, if necessary, a complexing agent.
Generally, however, fluoride must be separated
to avoid interference. The separation methods
for plant samples are mainly distillation after
mineralization in an alkaline medium [1,2], and
diffusion, either with or without ashing [3,4]. The
distillation is time-consuming and the volume of
the distilled fraction is too large. Diffusion al-
lows the separation of a large number of samples
at the same time. However, it also takes a long
time when only a few samples need to be han-
dled.

In this paper, a simple and rapid method to
separate fluoride from plant samples is devel-
oped.* Corresponding author. E-mail: xuxr@mail.rcees.ac.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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2. Experimental

2.1. Apparatus

A 721 spectrophotometer (Shanghai No.3 Ana-
lytical Instrument Factory) was used.

2.2. Reagents

NaF, H2SO4, H2O2, NaOH and HCl were all
commercially available (made in China) and were
used without any further purification except where
it is stated. All reagents were puprapure or analyt-
ical pure grade. Deionized water was used
throughout. Concentrated H2SO4 was heated till
sulfur trioxide white smoke was produced in order
to get rid of fluoride. The standard sodium
fluoride solution was 1000 mg ml−1. A stock
solution of the fluoride ion (1000 mg ml−1) was
prepared by dissolving 0.2210 g sodium fluoride,
maintained under well-dried conditions, in 100 ml
water and stored in a polyethylene bottle. The

working solution was prepared by suitable dilu-
tion of the stock solution with water.

2.3. Procedure

The plant samples were put into a round-bot-
tom flask. The apparatus was installed as shown in
Fig. 1. NaOH solution was added preliminarily
into the gas-washing bottle in order to get rid of
the fluoride in the air. NaOH solution was added
in advance to the collector. Phenolphthalein was
added as an indicator if determined by spec-
trophotometry. The operating process used the
following steps: The tap to fill the separating
funnel with water was turned on. Then the piston
of the separating funnel was turned on to add
water to the glass bottle so that the air was forced
out. The air entered the round-bottom flask
through the gas-washing bottle. Carrying with HF
and SiF4, it arrived at the collector. H2SO4 was
added by the sample-adding apparatus. Then
H2O2 was dripped into the round-bottom flask by

Fig. 1. Separating apparatus: (A) separating funnel; (B) glass bottle; (C) three-way pipe; (D) gas-washing bottle; (E) sample-adding
apparatus; (F) thermometer; (G) round-bottom flask; (H) oil bath; (I) collector.

Table 1
Results of collecting fractions of tea

Temperature (°C) Total value (mg g−1)Time (min)

10 20 4030

17.5 7.0 —a150 134.0108.6
143.3160 10.8 — — 154.2

— — —170 176.5176.5
—180 178.0——178.0

a Nothing was detected.
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Table 2
The precision of the method for mulberry leaf samples

10987 RSD (%)654321Sample No. SDX

31.2 28.5 30.5 32.5 3.729.8 30.1 30.9 29.5 32.0 31.5 30.7 1.1F found (mg g−1)

Table 3
The recovery of the method for mulberry leaf samples

1 2 3 104 5 6 7 8 9Sample No.

Mass (mg) 348.2 461.3 401.8 362.1 487.3 422.8 367.9 413.4 390.6 403.4
F found (mg) 12.6 12.412.5 11.3 11.9 11.412.1 11.812.912.7

12.0 24.0F added (mg) 24.024.024.024.012.0 12.0 12.0 12.0
36.935.236.036.824.624.023.6 23.8F found (mg) 24.3 36.1

98.2101.799.299.2100.8104.4 102.498.495.9Recovery (%) 97.6

the sample-adding apparatus. The temperature of
the glycerin bath was controlled with an adjustable
transformer. If the air was supplied by a pump and
an electrothermal cap was used, the operation
process was simpler and easier.

Dried plant samples (0.3–0.5 g) (such as tea
leaves, tobacco leaves, and mulberry leaves) were
placed into the distillation bottle and linked to
every part as shown in Fig. 1. Concentrated H2SO4

(5 ml) was added at 110°C and 8 ml 30% H2O2

solution was added dropwise. The samples were
distilled at 175–180°C for 10 min. Then the distil-
lation was continued for 5 min after 2 ml 30% H2O2

was added dropwise. The flow rate of the carrier gas
was 0.4 l min−1. The Time to add concentrated
H2SO4 and H2O2 was 10 min followed by distilla-
tion at 175–180°C for 15 min. Therefore, it took
about 25–30 min to process a sample.

The effect of the separation was studied by a
spectrophotometric method of the La(III)–F− –
alizarin complexone system. The process was car-
ried out according to Ref. [5].

3. Results and discussion

There were many factors affecting the separa-
tion. Here only the concentrations of H2SO4 and
H2O2, the heating temperature and time were
studied. Other factors, such as the flow rate of the
carrier gas, 0.4 l min−1, the volume of the round-

bottom flask, 100 ml, the distance from the top of
the tube to the bottom of the flask, 0.5 cm, were
kept constant.

3.1. Effect of H2SO4 concentration

Under the conditions of the addition of 10 ml
30% H2O2, and heating for 20 min at 180°C, for
0.3–0.5 g dried tea samples, no effect was seen on
the separation when the volume of concentrated
H2SO4 was from 3 to 6 ml. However, when the
volume of concentrated H2SO4 was less than 5 ml,
white precipitation was produced in the digested
solution. If the volume of concentrated H2SO4 was
5 ml or more, then no white precipitation was
produced and the digested solution was clear. The
white precipitation may be CaSO4. When the
volume of concentrated H2SO4 was more than 5 ml,
the precipitation could be turned into soluble
Ca(HSO4)2. Consequently, 5 ml concentrated
H2SO4 was chosen. It was noted that less acid fog
was produced if the drop rate of H2SO4 to H2O2

was controlled properly.

3.2. Effect of H2O2 concentration

Under the conditions of the addition of 5 ml
concentrated H2SO4, and heating for 20 min at
180°C, for 0.3–0.5 g dried tea samples, the effect
of separation was almost constant when the volume
of 30% H2O2 was more than 8 ml. If the differences
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in plant samples were considered, the volume of
30% H2O2 in later experiments should be 10 ml to
ensure complete digestion. Furthermore, surplus
H2O2 decomposed to H2O and O2, which had no
effect on the determination of fluoride. So H2O2

could be added in excess.

3.3. Effect of temperature and time

Under the conditions of the addition of 5 ml
concentrated H2SO4 and 10 ml 30% H2O2, for
0.3–0.5 g dried samples, the results for the col-
lected fraction of tea are shown in Table 1. From
the data in Table 1, it can be seen that the
separation was complete when heated for 10 min
at 170°C considering the difference between the
parallel samples. Therefore, the heating tempera-
ture was controlled at 175–180°C. Considering the
diluting effect of collecting at different sections,
the heating time should be 10–15 min.

3.4. Blank and absorption

The blank value was found to be almost zero by
doing five experiments. Additionally, the second-
order water absorption experiment was carried out
using 95 mg F− (five times). That is, two gas-wash-
ing bottles were used in tandem and the second
bottle absorbed the gas from the first bottle. There
was no fluoride detected in the second bottle.
Thus, it could be seen that the fluoride compounds
can be absorbed completely by first-order water
absorption. Because there was little H2SO4 acid
fog produced in the experiment, the absorption
solution containing NaOH was used.

3.5. Precision of the method

Under the above optimum conditions, for 0.3–
0.5 g mulberry leaves, the precision of the method
was determined and the results are shown in
Table 2. The RSD was 3.7%.

3.6. Reco6ery

The recovery of the method was determined
with mulberry leaf samples and the results are
shown in Table 3. The recovery was 95.9–104.4%.

3.7. Determination of fluorine in tea leaf

Two kinds of tea leaves produced from two
location were processed by the separation method
developed. The fluorides separated were deter-
mined by spectrophotometry. One sample was of
older leaves and tender leaves of Fuding Tea
produced on the purple soil of Zheyin Mountain.
The other sample was tea from Mingshan 23
produced on the yellow soil of Mingshan county.
The tea leaves sample was a gift from Professor
Yao in the Department of Chemistry in Sichuan
Normal University. The results are shown in
Table 4.

The ratio of fluorine in older and tender leaves
of Fuding was 3.4:1, and that of Mingshan 4.2:1.
The difference in fluorine between the older and
tender leaves among the different soils, locations
and types was large. Furthermore, fluorine was
higher in the older leaves than in the tender
because of enrichment of the leaves from the
fluorine in the air.

Tea is a popular drink in China. The above
results suggest that tea made from the tender
leaves should be taken in areas containing high
fluorine, and should be drunk less, to prevent
chronic poisoning owing to the surplus fluorine
absorbed. In areas of low fluorine, tea made of
the older leaves, which contain more fluorine,
should be taken, thus removing the need to add
fluorine to the water to prevent disease from lack
of fluorine.

4. Conclusions

A simple and rapid method to separate the
fluoride from plant samples has been established.
It combines wet digestion (H2SO4 and H2O2 were
used) with distillation using air as the carrier gas.
The volume of collected liquid is several millil-
itres. The procedure to handle a sample takes only
25–30 min. The proposed method is simpler and
more rapid than distillation after mineralization
in an alkaline medium. Diffusion allows separa-
tion of a large number of samples at the same
time. However, the proposed method is more
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rapid than diffusion when only a few samples
need to be handled. That is, diffusion is adopted
when a lot of samples need to be handled and the
proposed method is adopted when only a few
samples need to be handled.
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Abstract

A laboratory constructed molybdenum tube atomizer was used for direct determination of trace cadmium in drug
samples by the electrothermal atomic absorption spectrometric (ETAAS) method. An ultrasonic agitation method for
a solution including the sample powder was used. A calibration curve was constructed with a cadmium standard
solution including matrix. To eliminate interference from other matrix elements, a chemical modifier thiourea, was
used. The detection limit were 17 pg ml−1 (3 S/N), and the RSD of the direct analysis was 5–17%. The results for
cadmium in the four drug samples analysed by the direct ETAAS method matched well with those obtained with
nitric acid digested samples. The recovery of added cadmium was 103–106%. An accurate method is elaborated for
the determination of cadmium in drug samples by direct ETAAS techniques. The merits of this method are rapid
calibration, simplicity, fast analysis, and low cost. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cadmium; Direct atomization; Drug sample; Electrothermal atomization; Molybdenum tube atomizer

1. Introduction

The toxic effects of small amounts of cadmium,
an ubiquitous and biologically non-essential ele-
ment in biological and environmental samples
have been known for many years [1]. Cadmium
accumulates in the human body and has a long

biological half-life (average 30 years). A tolerable
weekly intake of 0.4–0.5 mg of cadmium per
adult (60 kg) has been defined in the FAO/WHO
Codex Alimentarius [2]. Drugs containing cad-
mium also have associated risks of serious health
hazard on continued use at low dosage. There-
fore, from the public health point of view, it is
necessary to develop some rapid and simple
method for the determination of cadmium at low
levels in human consumable products such as
drugs.

* Corresponding author. Tel.: +81 59 2319427; fax: +81
59 2319427/9442/9471; e-mail: na60236@cc.mie-u.ac.jp

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00226-4



S. Ahsan et al. / Talanta 48 (1999) 63–6964

Generally cadmium is analyzed by different
common techniques such as: flame atomic absorp-
tion spectrometry [3], atomic fluorescence spec-
trometry [4], neutron activation analysis [5],
inductively coupled plasma-atomic emission spec-
trometry [6], X-ray fluorescence (XRF) and po-
tentiometric stripping analysis (PSA) [7].
However, one of the most sensitive techniques for
cadmium determination is considered to be elec-
trothermal atomization atomic absorption spec-
trometry (ETAAS). Some unique properties of
ETAAS suggest the appropriateness of this tech-
nique for direct elemental analysis of solid sam-
ples [8]. Other notable features of solid sampling
by ETAAS are: substantially minimized risk of
contamination and/or loss of analyse, improve
detection limit, lower blank zero, and the submil-
ligram sample size offers the possibility of micro-
heterogeneity measurements. One review of the
literature [9] recognizes ETAAS as the preferred
method for solid sample analysis. Until now nu-
merous studies [8,10–20] have been conducted for
the determination of cadmium by ETAAS using a
graphite furnace. In recent years interest in the
use of metal tube atomizers has increased com-
pared to graphite and carbon atomizers. So far,
this type of atomizer has demonstrated superior
performance and better sensitivity. However, very
little information has been reported on its applica-
tion. Only a few studies reported on accurate
direct determination of cadmium in biological
materials by ETAAS using a metal tube atomizer
[21,22]. The influence of additives on cadmium
appears to be complex and varies depending upon
the type and quantity of the matrix introduced.
Thiourea has been successfully used as a modifier
for cadmium determination in biological samples
[23].

Direct atomic absorption spectrometry analysis
of solids has the important advantages of not
requiring any decomposition, separation, and/or
concentration processes and also encompasses
other benefits: time-saving, no contamination
from chemicals, and reduced loss of volatile ele-
ments. To date no information is available on the
direct determination of cadmium in calcium drug
samples by ETAAS using a metal tube atomizer.
This has prompted the pursuit of research to
develop a rapid analytical methodology.

The present study was initiated with the objec-
tive of investigating the efficiency of the ETAAS
method using a molybdenum tube atomizer and
thiourea as the matrix modifier to determine cad-
mium in calcium drug samples.

2. Experimental

2.1. Apparatus and measurements

A molybdenum tube atomizer (20×1.8 mm
i.d., wall thickness 0.05 mm), made from high
purity molybdenum sheet (99.5% purity, from
Rembar) was used for direct atomization of the
sample. The samples were injected by glass mi-
cropipette through a 0.3-mm diameter hole at the
mid point of the tube.

All experiments were carried out using a Nip-
pon Jarrell-Ash 0.5-m Ebert-type monochromator
atomic absorption spectrometer equipped with an
R943 photomultiplier tube (Hamamatsu Photon-
ics), a fast response amplifier, a storage oscillo-
scope (Iwatsu MS-5021) and a microcomputer
(SORD M223). A cadmium hollow cathode lamp
(Hamamatsu Photonics) was used at the cadmium
resonance line of 228.8 nm. The molecular back-
ground absorption was checked with a deuterium
lamp (Original Hanau D200F). A step down
transformer and a transformer (Yamabishi volt-
slider, S-130-30, capacity 3 kVA) supplied electric
power for heating the atomizer. In order to colli-
mate the light beam and eliminate radiation from
the atomizer surface, two pinholes were set in the
front and at the rear end of the atomizer. An
optical pyrometer (Chino Works) and a micro-
computer program were used to calibrate the
atomizer temperature against the photodiode
voltage. Grinding of the drug samples to different
particle sizes was carried out using an agate mor-
tar and a filter (Nippon Rikagaku Kikai, ISO 38).
An optical microscope (Kenko, KL-1200) was
used to determine the particle size of ground
powder drug samples. A Mettler H20 semimicro
analytical balance (sensitivity 90.01 mg) was
used for weighing the samples and chemicals.
Before injection into the atomizer sample homog-
enization was carried out using an ultrasonic
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washing apparatus (UT-4, 26 KHZ, Kokusai
Electric) for all the powdered drug samples. Ul-
trapure water was prepared using an ADVEN-
TEC ultrapure water system CW-102.

The baseline was measured by heating without
a sample. The time constant is 4 ms. The atomic
absorption signal was evaluated from the peak
height. The absorption signal from the amplifier
and the atomizer temperature signal from the
photodiode were monitored with a storage oscillo-
scope and fed simultaneously to a microcomputer.

2.2. Reagents and chemicals

All reagents and chemicals used were of analyt-
ical grade or spectroscopic purity.

A standard cadmium solution (3 ng ml−1,
0.001 M nitric acid) was prepared from Cd(NO3)2

in 0.1 M nitric acid (Wako, Japan). Standard
stock solutions of the matrix elements
CaHPO4.2H2O (Kanto, Japan) and CaCO3

(Nacalai Tesque, Japan) were prepared by dissolv-
ing in utrapure water. Thiourea solution (5 mg
ml−1) was prepared by diluting in pure water.
Working standard solutions of appropriate con-
centrations for this analytical study were prepared
by dilution of stock standard solutions with pure
water immediately before use. H2O2 (30%) and
0.05 M nitric acid were used for acid digestion.

2.3. Procedures

For the determination of cadmium in the cal-
cium drug samples, a 1 ml aliquot of standard
solution containing 3 ng ml−1 cadmium and a
matrix element containing 20 mg ml−1

CaHPO4.2H2O and CaCO3 were pipetted into the
molybdenum tube atomizer to prepare the cali-
bration curve. A portion (1 ml) of matrix modifier
thiourea (5 mg ml−1) was injected into the tube
after drying at 100°C for 20 s which follows the
atomization steps as mentioned in Table 1. The
atomization temperature corresponds to a heating
rate of 3.4°C ms−1.

2.3.1. Wet digestion and direct atomization
An accurately weighed (5 g) drug sample with 3

ml hydrogen peroxide (30%) and 1 ml (0.05 M)

nitric acid was digested in a Uni-seal decomposi-
tion vessel and heated at 120°C for 3 h in an
electric oven. The acid-digested sample diluted to
10 ml with pure distilled water after cooling.
Alternatively, the powdered drug samples were
ground to a very fine mesh and filtered to an
average particle size of 3 mm for direct atomiza-
tion. A portion (0.2 g) of the filtered samples were
transferred into a 10 ml volumetric flask and
diluted to the desired volume with pure distilled
water. Immediately before the sample injection
ultrasonic agitation (5 min) was employed to ho-
mogenize the samples.

3. Results and discussion

To increase the sensitivity for some metals and
also to protect the atomizer from oxidation by
traces of oxygen in the argon it has been reported
[24–26] that there is a need for the addition of
hydrogen to the purge gas in the ETAAS method.
Suzuki [23] studied the effect of hydrogen includ-
ing the optimal purge gas flow rate for cadmium
atomization in a molybdenum tube atomizer. A
sharper and highest peak absorption was ob-
served at a flow rate for argon of 480 ml min−1

added to H2 at 20 ml min−1. Due to the high
volatility of cadmium some difficulties are en-
countered for its determination by ETAAS, thus
restricting the use of a high pyrolysis temperature
and the production of concomitant background
signals. This refers to the use of a matrix modifier.
It has been reported that thiourea reacts with
many elements to form a complex and, upon

Table 1
Experimental conditions of direct atomization-atomic absorp-
tion spectrometry of cadmium in the drug sample

CadmiumElement

Argon (ml min−1) 48
Hydrogen (ml min−1) 20
Drying (°C for 20 s) 100
Ashing (°C for 20 s) 300
Atomization (°C for 3 s) 2100
Calibration range (ng ml−1) 0–3

Analytical line 228.8 nm.
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Fig. 1. Effect of the pyrolysis temperature on the atomic
absorption signal of the drug matrix in cadmium with and
without thiourea modifier. O, without thiourea; O, with
thiourea (cadmium 3 pg).

curve trends are more or less stable in the temper-
ature range 140–300°C, but absorbance gradually
decreased thereafter. Significant lowering of the
absorbance was observed after 370°C and at \
560°C the absorbance diminished. The best ab-
sorption peak was obtained at 300°C, which
agrees with the earlier pyrolysis temperature used
for cadmium determination. In the range B
300°C, the absorbance of cadmium with and with-
out thiourea was lower. This phenomena is
presumably related to the higher melting point of
the sulfide (CdS 1750°C) [30]. At 300°C the major
part of the sample matrix in the presence of
thiourea seems to be transformed to sulphide. In
the molybdenum tube atomizer the temperature at
which cadmium appeared in the presence of
thiourea was 650°C. The melting point of cad-
mium nitrate is 350°C [30] and at around 300°C
the sulphide appears to be more stable.

Consequently, 300°C was selected as the opti-
mal pyrolysis temperature for the determination
of cadmium in the calcium drug samples.

3.2. Particle size effect measurement

The particle size distribution of the sample has
been shown to be an important parameter in
influencing the quality of the results in the direct
analysis of solids by ETAAS [31–37]. The accu-
racy and precision of the measurement can be
affected either by inadequate homogeneity or
poor sample representation, and/or incomplete
recovery of the matrix during the atomization
process. An investigation was, therefore, con-
ducted to assess the effect of three different aver-
age particle sizes 3092, 1591, and 391 mm of
drug sample A, respectively. With the variation in
particle size significant changes in absorption were
observed. Absorption gradually increased with
smaller particle size together with a decrease in
RSD (Table 2). These phenomena may be due to
good dispersion and homogeneity of relatively
small sized powders in the sample solution. RSDs
with larger size are probably due to the variation
in the number of the particles. Hence, an average
particle size of 3 mm has been used for the deter-
mination of trace cadmium in the drug samples.

heating the complex, the mixture mainly decom-
poses to make the metal sulfide [24]. The sulphide
formation in atomizing process serves to eliminate
the interference of the matrix elements, since the
sulfide is generally more volatile and dissociative
than the oxide concerned, thus atomizing easily.
Therefore, thiourea was selected as the chemical
modifier for this determination. In the case of the
molybdenum tube atomizer the absorption profile
of cadmium was characterized by a sharper and
narrower peak with an increase in the heating rate
[24,27–29]. Hence, the optimal atomization tem-
perature for the cadmium measurements was
2100°C (heating rate 3.4°C ms−1).

3.1. Influence of pyrolysis temperature

The pyrolysis temperature for elemental analy-
sis in a specific matrix may vary considerably with
the type of instrument, atomization cell, analyse
sample, and other factors [9]. Using a metal tube
atomizer, one of the earlier studies [23] has ap-
plied a pyrolysis temperature of 300°C for cad-
mium determination in a biological sample.
Nevertheless, the influence of pyrolysis tempera-
ture on the calcium drug sample A having a
particle size 3 mm was investigated using a molyb-
denum tube atomizer with and without the matrix
modifier. Fig. 1 shows the effect of the pyrolysis
temperature on the absorption of cadmium. The
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Table 2
Effect of the particle size of the calcium drug on cadmium absorbance and RSD of the absorbance

Average particle size (mm)Sample RSD of absorbance (%)Absorbance

391 0.230A 9.67
17.30.1931591

3092 0.148 22.6

n=5.

3.3. Application of ultrasonic agitation

For the stabilization of the sample suspension
a variety of techniques have been successfully
applied. Of these, ultrasonic homogenization is
no doubt the most efficient approach applicable
for sample stabilization and homogeneity. The
effect of ultrasonic agitation on a solution of
drug powder sample A with a 3 mm average
particle size was studied. The results are shown
in Fig. 2. At zero agitation the sample was man-
ually stirred for 2–3 s. The peak absorption in-
creased for up to a 5 min agitation time and
became a plateau at more than 5 min agitation
time and also the RSD calculated from five re-
peated measurements was good after a 5 min
agitation time. From this result, an agitation
time of 5 min was selected for the calcium drug
samples.

3.4. Characteristic mass, detection limit, and
reproducibility

A reasonably good accuracy and precision of
measurement are a prerequisite of any analytical
techniques [8]. Therefore, the detection limit,
characteristic mass, and reproducibility were in-
vestigated. In this determination the absolute
characteristic mass (gave an integrated ab-
sorbance of 0.0044) of cadmium by the atomizer
was 50 fg and the detection limit was 17 fg (3
S/N, corresponding to 17 pg ml−1, 10 ml in-
jected), which were computed from the lower
linear portion of the calibration curve of the
drug sample and deviation of the baseline for
blank firings. These values are better than the
characteristic mass (28 pg) and detection limit

(20 pg ml−1) obtained for direct determination
of water by an AAS-atom trapping technique
[38], 140 pg ml−1 obtained from biological tissue
using Zeeman-effect background corrected AAS
[16], 150 pg ml−1 obtained from a blood sample
by GFAAS [18], and those with ICP-AES (2 ng
ml−1) and ICP-MS (0.2 ng ml−1) [39] under
normal conditions. The better sensitivity ob-
served with a molybdenum tube atomizer is pre-
sumably due to the nonporosity of the wall of
the atomizer [40], lack of formation of the car-
bide [41], and also may have been attributed due
to narrower diameter of the tube.

The reproducibility of cadmium together with
the matrix elements AAS signal by the use of a
molybdenum tube atomizer was investigated. An
RSD of 5% was obtained for cadmium at 3 ng
ml−1 (1ml, corresponding to 3 pg cadmium) and
the matrix element for 10 measurements. The SD
of the blank measurement was 0.002.

Fig. 2. Effect of the ultrasonic agitation time on a solution of
sample A powder.
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Table 3
Determination of cadmium in the calcium drug samples

Added (ng g−1)Sample Particle size Concentration of cadmium
(mm)

Direct analysis (ng g−1) Nitric acid digestion (ng g−1)Recovery (%)

51.095.0 (10.0) — 49.093.0 (6.0)A 3 0

8.190.8 (10.0)B 8.3191.40 (17.0)3 0
40.093.0 (7.5)30 —

106 97.597.0 (7.0)C 3 0 96.0914.0 (15.0)
103 —127912 (9.5)30

41.091.6 (4.0)D 40.092.0 (5.0)3 0
—30 71.093.0 (4.0) 103

n]5.
Percent RSD in parenthesis.

3.5. Analysis of cadmium in drug samples

The present method was applied to the deter-
mination of trace amounts of cadmium in cal-
cium drug samples with an average particle size
of 3 mm. The optimum analytical conditions used
in this method is presented in Table 1. For accu-
rate determination of cadmium the finely meshed
(3mm average particle size) and the acid digested
calcium drug samples were dissolved in pure wa-
ter to an appropriate volume. Thiourea was used
to eliminate interference from other matrixes. A
linear calibration graph was constructed from 3
ng ml−1 cadmium and 20 mg ml−1 standard
matrix solutions. The content of cadmium
present in the drug samples is presented in Table
3. The results of direct atomization with a 3 mm
average particle size sample were found to be in
good agreement with those of the acid digested
method. The RSD for five replicate analyses of
the direct sampling ranges from 5 to 17%, which
is reasonable for the direct atomization tech-
nique. Using a deuterium lamp as the light
source, insignificant background absorption sig-
nals were observed for all the drug samples. In
order to compare the test results from both the
direct and wet digestion methods by statistical
interpretation the Student’s t-test was performed,
which shows no significant difference. The recov-

ery of spiked-cadmium in the drug samples B, C,
and D was in the range 103–106%. This suggests
excellent recovery of cadmium.

4. Conclusions

Direct determination of solid samples employ-
ing a laboratory constructed molybdenum tube
atomizer by ETAAS was demonstrated to be a
feasible approach in the analysis of calcium drug
samples. For the determination of cadmium in
the drug sample thiourea served as an efficient
modifier to remove interference. More over, the
use of a molybdenum tube atomizer together
with an argon–hydrogen atmosphere gave the
benefit of higher sensitivity and a longer lifetime
for the metal tube (more than 5000 firings) com-
pared to 200–250 firings for a graphite furnace
[42]. Hence, a low cost conventional method has
been developed which is capable of measuring
trace level cadmium in drug samples with good
accuracy.
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Abstract

The basicity of the symmetrical and unsymmetrical tetraphenylporphyrins, namely 5,10,15,20-tetraphenylporphyrin
(I) (references), 5-(4-nitrophenyl)-10,15,20-triphenylporphyrin (II), a mixture of 5,10-bis(4-nitrophenyl)-15,20-
diphenylporphyrin and 5,15-bis(4-nitrophenyl)-10,20-diphenylporphyrin (III), 5,10,15-tris(4-nitrophenyl)-20-phenyl-
porphyrin (IV), 5,10,15,20-tetrakis(4-nitrophenyl)porphyrin (V), 5-(4-aminophenyl)-10,15,20-triphenylporphyrin (VI),
a mixture of 5,10-bis(4-aminophenyl)-15,20-diphenylporphyrin and 5,15-bis(4-aminophenyl)-10,20-diphenylporphyrin
(VII), 5,10,15-tris(4-aminophenyl)-20-phenylporphyrin (VIII) and 5,10,15,20-tetrakis(4-aminophenyl)porphyrin (IX),
was investigated potentiometrically in nitrobenzene solvent. This investigation showed that these compounds are basic
rather than acidic. Although they can not be titrated even with tetrabuthylammonium hydroxide, they can easily be
titrated with perchloric acid to give well shaped and stoichiometric end-points. In addition they all undergo two
proton reactions per porphyrin molecule. However, compounds VI, VII, VIII and IX each shows a second end-point
to give three, four, five and six proton reactions, respectively, per porphyrin molecule. Half neutralization potentials
(measures of their basicity) of these compounds are: I=368, II=409, III=432, IV=461, V=520, VI=340,
VII=302, VIII=238 and IX=225 mV versus Ag/AgCl in methanol. These potentials clearly indicate that, if
para-hydrogen with respect to the porphyrin core of tetraphenylporphyrin (I) is replaced with an acidifying nitro
group (II, III, IV and V) the basicity of I decreases. This decrease is approximately proportional to the number of
nitro groups. Each nitro group decreases the half neutralization potential by about 35 mV. On the other hand, if
para-hydrogen indicated above is replaced with a basifying amino group (VI, VII, VIII and IX) the basicity increases.
This increase is also approximately proportional to the number of amino groups. Each amino group increases the half
neutralization potential by about 36.7 mV. The values 35 and 36.7 mV indicate that in nitrobenzene solvent the
electron releasing power of an amino group to the porphyrin system is a little stronger than the electron withdrawing
power of a nitro group from the porphyrin system. All these observations reveal that the nitrogen atoms at the core

* Corresponding author. Tel.: +90 312 2126720, ext. 1281; fax: +90 312 2232395.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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of the porphyrin molecules are strongly influenced by changes at the periphery of the molecules, which is a very good
indication that the substituted phenyl groups and the cores of the porphyrins are nearly in the same plane. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Potentiometry; Titrimetry; Porphyrins; Non-aqueous media

1. Introduction

Porphyrins are very important natural and syn-
thetic compounds. Naturally occurring porphyrins
play a vital role in the maintenance of the animal
and plant bodies [1], because they constitute the
basis of the respiratory systems. Haemoglobins,
cytochromes and chlorophylls are the best known
porphyrin pigments [2,3]. Heamoglobins and cy-
tochromes contain iron(II) ion and chlorophylls
contain magnesium ion [4–6]. Another naturally
occurring porphyrin is vitamin B12, which con-
tains cobalt(II) ion [7].

Synthetic porphyrins are numerous. These com-
pounds also form complexes with cations like their
naturally occurring congeners [8]. Such porphyrins
are used for diverse industrial and scientific pur-
poses, e.g. for protection of paints against ultravi-
olet light, as colouring pigments in paints,
especially in automobile paints, as ingredients in
plastics, for the identification of carcinogenic tis-
sues in the human body [9] and 57Co porphyrin
complexes are used in chemotherapy [9].

Synthetic porphyrins have also recently been
tested for the conversion of solar energy into

electrical energy [10]. Although the various prop-
erties of synthetic poprhyrins have been well stud-
ied, no reports except one [11] of their basicities in
non-aqueous media have appeared so far. This
study was aimed at further investigations of such
properties of porphyrins, because, such studies can
provide valuable knowledge about the structure of
the porphyrins. In order to do this, nine symmetri-
cal or unsymmetrical 5,10,15,20-tetraaryl porphy-
rins having 4-nitrophenyl and 4-amino-phenyl
substituents were synthesized, namely 5,10,15,20-
tetraphenylporphyrin (I) (reference), 5-(4-nitro-
phenyl)-10,15,20-triphenylporphyrin (II), a
mixture of 5,10-bis(4-nitrophenyl)-15,20-diphenyl-
porphyrin and 5,15-bis(4-nitrophenyl)-10,20-
diphenylporphyrin (III), 5,10,15-tris(4 -nitro-
phenyl)-20-phenylporphyrin (IV), 5,10,15,20-te-
trakis(4-nitrophenyl)porphyrin (V), 5-(4-amino-
phenyl)-10,15,20-triphenylporphyrin (VI), a
mixture of 5,10-bis(4-aminophenyl)-15,20-diphen-
ylporphyrin and 5,15-bis(4-aminophenyl)-10,20-
diphenylporphyrin (VII), 5,10,15-tris(4-amino-
phenyl)-20-phenylporphyrin (VIII) and 5,10,15,20-
tetrakis(4-aminophenyl)porphyrin (IX). Their
structures are shown in Fig. 1.

Fig. 1. Structure of 4-substituted phenyl symmetrical and unsymmetrical porphyrins.
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These porphyrins were obtained from pyrrole
and benzaldehyde or pyrrole and para-substituted
benzaldehydes in dry dichloromethane or propi-
onic acid as solvent [12–17]. The raw materials
were purified by column chromatographic tech-
niques. Compounds obtained chromatographi-
cally were examined for purity and found to be
sufficiently pure to investigate their basicity in
non-aqueous media. Solubility studies of these
compounds showed that they are sufficiently solu-
ble in nitrobenzene to carry out the planned basic-
ity investigations.

2. Experimental

2.1. Apparatus

A Chemtrix model 60A potentiometer equipped
with a combined glass electrode and a modified
Ag/AgCl electrode was used for potentiometric
titrations. The Ag/AgCl was modified by emptying
out the aqueous KCl solution and replacing it with
a saturated solution of KCl in dry methanol. All
titrations were carried out in a specially designed
cell which is illustrated in Ref. [11].

The cell was connected to a water circulating
thermostat, which kept the temperature of the cell
and its contents at 2591°C. The cell had a
capacity of approximately 50 ml and was con-
nected to the combined glass electrode via inlet A
to a thin tipped semi-micro burette via inlet B and
to a nitrogen cylinder via inlet C. The semi-micro
burette enabled the titrant solution to be read
within 0.01 ml.

Infrared absorbtion spectra were obtained from
a Mattson 1000-FTIR spectrometer in KBr discs
and are reported in cm−1 units. Proton (400 MHz)
NMR spectra were recorded with a Bruker DPX
FT-NMR spectrometer (Me4Si as internal stan-
dard); elemental analyses were carried out on a
LECO CHNS-9323, in TU8 BITAK-SAGE; UV–
Vis spectra were recorded by UNICAM UV2-100
series spectrometers.

2.2. Chemicals

Nitrobenzene (Merck 98% pure) was used after

purification. Purification was done as follows: ap-
proximately 50 g dry phosphorous pentoxide
(P2O5) was added to 0.5 l nitrobenzene in a well
stoppered round bottomed flask and was left for 5
days in the dark and then was distilled over
phosphorous pentoxide under vacuum. Nitroben-
zene boiling at 78°C was collected in a well dried,
dark coloured, ground glass stoppered bottle .
Nitrobenzene purified in this manner was tested
for a potentiometric working range. To 20 ml
nitrobenzene was added 0.1 ml 0.02 M perchloric
acid in nitrobenzene and the positive mV limit,
measured by the potentiometer described above,
was found to be +980 mV. Secondly to 20 ml
nitrobenzene was added 0.1 ml 0.02 M tetrabuty-
lammonium hydroxide in 2-propanol and its nega-
tive mV limit was found to be −780 mV.
Nitrobenzene purified in this way has shown a
greater potentiometric working range than ni-
trobenzene purified by previous methods [18]. Be-
cause of this wide working range for nitrobenzene
reached in this way, the half neutralization poten-
tials of 5,10,15,20-tetraphenylporphyrin, 5,10,15,
20-tetrakis(4-nitrophenyl)porphyrin and 5,10,15,
20-tetrakis(4-aminophenyl)porphyrin were found
to be higher than the previous ones [11].

Dichloromethane (Merck 99% purity) was used
after purification. It was first shaken with concen-
trated sulphuric acid until it became colourless,
then the sulphuric acid layer was separated using
a separating funnel. The dichloromethane layer
was shaken first with a 5% Na2CO3 solution and
then shaken vigorously with distilled water and
subsequently dried with CaH2 and distilled at
normal pressure. The constant-boiling distillate
was placed in a dark-coloured glass-stoppered
flask and was kept over molecular sieves (4 Å) in
the dark.

Chloroform (Merck 99% purity) was used after
purification. It was first shaken vigorously with
distilled water and the chloroform layer was sepa-
rated using a separating funnel. The chloroform
was then dried with CaCl2 and distilled in a tall
distillation column.

Pyrrole (Merck, 99% purity) was purified by
distillation under high vacuum over zinc dust.
Benzaldehyde (Merck 98% purity) was used after
distillation under vacuum. Tetrabutylammonium
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hydroxide was purchased from Merck as a 0.01 M
stock solution in 2-propanol and was diluted to
0.02 M with 2-propanol. The solution was diluted
as described previously [19]. Perchloric acid was
purchased from Merck (70% purity) and 0.02 M
solution in nitrobenzene was prepared as de-
scribed previously [20]. Silica gel (Merck 230–400
mesh) was used after activation at 150°C. 4-Ni-
trobenzaldehyde (Fluka puriss grade) was used as
received. Boron trifluoride ethyl etherate complex
(Fluka) 48% solution in diethyl ether and used as
received.

5,10,15,20-Tetraphenylporphyrin (I) was pre-
pared by the method of Lindsey and co-workers
[12–14]. IR (KBr, cm−1) 3317 (nNH), 1597 (nC�C)
978. 1H NMR (CDCl3); d ppm, 8.89 (s, 8H, b

pyrrole), 8.26 (d, 8H, J=5.8 Hz, ortho-phenyl)
7.80 (m, 12H, meta/para-phenyl), −2.94 (s, 2H,
pyrrole NH), vis. (lmax, CH2Cl2); (log e) 418
(6.39); 514 (5.02); 550 (4.68); 590 (4.54); 646
(4.49). Anal. Calcd. for C44H30N4: C, 85.96; H,
4.92; N, 9.12%. Found: C, 85.64; H, 4.82; N,
8.96%.

5-(4-Nitrophenyl)-10,15,20-triphenyl porphyrin
(II) was prepared by the method given in Ref.
[21]. IR (KBr, cm−1) 3317 (nNH), 1597, 1520 (nNO2

asym.) 1473, 1350 (nNO2 sym.), 972. 1H NMR
(CDCl3); d ppm, 8.92 (d, 2H, J=4.8 Hz, b

pyrrole), 8.89 (s, 4H, b pyrrole), 8.76 (d, 2H,
J=4.8 Hz, b pyrrole), 8.66 (d, 2H, J=8.4 Hz,
nitrophenyl), 8.42 (d, 2H, J=8.4 Hz, nitro-
phenyl), 8.24 (d, 6H, J=8.7 Hz, ortho-phenyl),
7.80 (m, 9H, meta/para-phenyl), −2.79 (s, 2H,
pyrrole NH), vis. (lmax, CH2Cl2); (log � ) 418
(6.26); 514 (5.18); 552 (4.98); 590 (4.89); 644
(4.81). Anal. Calcd. for C44H29N5O2: C, 80.10; H,
4.43; N, 10.62%. Found: C, 80.39; H, 4.10; N,
10.42%.

5,10 + 5,15-Bis(4-nitrophenyl)-15,20-diphenyl-
porphyrin (III) was prepared by the method given
in Ref. [21]. IR (KBr, cm−1) 3317 (nNH), 1597,
1520 (nNO2 asym.) 1466, 1350 (nNO2 sym.), 972. 1H
NMR (CDCl3); d ppm, 8.94 (d, 2H, J=4.6 Hz, b

pyrrole), 8.90 (s, 2H, b pyrrole), 8.81 (s, 2H, b

pyrrole), 8.77 (d, 2H, J=4.7 Hz, b pyrrole, 8.66
(d, 4H, J=8.2, Hz nitrophenyl), 8.41 (d, 4H,

J=8.2 Hz, nitrophenyl), 8.24 (d, 4H, J=6.7 Hz,
ortho-phenyl), 7.81 (m, 6H, meta/para-phenyl),
−2.73 (s, 2H, pyrrole NH), vis. (lmax, CH2Cl2);
(log � ) 420 (6.33); 516 (5.24); 552 (5.04); 590
(4.93); 646 (4.85). Anal. Calcd. for
C44H28N6O4.H2O: C, 73.11; H, 4.19; N, 11.63%.
Found: C, 73.35; H, 4.41; N, 11.54%.

5,10,15-tris(4-Nitrophenyl)-20-phenylporphyrin
(IV) was prepared by the method given in Ref.
[21]. IR (KBr, cm−1) 3317 (nNH), 1597, 1520 (nNO2

asym.) 1473, 1350 (nNO2 sym.), 964. 1H NMR
(CDCl3); d ppm, 8.94 (d, 2H, J=4.8 Hz, b

pyrrole), 8.92 (s, 4H, b pyrrole), 8.79 (d, 2H,
J=4.8 Hz b pyrrole), 8.68 (d, 6H, J=8.4 Hz,
nitrophenyl), 8.42 (d, 6H, J=8.4 Hz, nitro-
phenyl), 8.22 (d, 2H, J=6.5 Hz, ortho-phenyl),
7.82 (m, 3H, meta/para-phenyl), −2.76 (s, 2H,
pyrrole NH), vis. (lmax, CH2Cl2); (log � ) 422
(6.15); 516 (5.15); 552 (4.97); 594 (4.88); 646
(4.80). Anal. Calcd. for C44H27N7O6: C, 70.47; H,
3.63; N, 13.08%. Found: C, 70.89; H, 3.45; N,
12.55%.

5,10,15,20-tetrakis-(4-Nitrophenyl)porphyrin
(V) was prepared by the method of Bettelheim et
al. [16]. IR (KBr, cm−1) 3309 (nNH), 1589, 1520
(nNO2 asym.), 1342 (nNO2 sym.), 972. 1H NMR
(DMSO); d ppm, 8.90 (s, 8H, b pyrrole), 8.69 (d,
8H, J=7.31 Hz, nitrophenyl), 8.52 (d, 8H, J=
6.8 Hz, nitrophenyl), −2.89 (s, 2H, pyrrole NH),
vis. (lmax, CH2Cl2); (log � ) 424 (6.22); 518 (5.12);
558 (5.05); 594 (4.90); 652 (4.81). Anal. Calcd. for
C44H26N8O8: C, 66.48; H, 3.30; N, 14.11%.
Found: C, 66.63; H, 3.44; N, 13.73%.

5-(4-Aminophenyl)-10,15,20-triphenylporphyrin
(VI) was prepared by the method given in Ref.
[21]. IR (KBr, cm−1) 3464, 3371 (nNH 2

), 3317 (nNH

pyrrole), 1612 (nC�C,C�N), 1512 (nNH2 bent), 972. 1H
NMR (CDCl3); d ppm, 8.96 (d, 2H, J=4.7 Hz, b

pyrrole), 8.85 (m, 6H, b pyrrole), 8.24 (d, 6H,
J=7.3 Hz, ortho-phenyl), 8.02 (d, 2H, J=8.1 Hz,
aminophenyl), 7.78 (m, 9H, meta/para-phenyl),
7.07 (d, 2H, J=8.1 Hz, aminophenyl), 4.00 (s,
2H, NH2), −2.70 (s, 2H, pyrrole NH), vis. (lmax,
CH2Cl2); (log � ) 420 (6.44); 516 (5.27); 554 (5.11);
592 (4.98); 648 (4.94). Anal. Calcd. for C44H31N5:
C, 83.91; H, 4.96; N, 11.13%. Found: C, 83.81; H,
5.24; N, 11.56%.
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5,10+5,15-Bis(4-aminophenyl)-15,20-diphenyl-
porphyrin (VII) was prepared by the method
given in Ref. [21]. IR (KBr, cm−1) 3448, 3371
(nNH2

), 3325 (nNH pyrrole), 1612 (nC�C,C�N), 1512
(nNH2 bent), 964. 1H NMR (CDCl3); d ppm, 8.90
(m, 8H, b pyrrole), 8.24 (d, 4H, J=7.0 Hz,
ortho-phenyl), 8.02 (d, 4H, J=8.0 Hz,
aminophenyl), 7.78 (m, 6H, meta/para-phenyl),
7.07 (d, 4H, J=7.9 Hz, aminophenyl), 4.02 (s,
4H, NH2), −2.67 (s, 2H, pyrrole NH), vis. (lmax,
CH2Cl2); (log � ) 424 (6.46); 518 (5.30); 556 (5.18);
594 (5.00); 650 (5.04). Anal. Calcd. for C44H32N6:
C, 81.95; H, 5.01; N, 13.04%. Found: C, 82.20; H,
5.41; N, 12.55%.

5,10,15-tris(4-Aminophenyl) -20-phenylporph-
yrin (VIII) was prepared by the method given in
Ref. [21]. IR (KBr, cm−1) 3448, 3371 (nNH 2

), 3325
(nNH pyrrole), 1612 (nC�C,C�N), 1512 (nNH2 bent), 964.
1H NMR (CDCl3); d ppm, 8.94 (s, 6H, b pyrrole),
8.84 (d, 2H, J=4.7 Hz, b pyrrole), 8.24 (d, 2H,
J=5.7 Hz, ortho-phenyl), 8.02 (d, 6H, J=7.07
Hz, aminophenyl), (d, 6H, J=7.07 Hz,
aminophenyl), 7.77 (d, 3H, J=7.0 Hz, meta/para-
phenyl) 7.07 (d, 6H, J=7.73 Hz, aminophenyl),),
4.01 (s, 6H, NH2), −2.66 (s, 2H, pyrrole NH),
vis. (lmax, CH2Cl2); (log � ) 424 (6.46); 518 (5.30);
556 (5.18); 594 (5.00); 650 (5.04). Anal. Calcd. for
C44H33N7: C, 80.09; H, 5.04; N, 14.87%. Found:
C, 79.78; H, 5.19; N, 14.33%.

meso-tetrakis-(4-Aminophenyl)porphyrin(IX)
was prepared by the method of Bettelheim et al
[16]. IR (KBr, cm−1) 3440, 3363 (nNH2

), 3325 (nNH

pyrrole), 1612 (nC�C,C�N), 1512 (nNH2 bent), 964. 1H
NMR (CDCl3+DMSO); d ppm, 8.84 (s, 8H, b

pyrrole), 7.84 (d, 8H, J=8.33 Hz, aminophenyl),
7.00 (d, 8H, J=8.1 Hz, aminophenyl), 4.85 (s,
8H, NH2), −2.70 (s, 2H, pyrrole NH), vis. (lmax,
CH2Cl2); (log � ) 426 (6.46); 520 (5.22); 560 (5.19);
596 (4.95); 654 (5.00). Anal. Calcd. for C44H34N8:
C, 78.30; H, 5.08; N, 16.61%. Found: C, 78.55; H,
5.22; N, 16.13%.

3. Results and discussion

Solutions (1×10−3 M) of nine symmetrical
and unsymmetrical tetra(4-substituted-phenyl)

porphyrins in nitrobenzene were first titrated po-
tentiometrically with a 0.02 M solution of tetra-
butylammonium hydroxide in isobutanol, but no
end-points or meaningfull titration curves in ni-
trobenzene or even in pyridine were observed.
This indicates that these compounds are not suffi-
ciently acidic to be titrated even with one of the
strongest non-aqueous bases. This odd behaviour
can probably be explained with the very strong
resonance in the core or centre of the porphyrins.
As a result of strong resonance, the core of a
porphyrin becomes rich in negative charge. Such
negative charges envelope perfectly the protons on
the N-21 and N-23 nitrogens and negatively
charged OH− ion can not penetrate into this
electron trough, and react with a proton. As a
result of this obstruction, neutralization reaction
between tetrabutylammonium hyroxide and por-
phyrin cannot occur.

On the other hand the titration of these com-
pounds with perchloric acid (0.02 M) gave very
well defined and stoichiometric end-points. Each
porphyrin molecule given above undergoes a two-
proton reaction and gives one end-point. This
indicates that negatively charged core attracts two
protons eagerly at the same time. This means that
porphyrin molecules have a very extensive reso-
nance system. As a result of this extensive reso-
nance, a positive charge in the core (centre) of the
porphyrin molecule is very effectively dissipated
throughout the molecule. The titration curves of
the nitrophenyl porphyrins II, III, IV and V are
given in Fig. 2. As is easily seen from the figure,
the potential jumps of these compounds at the
end-points are very large. They range from 250–
350 mV. Such potential jumps for a non-aqueous
medium are considered to be excellent. The half
neutralization potentials of these compounds with
respect to the reference (5,10,15,20,-tetraphenyl-
porphyrin) are given in Table 1.

Differences of the half-neutralization potentials
of the nitrotetraphenylporphyrins from the half-
neutralization potential of the reference (te-
traphenylporphyrin) versus the number of nitro
group are given in Fig. 3 (upper part of the
graph). As is easily seen from the figure each nitro
group entering into the tetraphenylporphyrin
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Table 1
Half-neutralization potentials of symmetrical and unsymmetrical porphyrins titrated potentiometrically with perchloric acid in
nitrobenzene solvent at room temperature

Dhnp (mV)Compound hnp (mV)Number

368I5,10,15,20-Tetraphenylporphyrin (references) 00
II5-(4-Nitrophenyl)-10,15,20-triphenylporphyrin 409 +41*
III 432 +645,10+5,15-Bis(4-nitrophenyl)-15,20-diphenylporphyrin

5,10,15-Tris(4-nitrophenyl)-20-phenylporphyrin +93461IV
520 +152V5,10,15,20-Tetrakis(4-nitrophenyl)porphyrin

VI 340 −28**5-(4-aminophenyl)-10,15,20-triphenylporphyrin
−663025,10+5,15-Bis(4-aminophenyl)-15,20-diphenylporphyrin VII

−130VIII 2385,10,15-Tris(4-aminophenyl)-20-phenylporphyrin
−143IX 2255,10,15,20-Tetrakis(4-aminophenyl)porphyrin

hnp, Half neutralization potential.
+, Decrease in basicity or increase in acidity; −, increase in basicity or decrease in acidity.
* Arithmetic mean of the potential increase per nitro group is 35 mV, calculated from the sum of the potential increase divided by
the sum of the number of the nitro groups.
** Arithmetic mean of the potential decrease per amino group is 36.7 mV, calculated from the sum of the potential decrease divided
by the sum of the number of the amino groups.

Fig. 2. Titration curves of the nitrophenyl porphyrin solutions (0.001 M) with perchloric acid (0.02 M) in nitrobenzene solvent. (
)
Tetraphenylporphyrin; (�) 5-(4-nitrophenyl)-10,15,20-triphenylporphyrin; (�) 5,10+5,15-bis-(4-nitrophenyl)-15,20-diphenylpor-
phyrin; (�) 5,10,15-tris-(4-nitrophenyl)-20-phenylporphyrin; and (") 5,10,15,20-tetrakis-(4-nitrophenyl)porphyrin.
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Fig. 3. The increase of the half neutralization potentials of the nitrophenyl porphyrins (upper part of the graph) and the decrease
of the half neutralization potentials of the aminoporphyrins (lower part of the graph) with respect to 5,10,15,20-tetraphenylpor-
phyrin (reference) determined by using perchloric acid as titrant in nitrobenzene solvent at room temperature. Concentrations of the
reactions are perchloric acid solution 0.02 M and porphyrins 0.001 M.

molecule at the periphery decreases the basicity of
the molecule approximately linearly. The mean of
these decreases is 35 (a linear regression slope=
35.6 mV supports this strongly). This means that
nitrobenzene rings attached to the porphyrin core
participate strongly in the resonance of the por-
phyrin core. This strongly supports our previous
findings [11].

Closer investigation of the titration curves (Fig.
2.) shows that the titration curve of 5,10,15,20-te-
trakis(4-nitrophenyl)porphyrin (V) is approxi-
mately a horizontal straight line in the buffer
region. This means that the half-neutralized solu-
tion of this compound can be used for calibration
of a potentiometer at least for titrations to be
carried out in nitrobenzene solvent.

All the results obtained indicate that phenyl
groups attached to the porphyrin molecule partic-
ipate in the resonance of the nitrotetraphenyl
porphyrin molecule. Otherwise minor changes in
the phenyl group would not affect the basicity of
the core of the porphyrins. This results shows that

the substituted phenyl groups and the cores of the
porphyrins are nearly in the same plane, in con-
trast to the conclusions of Gottwald and Ullman
[22] and Burke et al. [23] who considered that the
phenyl groups are either perpendicular or at least
oblique to the plane of the porphyrin.

Titration curves of the amino porphyrins (VI,
VII, VIII and IX) together with the titration curve
of the reference (I) are given in Fig. 4. As is easily
seen from titration curves all the amino por-
phyrins give two end-points. The mole ratio of
acids to porphyrin at these points are 2:1 and
varying from 3:1 to 6:1, for the first and second
end-points, respectively.

The first end-point belongs to the neutralization
reaction of the nitrogen atoms at the core of
porphyrins with the perchloric acid. The second
end-point belongs to the neutralization reaction of
the nitrogen atom or atoms found to be at the
periphery of the porphyrin molecule, because all
the amine groups at the periphery of the molecule
are equivalent. Rigorous investigation of Fig. 3.
shows that there is a good correlations between
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Fig. 4. Titration curves of the aminophenyl porphyrin solutions (0.001 M) with perchloric acid (0.02 M) in nitrobenzene solvent. (
)
Tetraphenylporphyrin; (X) 5-(4-aminophenyl)-10,15,20-triphenylporphyrin; (�) 5,10+5,15-bis-(4-aminophenyl)-15,20-diphenylpor-
phyrin; (�) 5,10,15-tris-(4-aminophenyl)-20-phenylporphyrin; and (+ ) 5,10,15,20-tetrakis-(4-aminophenyl)porphyrin.

the number of amino groups and the basicity
increase of the aminophenyl porphyrins.

Each amino group increases the half neutraliza-
tion potential of the porphyrin molecule by about
36.7 mV, the slope of the linear regression, 38.8
mV, supports this value strongly.

Data obtained from the titration curves are
shown in Table 1.

Another interesting conclusion that can be
drawn from the potential decrease and increase in
values given for nitro and aminophenyl por-
phyrins is that the basifying power of an amino
group is slightly greater than the acidifying power
of a nitro group. We believe that this is an
important property observed in this laboratory.

4. Conclusions

From the potentiometric titration of nine sym-
metric and unsymmetric nitrophenyl and

aminophenyl porphyrins in nitrobenzene, the fol-
lowing conclusions can be drawn. Two of the four
nitrogen atoms in the core of the porphyrin
molecule (symmetrical and unsymmetrical) are
very basic in character. They can be titrated with
perchloric acid to give a single well shaped end-
point in nitrobenzene solvent. The basicities of the
porphyrin are very sensitive to changes at the
periphery. For example, while one nitro group at
the periphery decreases the half neutralization
potential by, on average, 35 mV, two nitro groups
decreases the half neutralization potential by very
nearly twice as much as does one nitro group, etc.
This means that the basicity decrease of the te-
traphenylporphyrin is proportional to the number
of nitro groups. On the other hand one amine
group increases the half neutralization potential
of the tetraphenylporphyrin by about 36.7 mV, on
average. This also means that the basicity de-
crease of the tetraphenylporphyrin is proportional
to the number of amine groups. These examples
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show that the electron releasing power of the
amine group is greater than the electron with-
drawing power of nitro group, at least in the
porphyrin molecules. This is a new observation
that the effect of the amine group is stronger than
the effect of the nitro group in the reverse direc-
tion. All these observations show that porphyrins
are very sensitive to changes at the periphery.
Above all, the present study has shown that sym-
metrical and unsymmetrical aminophenylpor-
phyrins can undergo from two up to six proton
cations to give stable ions with two, three, four,
five or six positive charges in nitrobenzene sol-
vent. We believe that this is an unusual observa-
tion for non-aqueous media.
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Abstract

The selection of the compound to be used as a coating for a piezoelectric quartz crystal is of utmost importance
in the development of a chemical sensor. The relevant parameters to be evaluated (stability, sensitivity, reversibility,
response time, reproducibility, and selectivity), and the main variables affecting the results and influencing the choice
of coatings are discussed and illustrated with experiments performed during the evaluation of coatings to detect
carbon dioxide. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Quartz crystal microbalance; Piezoelectric quartz crystal; Coating

1. Introduction

Whenever the interaction between the analyte
and the crystal electrodes does not result in a
significant mass change, a coating must be ap-
plied. The interaction between the coating and the
analyte may just involve an absorption process, or
chemical interactions may take place, which can
be described by adsorption, chemisorption or co-
ordination chemistry. A stronger interaction is
associated with better selectivity, although re-
versibility is poorer [1].

Often, the mechanism of the interaction be-
tween the coating and analyte is unknown [2], and

coating selection has been largely empirical [3].
Sensitivity, response time, and reversibility need
to be evaluated by the observation of the results
obtained from tests conduced under specific ex-
perimental conditions.

Coating selection generally relies upon com-
parison of frequency decreases obtained by the
interaction between the different coatings and the
analyte. However, it is not unusual to see in the
literature comparisons between ratios of the ob-
served frequency decrease and coating amount,
obtained from single experiments with each coat-
ing. Without a coating procedure capable of as-
suring reproducibility, these observations have
limited value. Temperature and flow rate are
among the other parameters that can influence the
results.

* Corresponding author. Tel.: +351 34 370722; fax: +351
34 370084; e-mail: mtgomes@dq.ua.pt
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Although the choice of coating is one of the
most important steps in the development of a
sensor, the basic parameters that sustain the
choice are usually allied to a high variability or
obtained after unavoidable assumptions. The
main characteristics influencing the performance
of the sensor, as well as the basic assumptions,
will be reviewed and critically discussed. Contri-
butions to this discussion can be found dispersed
in the literature, but different issues, some re-
ported here for the first time, are illustrated with
examples obtained during the choice of coating
for a quartz crystal to detect CO2.

2. Experimental

2.1. Apparatus

The crystals were coated on one side with a
commercial air-brush (Badger 200), in front of
which rotated a plate with orifices to hold the
crystal upright. After coating, the crystal was
introduced into a glass cell through which a con-
stant nitrogen flow of 50 cm3 min−1, controlled
with a variable area flowmeter (Cole Parmer), was
maintained. Both the spraying device and the
glass cell are described elsewhere [4].

In all the experiments, CO2 was injected,
through an Omnifit (ref. 3301) septum injector,
into the nitrogen flow, before the crystal cell. The
syringes were SGE (Scientific Glass Engineering)
gas tight, with a valve.

The piezoelectric crystals were 9 MHz (SI-
WARD), the frequency was monitored with a
universal counter board (Keithley MetraByte),
and the data were stored in ASCII file format.

The images of the surface of the crystal were
obtained with an Jenaphot 2000 (Zeiss) optical
microscope, coupled to an Quantimet 500 (Leica)
image analyser.

2.2. Reagents

1,2-Diaminoethane (Fluka 03550), diethylene-
triamine (Riedel de Häen 15918) and tri-
ethylenetetramine (Merck 814392) were dissolved
in acetone (Merck 14). N,N,N¦,N¦-tetrakis (2-hy-

droxyethyl) ethylenediamine (THEED) (Fluka
87600) and tetramethylammonium fluoride te-
trahydrate (TMAF) (Aldrich 10,721-2) were dis-
solved in ethanol (Merck 11727). Nitrogen was R
grade and carbon dioxide was N45, both from
ArLı́quido.

3. Sensor performance characteristics dependent
on the coating

3.1. Stability

The coating must not evaporate and must be
stable in the working environment when free of
analyte.

Often, the coating compound is dissolved in a
volatile solvent, before the coating application,
and complete evaporation of the solvent must be
accomplished before experiments can be per-
formed. Generally, a frequency stabilisation, after
a sudden rise, as shown in Fig. 1, is a good
indication of the complete evaporation of the
solvent.

However, apparent anomalies, to the best of
our knowledge, reported here for the first time,
were observed with a coating of THEED. As Fig.
2 shows, there is a frequency decrease, after the
initial frequency rise, of the coated crystal under
the nitrogen flow. In a series of 24 amines, this
behaviour was observed just with THEED, which
was the most viscous amine tested. Fig. 3 shows
the microscopic images of two different regions of
a crystal electrode (central and peripheral zones),
obtained, along with the time, after spraying with
a solution of 1% THEED in absolute ethanol.
Between observations, the crystal was kept in a
cell under a constant nitrogen flow of 50 cm3

min−1. The first microscopic images (Fig. 3a)
show the distribution of small drops of the coat-
ing on the crystal. These drops became less pro-
nounced with time and, as Fig. 3b shows, holes
are formed at an intermediate stage. Fig. 4 shows
the microscopic image of the same peripheral
zone of the electrode of the coated crystal, 8 days
after application of the coating, and it is clear that
no drops could be distinguished on the crystal
surface. The changes observed on the crystal sur-
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face were mainly attributed to the effect of nitro-
gen on the crystal, as no significant changes on
the crystal surface could be seen on a crystal,
coated in a similar way but kept in the absence of
nitrogen flow, even 7 h after application of the
coating.

Changes in the shape of the spray droplets,
including the appearance of hollow forms, during
the drying process have been reported, and two
stage evaporation is a common process [5]. The
first period of drying is characterised by a con-
stant evaporation rate, until a critical point is
reached where saturated conditions are no longer
maintained, and the dried shell increases with
time, causing a decrease in the rate of evapora-
tion. This is termed the falling rate period or
second period of drying [5].

The two different stages with different evapora-
tion rates could explain the two periods of fre-
quency increase that could be seen in Fig. 2. The

frequency decreasing period, in between, must be
related to coating migration, until the formation
of an uniform film from the initial droplet distri-
bution, passing through the hollow forms and
drying shell formation. In fact, Glassford [6,7]
stated that the frequency shift is proportional to
the ratio of the kinetic energy of the deposit to
that of the bare crystal. Since the velocity in a
liquid deposit decreases with distance from the
crystal surface, the mean velocity of the droplet,
and hence its kinetic energy and induced quartz
crystal microbalance (QCM) response, will be less
than for the uniformly distributed material.

3.2. Sensiti6ity

Sensitivity must be evaluated comparing the
responses of different coated crystals for the same
analyte concentration. Fig. 5 shows the frequency
decrease observed when 5 cm3 CO2 were injected

Fig. 1. Frequency of a crystal (uncoated crystal frequency=8862.294 kHz) recorded at 2.5°C, after spraying with a solution of 1%
(v/v) 1,2-diaminoethane in acetone.
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Fig. 2. Frequency of a crystal (uncoated crystal frequency=8865.778 kHz) recorded after spraying with a solution of 1% (w/v)
THEED in ethanol.

over crystals coated with various amounts of di-
ethylenetriamine and triethylenetetramine. The
spray coating allows enough reproducibility to
compare sensitivities of different coated crystals
and, as shown, the responses to CO2 correlate
with the amount of coating for both coated crys-
tals. The crystal coated with triethylenetetramine
shows, for the same quantity of CO2, a greater
frequency decrease than the one coated with di-
ethylenetriamine, as the number of amino groups
in a molecule of the former is greater than in the
latter.

However, sensitivity is closely influenced by
coating stability, and, for experiments where coat-
ing migration takes place, it changes with time.

Sensitivity variations with time were observed
during experiments in which a crystal coated with
THEED was kept under a nitrogen flow, and a
sequence of injections of CO2 were performed into
the nitrogen stream that reached the coated crys-
tal. After coating, both the time elapsed and the

frequency of the crystal have been recorded.
Then, 5 cm3 CO2 have been injected, and the
corresponding signal measured. After complete
recover from the interaction with CO2, the fre-
quency of the crystal could be measured again,
and the process repeated several times. For these
experiments, sensitivity was defined as the fre-
quency decrease due to the CO2 injection (Hz),
divided by the frequency change induced in the
crystal by the THEED coating (Hz). Fig. 6 shows
both the sensitivity variations with time, and the
frequency changes of a crystal coated with
THEED. This limited long term stability does not
necessarily invalidate the use of the coated crystal
for quantitative work, as, for limited periods, the
sensitivity of the coated crystal, especially if
coated a long time ago, can be constant [8].

Even if constant stability and sensitivity with
time can be assured, as in the previously reported
experiments involving crystals coated with TMAF
for CO2 monitoring [9], sensitivity comparisons
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between different coatings is not a straightfor-
ward task. Several instrumental variations can
influence the observed frequency shifts due to the
interaction between the coating and the analyte,
as no calibration of the experimental apparatus is
possible. Besides, reproducible results can only be
obtained if the coating application can be repro-
duced, which is highly dependent on the coating
method used [4], and can not be guaranteed with
syringe, dropping, or smearing applications.

Comparison of the responses obtained by the

interaction of a known quantity of analyte with
crystals of different coatings are often made with
a single coated crystal for each coating com-
pound, although replicates are generally obtained
after repeated contact between the same coated
crystal and the analyte. This procedure obviously
does not show the possible variation due to the
coating application processes which would proba-
bly invalidate any future comparisons. Besides,
even if a reproducible method to coat the crystal
is used, reproducibility can, in principle, only be

Fig. 3. Microscopic images (magnification ×54) of the central and peripheral areas of the electrodes of a crystal coated with
THEED kept under a nitrogen flow of 50 cm3 min−1 for: (a) 10, (b) 20, and (c) 158 min.
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Fig. 4. Microscopic image (magnification ×54) of the same
peripheral area of the electrodes of the same crystal as in Fig.
3 kept under nitrogen for 8 days.

The sensitivities of crystals, coated with differ-
ent compounds, are often represented as a func-
tion of the amount of coating, which for most
coating application methods is unknown. The
amount of coating is then calculated by the Sauer-
brey equation, which is only valid for rigid thin
films, and does not include any parameters related
to the different film properties.

Sensitivity is highly dependent on temperature,
and, as Fig. 7 shows, decreases with it, for an
exothermic adsorption process. The magnitude of
the frequency shifts also depends on the flow rate,
as can be seen in Fig. 8, and on the cell design
[10].

3.3. Re6ersibility

Reversibility depends on the energy involved in
the interaction between the coating and the ana-
lyte. As far as selectivity is concerned, specific
chemical reactions or chemisorption are preferred.
However, the analytes are then strongly and often
irreversibly bonded, So, for reversibility, weaker
adsorptive interactions are preferred. Obviously,
the conflicting requirements lead to a compromise
solution.

Fig. 9 shows the frequency signal observed for
two crystals, one coated with diethylenetriamine,
and the other with THEED, when 5 cm3 CO2

were injected into the nitrogen flow of 50 cm3

min−1. The amount of coating was not the same
on both crystals. The amounts of coating, that
allowed the observation of comparable frequency
decreases for both crystals, were chosen. In spite
of the observed frequency decrease, the slow re-
covery of the crystal coated with diethylenetri-
amine impairs its use as a sensor. In fact, under
the same circumstances, the crystal coated with
diethylenetriamine does not recover from a fre-
quency decrease of 82 Hz in 70 min, while a
crystal coated with THEED shows complete re-
cover, after a signal of 93 Hz, in 185 s.

As Fig. 10 shows, an increase in temperature
increases the rate of desorption, although, as men-
tioned above, for exothermic processes, the ob-
served responses are smaller. There are, however,
some other situations reported, in which the ob-
served frequency shifts do not arise just as a

assured for coating compounds with similar phys-
ical properties. It is also known that, for instance,
in cases where adsorption is the phenomenon
responsible for the interaction between the coat-
ing and the analyte, the frequency shifts, observed
after contact of the coated crystal with a known
quantity of analyte, increase with the amount of
coating just until saturation of the surface of the
crystal. Therefore, the function that can describe
the responses of each coated crystal to a known
amount of analyte, versus coating amount, needs
to be known.

Fig. 5. Frequency decrease of crystals coated with different
amounts of triethylenetriamine and diethylenediamine, with
injections of 5 cm3 CO2.
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Fig. 6. Sensitivity to CO2 and frequency of a crystal coated with THEED, under a nitrogen flow of 50 cm3 min−1, at a constant
temperature of 44.0°C.

response to mass changes, but where phase
changes take place, as a result of the interac-
tion between the coating and the analyte [9],
and where temperature effects are more com-
plex.

An increase in the flow rate generally de-
creases the recovery time, although it can also
increase coating volatility and affect sensitivity.
Some situations, where the recovery processes
require special treatment, show no effect for the
flow rate on the crystal recovery. Crystals with
mercury amalgamated onto gold electrodes, that
require a temperature around 170°C to clean
them [11], are a well known example.

3.4. Response time

Sensitivity and response time are also contra-
dictory requirements. If the interaction phe-
nomenon is ruled by penetration and diffusion
of a gas, long response times are expected.

Flow rate affects the magnitude of the re-
sponse, as is shown in Fig. 8, and, therefore,
response time is flow dependent. As tempera-
ture also affects the frequency shift, which de-
creases with increasing temperature for an
exothermic process, such as the interaction be-
tween THEED and CO2, a variation in re-
sponse time is expected after temperature
changes.

3.5. Reproducibility

Reproducibility is mainly dependent on the
coating application and stability, as well as on
sample introduction, and measurement tech-
nique.

Sample introduction can give rise to pressure
and flow variations, and can influence the fre-

Fig. 7. Observed frequency decreases when 5 cm3 CO2 were
injected over crystals coated with THEED, kept at a con-
trolled temperature.
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Fig. 8. Frequency decrease of a crystal coated, on one side,
with THEED, after an injection of 3.0 cm3 CO2 at different
nitrogen flows.

interference is confirmed, physical or chemical
traps must be added to the methodology. As an
example, it can be said that THEED is at least 10
times more sensitive to SO2 than to CO2. How-
ever, the SO2 interference was successfully elimi-
nated, and the crystal could be used to determine
CO2 in wine, if a drop of H2O2 was added to 10
cm3 of the sample [14].

4. Concluding remarks

The performance of a QCM is totally depen-
dent on the coating of the crystal. In spite of the
major importance of the choice of the coating
material, this selection is subjected to enormous
experimental variability and unavoidable assump-
tions. However, every day, new coatings are pro-
posed to solve old or new analytical problems,
and a careful investigation of the parameters to be
taken into account in coating selection and, most
of all, honest consideration of the variations and
assumptions that influence the results are needed.quency measured. Stockbridge [12] showed that,

with the admission of a gas, the frequency of a
crystal would increase linearly with the pressure,
due to the effects of hydrostatic pressure on the
elastic moduli of quartz, and would decrease lin-
early with the half power of the pressure, due to
the shear impedance of the gas. Besides, the vis-
cosity of most liquids can change over several
orders of magnitude in the range of pressures of
interest for most applications [13], and an increase
in the frequency of the coated crystal is generally
observed with the sample introduction in FIA
experiments [14]. A positive pulse observed when
CO2 was injected into the nitrogen flow is shown
in Fig. 11. It can be seen that the pressure pulse is
effectively separated from the signal, with the
insertion of a 264 cm long coil, between the
injecting port and the crystal cell.

3.6. Selecti6ity

Selectivity is often limited on these sensors, and
tests for suspected interferences need to be per-
formed. The tests should be run for the maximum
expected content of each compound, and if an

Fig. 9. The shape of the frequency signals observed when 5
cm3 CO2 were injected over two crystals coated with diethylen-
etriamine and THEED, respectively.
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Fig. 10. Frequency changes observed during the complete
process of adsorption/desorption for crystals coated with
THEED, at several temperatures.

Fig. 11. The pressure pulse observed during the injection of 5
cm3 CO2. Time zero was assigned to the beginning of the
frequency decrease signal.

Stability is not influenced just by the vapour
pressure of the coating compound, but also by the
coating methodology used and by the viscosity of
the applied layer. Experimental parameters such
as temperature, flow, and sample introduction
need to be carefully controlled, as they affect the
frequency of the crystal itself, as well as the
interaction between the coating and the analyte.

Ultimately, the best coating depends on the
specific application, and, for CO2, we have found
that crystals coated with THEED were more sen-
sitive than the ones with TMAF, although the
coating was more stable for the latter [9]. We can
recommend crystals coated with TMAF for analy-
sis where quantification is necessary, and longer
stability if calibration is demanded, and THEED
for detection of trace amounts.
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Abstract

A recently developed methodology for the determination of ion exchange equilibrium constants has been applied
to ion exchange systems of 1:2 stoichiometry. Potentiometric titrations with variable ionic strength were carried out.
Ionic medium titrations were performed for the estimation of the liquid junction potential. The modified Bromley’s
methodology and the Wilson model were used for the estimation of the activity coefficients of the species in the
aqueous and resin phase, respectively. A modification of the Henderson equation is used for the estimation of liquid
junction potentials in the mixtures including 1:2 electrolytes. Equilibrium constants for the H+/M2+ (M=Mg, Ca,
Sr and Ba) exchange systems in the strongly acidic resins Dowex CM-15 and Dowex C650 were studied. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Ion exchange equilibrium constants; Potentiometry; Ionic strength; Methods of calculation

1. Introduction

Determination of ion exchange equilibrium
constants is usually performed by means of two
experimental methodologies: the batch method
and the column method. Both can be considered
as expensive methodologies, since the amount of
chemicals needed is large and the time necessary
for reaching equilibrium and for the subsequent
analysis is long.

Our workgroup has recently presented a new

methodology for the determination of ion ex-
change equilibrium constants based on the poten-
tiometric titrations technique [1]. It was applied to
the determination of thermodynamic equilibrium
constants for ion exchange systems of 1:1 stoi-
chiometry: equilibria between the proton form of
the resin and the alkaline metals for strong acidic
resins were studied at 25°C. Potentiometric titra-
tions gave faster results and saved a great amount
of chemicals, since many experimental data can be
obtained with one experiment.

The main problem arising from the application
of potentiometric titrations to the determination
of ion exchange equilibrium constants is that the

* Corresponding author. Tel.: +34 9 44647700, ext. 2397;
fax: +34 9 44648500; e-mail: qapbobrg@lg.ehu.es
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so called constant ionic medium methodology
cannot be applied, since strong electrolytes com-
monly used as ionic media are not inert for non
highly selective ion exchangers. This means that
the activity coefficients of the species in solution
will change during the titration and that the esti-
mation of the liquid junction potential cannot be
performed by making use of the approximation of
Biedermann [2–4]. The applied methodology re-
lates the emf value measured in these potentio-
metric titrations with variable ionic strength to
the activity of the species in the solution by means
of the following equation:

E=E0+g log {H+}+Ej (1)

where E0 is the standard potential of the electro-
chemical cell and the liquid junction term Ej is
estimated using the modification of the Hender-
son equation recently developed by our work-
group [5]:

Ej= −g
%
i

(zi/�zi �)li({i }2−{i }1)

%
i

�zi �li({i }2−{i }1)
log

%
i

�zi �li{i }2

%
i

�zi �li{i }1

(2)

Subscripts ‘1’ and ‘2’ in Eq. (2) refer to the
reference electrode and test solutions, respectively,
of the corresponding electrochemical cell. It has
been experimentally proved that Eq. (2) is useful
for estimating the liquid junction potential in
mixtures of electrolytes of 1:1 stoichiometry [1,5].
The stoichiometry of the electrolytes is important
for the estimation of the ionic conductivities (li),
since conductivity (which was estimated in this
case by means of the extended Falkenhagen equa-
tion [6,7]) depends directly on the stoichiometry
of the electrolytes in solution. On the other hand,
the estimation of the liquid junction potential by
means of Eq. (2) requires knowledge of the activ-
ity and concentration of all ionic species in solu-
tion. Because of this, mass-balances of the ion
exchange equilibria have to be solved at the same
time as Eq. (1), in order to obtain the value of the
proton concentration from the emf experimental
value. Equations used for the estimation of li are
in Appendix A.

Activities are used in Eqs. (1) and (2) and, thus,
the estimation of the activity coefficients has to be
performed. The activity coefficients of the species
in the aqueous phase are estimated using the
modified Bromley’s methodology (MBM) [8–10],
which can be used in the molar concentration
scale:

log gM= −
A(zM)2I1/2

1+I1/2

+%
X

�
B: MX

(�zM�+ �zX�)2

4
[X]

�
(3)

where

B: MX=
(0.06+0.6BMX)�zMzX��

1+
1.5

�zMzX� I
n2 +BMX (4)

Eqs. (1)–(4) relate the emf value experimentally
obtained to the concentrations and activity coeffi-
cients of the species in the aqueous phase. The
determination of the thermodynamic equilibrium
constants requires a knowledge of the concentra-
tions and the activity coefficients of the species in
the resin phase. Concentrations in this phase can
be related to those in the aqueous phase by means
of the mass-balance equations of the system. On
the other hand, the activity coefficients can be
estimated using the so called Wilson model
[11,12], which proposes the following dependence
of the activity coefficient on the concentration:

ln fH=1− ln (xH+xMlHM)

−
� xH

xH+xMlHM

+
xMlMH

xHlMH+xM

�
(5)

ln fH=1− ln (xHlMH+xM)

−
� xHlHM

xH+xMlHM

+
xM

xHlMH+xM

�
(6)

In the present study, this methodology is ex-
tended to ion exchange systems with 1:2 stoi-
chiometry. The ion exchange equilibrium
constants of two non selective cationic resins,
Dowex CM-15 and Dowex C650, are determined
for the system H+/M2+ (M=Mg, Ca, Sr and
Ba). The suitability of Eq. (2) for ion exchange
systems of 1:2 stoichiometry was previously stud-
ied by carrying out the corresponding ionic
medium potentiometric titrations.
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2. Experimental

2.1. Resins

Dowex CM-15 (macroporous, 15% DVB) and
Dowex C650 (monoporous, 10% DVB) are
strongly acidic resins with sulphonate as the active
group. Both were washed with water and treated
with HCl (Normasolv, 35%) to excess in order to
ensure the proton form. The resins were finally
washed with water and kept completely swollen.
The swollen resin was weighed after air drying for
the experimental work.

Characterization of the resins was performed
following the methods described elsewhere for the
determination of the densities in the proton form
[13] and the water content [14]. The exchange
capacity (qmax) was determined by means of a
batch methodology and by potentiometric titra-
tions, adding known amounts of alkaline hydrox-
ide solutions. The results are given in Table 1.

2.2. Ionic medium potentiometric titrations

Potentiometric titrations were carried out by
measuring the emf of the following electrochemi-
cal cell:

Double junction reference electrodes Ag�AgCl
(Metrohm 6.0726.100) and glass electrodes
(Metrohm 6.0101.000) were used. Two kind of
test solutions were used.

2.2.1. HCl solutions
Deionized MilliQ water (75 cm3) were titrated

with 0.4 mol dm−3 HCl (Fluka, p.a.) solutions.
These titrations were performed for M=Mg, Ca,
Sr and Ba. Thus, the only difference between
titrations was the composition of the bridge solu-
tion and the internal solution in the reference
electrode. The bridge solutions were prepared
from MgCl2 (Fluka, BioChemika Mikroselect),
CaCl2 ·2H2O (Fluka, BioChemika Mikroselect),
SrCl2 · 6H2O (Fluka, Chemika puriss., p.a. ACS),
and BaCl2 ·2H2O (Fluka, Chemika puriss., p.a.,
ACS). All solutions were prepared in MilliQ wa-
ter. The internal solutions were prepared adding
AgCl to aliquots of the corresponding bridge
solution.

2.2.2. Mixtures of HCl and MgCl2
MilliQ water was titrated with two solutions of

0.4 mol dm−3 HCl and 0.4 mol dm−3 MgCl2.
The solutions were added from independent bu-
rettes following different addition phases during

Ag�AgCl�MCl2 0.1 M, AgCl sat.
(3)

��MCl2 0.1 M
(1)

��test solution
(2)

�G.E. (7)

each titration. HCl only was added in the first
phase, whereas further phases included simulta-
neous addition of both HCl and MgCl2. The final
solutions obtained in the titrations were 0.02 mol
dm−3 in HCl and 0.01 mol dm−3 in MgCl2,
approximately. In this case MgCl2 was the elec-
trolyte in the reference electrode.

Titrations were carried out using an automated
system developed in this laboratory [15]. The elec-
trochemical cell was inserted in a thermostatic
bath at 25.090.1°C. The signals from the elec-
trodes, preamplified by an operational amplifier in
order to get an adequate electric signal, were
measured by a Hewlett-Packard HP-EI326B volt-
meter incorporated into a VXI data acquisition
system connected to the computer. The voltmeter

Table 1
Characteristics of the resins

Dowex CM-15 Dowex C650

qmax (mmol g−1) 3.4690.053.4390.07
28.190.9Water content (%) 28.691.0

0.62090.005Dry resin density rA,d
a (g 0.73990.006

cm−3)
0.55290.0020.56290.003Swollen resin density rA,s

b

(g cm−3)
1.2990.02Density of the volume 1.3190.02

change of the solution
rB

c (g cm−3)

a rA,d=g dry resin per cm3 dry resin.
b rA,s=g dry resin per cm3 swollen resin.
c rB=g dry resin per (cm3 water and resin-cm3 water added).
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has a resolution of 5 1/2 digits within the mea-
surement range 91 V, and it was programmed to
perform 100 real measurements in 1 s with a
theoretical precision of 915 mV. The mean of
these measurements is calculated, and when the
S.D. of the emf (i.e. the mean of the obtained
means) over a pre-set period of time (about 6
min) was less than 0.04 mV, an instruction for a
new addition was given by the computer to the
burette. Addition of the titrants was performed
using Metrohm 665 automatic burettes connected
to the computer via a RS-232C interface. Each
titration took around 24 h, and all of them were
carried out at least twice.

2.3. Ion exchange potentiometric titrations

The same electrochemical cell in the same ex-
perimental set-up was used. In this case, the test
solution was a known amount of resin in the
proton form, between 0.10 and 0.80 g, in 75 cm3

of MilliQ water, which was titrated with 0.2 mol
dm−3 MCl2 solutions. The titrations were per-
formed for M=Mg, Ca, Sr and Ba. Each titra-
tion took around 40 h and all of them were
carried out at least three times. The metal in the
reference electrodes and in the titrant solutions
was the same in every case and all metal solutions
were prepared from the chemicals described
above. All the metal solutions in this study were
standardized following the usual titrimetric meth-
ods [16].

3. Results and data treatment

3.1. Ionic medium potentiometric titrations

Fig. 1 shows the results of one titration for
CaCl2 and BaCl2 solutions in the reference elec-
trode. Similar curves were obtained for the other
titrations of H2O with HCl using MgCl2 or SrCl2
solutions in the reference electrode, and for the
titrations of H2O with HCl and MgCl2. The valid-
ity of the model for the liquid junction term in
Eq. (2) was tested by checking the nernstian be-
haviour of the system. This kind of verifying
calculations have been used by Fiol et al. [17].

Fig. 1. Titrations of H2O with HCl for reference electrodes
containing solutions of CaCl2 and BaCl2.

Checking of the nernstian behaviour of the
system is performed by rearranging the terms in
Eq. (1):

E−Ej=E0+g log {H+} (8)

The variable (E−Ej) can be calculated using Eq.
(2), since the concentration of all the ionic species
in solution and all the necessary parameters for
the Bromley and Falkenhagen models are known.
The plot (E−Ej) versus log {H+} should give a
straight line whose ordinate is the standard poten-
tial of the electrochemical cell and whose slope
should be 59.16 mV. Eq. (A2) in Appendix A is
used for the titrations with HCl only. The corre-
sponding plots obtained from a titration for each
system are presented in Fig. 2.

On the other hand, Eqs. (A3), (A4) and (A5) in
Appendix A are applied to the titrations with
mixtures of HCl and MgCl2 in order to estimate
the conductivity of the ions. Fig. 3 shows the
plots of Eq. (8) for two titrations of this kind.

Table 2 presents the results of the linear corre-
lations for a titration in each case. Taking into
account that most of the titrations showed a
nernstian behaviour and that the Sr and Ba sys-
tems showed very slight deviations from the value
g=59.16 mV, the model was taken as valid for
the estimation of the liquid junction potentials in
this kind of systems.

Table 3 contains the values of the proton con-
centrations and activities and of the liquid junc-
tion potential for some points of a titration with
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Fig. 2. Test of the nernstian behaviour of the titrations of H2O
with HCl for reference electrodes containing solutions of MCl2
(M=Mg, Ca, Sr and Ba).

exchange system in Dowex C650. The same kind
of plots were obtained for the other systems in the
study.

The mathematical treatment of these titrations
was performed following the methodology previ-
ously reported [1]. This included the correction of
the solution volume using the densities rA,d, rA,s

and rB of the resin (see the definitions in Table 1).
The activity coefficients of the species in the
aqueous phase were estimated directly in the mo-
lar concentration scale by means of the MBM.
The BMX values used in this study are 0.121
(MgCl2), 0.101 (CaCl2), 0.089 (SrCl2), and 0.066
(BaCl2) [9]. Values are given in dm3 mol−1. The
activity coefficients of the species in the resin
phase were estimated using the Wilson model
following Eqs. (5) and (6). The interaction
parameters lHM and lMH are estimated together
with the thermodynamic equilibrium constants,
since no information about these systems has been
found in the literature.

In this case, the mass-balance equations of the
whole system can be written as follows:

proton: qmaxgres+h060=qHgres+ [H+]6tot (9)

metal: cMCl2
6=qMgres+ [M2+]6tot (10)

resin: qmax=qH+2qM (11)

chloride: 2cMCl2
6+h060= [Cl−]6tot (12)

where 6 is the volume of the titrant added, 60 is
the initial volume in aqueous phase (corrected
with the values of the densities), 6tot is the total
volume and qi is the number of moles of the i
species in the resin phase per g. h0 Is the initial
concentration of protons in solution. Eqs. (9)–
(12) can be rearranged and [Cl−], [M2+], qH and
qM can be expressed as a function of the proton
concentration. The other quantities are known,
except h0.

The liquid junction potential in Eq. (1) was
estimated using Eq. (2). Estimation of the ionic
conductivities in Eq. (2) was performed using Eqs.
(A3), (A4) and (A5) proposed in Appendix A.
The activity coefficients in Eqs. (2), (A3), (A4)
and (A5) were estimated using the MBM.

On the other hand, the slightly acidic emf value
(between 60 and 130 mV) obtained in the initial
points of the titrations was interpreted proposing

CaCl2 solution in the reference electrode, in order
to show the concentration interval in which the
proposed model can be applied. As can be seen,
the liquid junction potential value is high and
cannot be considered negligible. The interval of
proton concentration is that used in the ion ex-
change potentiometric titrations.

3.2. Ion exchange potentiometric titrations

As an example, Fig. 4 shows the profiles of two
of the titrations obtained for the H+ –Sr2+ ion

Fig. 3. Test of the nernstian behaviour of the titrations of H2O
with HCl and MgCl2.
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Table 2
Results of the correlation of Eq. (8)

g (mV) E0 (mV)Reference solution Titrant r

395.790.459.190.2HCl 0.99947MgCl2
59.390.1 396.690.2CaCl2 0.99974HCl

0.99991398.590.158.9490.09HClSrCl2
58.890.3 397.990.4BaCl2 HCl 0.99919

59.390.3 398.290.8MgCl2 0.99790HCl+MgCl2

an initial proton concentration (h0) for each sys-
tem [1]. In this case, the h0 value was obtained
from Eqs. (1) and (2) considering the initial solu-
tion of each titration as a very dilute one. In this
situation, the activity coefficients of the species
are equal to unity and the conductivities are the
limiting ones found in Ref. [18]. Thus, Eqs. (1)
and (2) can be rearranged and the following ex-
pression is obtained:

0KM
H =

[H+]2(gH)2(xM)( fM)
(xH)2( fM)2[M2+](gM)

(15)

The molar fractions in the resin phase, the
metal concentration in the aqueous phase, and the
activity coefficients in both the aqueous and resin
phases can be expressed as a function of [H+] and
h0, using the mass-balance equations and the ex-
pressions of the activity coefficients previously

log h0=

E−E0

g
+

l0
Mg ref

M −2l0
Clg

ref
Cl

2l0
Mg ref

M +2l0
Clg

ref
Cl

× log
l0

H+l0
Cl

2[MCl2]ref(l0
Mg ref

M +l0
Clg

ref
Cl )

1−
l0

Mg ref
M −2l0

Clg
ref
Cl

2l0
Mg ref

M +2l0
Clg

ref
Cl

(13)

where E is the experimental emf value of the first
point in each titration (no MCl2 is added yet) and
the term ‘ref’ referres to the bridge solution in the
reference electrode.

3.2.1. Calculation of the ion exchange equilibrium
constant

There is no available program to perform the
mathematical treatment of these data. Because of
this, an iterative method had to be developed for
taking into account the variation of the ionic
strength in the estimation of the liquid junction
potential and the activity coefficients. The Nlreg
program (P.H. Sherrod, Nonlinear Regression
Analysis Program, Nashville, 1991–1995), which
permits the resolution of iterative calculations,
was used in order to perform the calculations.

The equilibrium in the titration cell and the
corresponding ion exchange equilibrium constant
are:

2RH+M+ X R2M+2H+ (14)

reported. Therefore, all the variables in Eq. (15)
can be expressed as a function of [H+] and the
unknown parameters 0KH

M, E0, lHM and lMH.
As it can be seen, the dependence of 0KH

M with
the proton concentration is complicate, since the
mass-balance equations and expressions for the
activity coefficients have to be considered. Be-
cause of this, the following iterative method is
proposed. The terms in Eq. (15) are rearranged as
follows:

y=0KM
H (xH)2( fH)2[M2+](gM)

− [H+]2(gH)2(xM)( fM)=0 (16)

Initial values of the unknown parameters of the
system are given in the input, so the roots of Eq.
(16) can be solved, and the values of [H+] are
obtained for these initial values of the parameters.

Once the proton concentration is known, the
emf value of the aqueous solution is estimated
following Eqs. (1) and (2) and using the parameters
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Table 3
Values of liquid junction potential and proton concentrations and activities throughout a titration with CaCl2 in the reference
electrode

102 [H+] (mol dm−3) 102 {H+} (mol dm−3)6 (HCl) (cm3) E (mV) Ej (mV)

0.257 −52.70.272200.260.50
238.69 1.07 0.964 −38.92.00

−34.62.222.57264.225.00
4.83 4.0410.00 281.536 −34.1
6.85 5.6215.00 288.456 −34.7

7.018.65 −35.6293.0220.00
−36.48.2525.00 294.88 10.3

Emf data were obtained with S.D.s lower than 90.04 mV.

values initially proposed. The emf value calcu-
lated, Ecalc,i, is then compared with the emf exper-
imental value, and the sum of squared absolute
errors in the potential is calculated:

Uabs+ %
Np

i+1

(Ecalci,i−Eexp,i)2 (17)

where Np is the number of experimental points.
The capacity of the Nlreg program is used to

try different values of the unknown parameters in
order to obtain the minimum Uabs value. The
calculation is repeated until this minimum value is
obtained. The values of the parameters used in
this case are taken as the valid ones.

The parameters were calculated taking into ac-
count all the valid titrations for each system.
Results of the fits (values of the thermodynamic

equilibrium constant, the Wilson parameters and
the statistical results) for Dowex CM-15 and
Dowex C650 are shown in Table 4. Values of E0

are not shown since they varied for each titration.
As an example, Fig. 5 shows the distribution of
errors for the system H+ –Ca2+ in Dowex C650.
This kind of distributions were obtained for all
the systems in the study.

4. Discussion

A method previously reported [1] for the deter-
mination of thermodynamic equilibrium constants
of ion exchange systems of 1:1 stoichiometry has
been applied to 1:2 systems. The method is based
on the potentiometric titrations technique without
constant ionic strength.

The use of a variable ionic strength during the
titrations is necessary since the ion exchangers
studied are not highly selective resins. The conse-
quent variation of the activity coefficients is con-
sidered using the MBM. On the other hand, the
estimation of the liquid junction potential has
been performed using a slightly modified model of
that previously used [1,5], since it is based on the
estimation of the ionic conductivities of the ions
in solution, which depends on the stoichiometry
of the electrolytes. These changes have been estab-
lished based on experimental potentiometric titra-
tions without ion exchanger, but unfortunately it
has not been possible to apply the model here
obtained to the emf data obtained from the po-
tentiometric titrations with constant ionic

Fig. 4. Potentiometric titrations obtained for the H+ –Sr2+

system in Dowex C650. The legend indicates the resin weight
in the proton form.
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Table 4
Thermodynamic equilibrium constants and Wilson parameters for the H+–M2+ ion exchange system in Dowex CM-15 and Dowex
C650

lMH lMH Np sTOT
aResin M2+ 0KH

M

0.370.0290.02 110Dowex CM-15 0.5390.02Mg2+ 0.1690.01
0.390.1 0.590.2 99 0.62Ca2+ 2.190.2

0.561190.690.10.290.1Sr2+ 2.790.2
2.090.3 1.090.1 55 0.56Ba2+ 3.590.4

660.390.1 0.61Dowex C650 0.690.08Mg2+ 0.3690.07
110 0.27Ca2+ 0.3790.07 0.2790.04 0.690.1

0.581100.1590.070.890.2Sr2+ 3.890.3
0.790.2 0.190.1 110 0.64Ba2+ 5.690.6

a sTOT=
'Uabs

Np

−Nk; Uabs= %
Np

i=1

(Ecalc,i−Eexp,i)
2.

strength, since 1:2 strong electrolytes are rarely
used as ionic medium.

The selectivity of the ion exchangers is usually
represented by means of the equilibrium quotient
of the systems defined as

KM
H =0KM

H

( fH)2

fM

=
[H+]2(gH)2(xM)

(xH)2[M2+](gM)
(18)

In this study, the equilibrium quotient of the
systems cannot be directly obtained from the ex-
perimental results, since the whole mathematical
treatment has to be performed in order to know
the concentrations in each phase. Nevertheless,
the equilibrium quotient values have been calcu-
lated from the values of the thermodynamic equi-
librium constants and the Wilson parameters
shown in Table 4. Fig. 6 shows the plots of the
calculated equilibrium quotients for the H+ –
M2+ ion exchange equilibria in Dowex CM-15
and Dowex C650 versus the metal molar fraction
in the resin. The variation of the equilibrium
quotient with the metal concentration in the resin
phase shows that the selectivity depends on the
composition and the activity coefficients of the
species, since these are the variables present in Eq.
(18). In general, the selectivity in these systems
increases with the ionic radius of the ion
exchanged.

Table 5 presents the values found in the litera-
ture for the Wilson parameters for H+ –M2+

systems in strongly acidic cation resins with
sulphonate as the active group. The number of

parameters is small for performing comparisons
with the results obtained here. The Wilson
parameters obtained in this study do not show
clear trends, therefore the relationships between
the values of the Wilson parameters and the ions
in this study cannot be ascertained.

Application of the potentiometric titrations
technique has allowed the fast determination of
the thermodynamic equilibrium constants of eight
ion exchange systems. Chemicals and time have
been saved, but it should be stressed that this
determination is based on the simplicity of the
mass-balance equations of the system. Further

Fig. 5. Error distribution for titrations of Dowex C650 in the
proton form with CaCl2.
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Fig. 6. Equilibrium quotient vs. metal concentration in the
resin phase for H+ –M2+ equilibria in Dowex CM-15 (a) and
Dowex C650 (b).

BMX interaction parameter of the
MBM
intermediate term in the MBMB: MX

cMCl2
concentration of the titrant
solution

E emf value of the electrochemical
cell

E0 standard potential of the electro-
chemical cell

Ecalc calculated emf value
experimental emf valueEexp

Ej liquid junction potential
fi activity coefficient of i in the resin

phase
g 59.16 mV
G.E. glass electrode
gres resin weight
h0 initial concentration of protons
{i } activity of i species
[i ] concentration of i species
I ionic strength

equilibrium quotientKM
H

0KM
H ion exchange thermodynamic equi-

librium constant between H+ and
M+

Nk number of parameters
Np number of points per g resin
q = (�zMzX�(lM

0 +lX
0 ))

/((�zM+�zX�)(�zX�lM
0 +�zM�lX

0 ))
qi mol Ri per g resin

ion exchange capacity of the resinqmax

r correlation coefficient
Uabs sum of squared absolute errors

volume of titrant added6
60 initial volume of titration

total volume of titration6tot

xi molar fraction of i in the resin
phase

y function of the constant
equilibrium

zi charge of i
gi activity coefficient of i in the

aqueous phase
g ref,i activity coefficient of i in the ref-

erence electrode solution
li molar conductivity of i
l0,i limit conductivity of i

Table 5
Values of the Wilson parameters for strongly acidic sulphonate
resins

ReferenceResin System lij lji

Lewatit SP120 [21]H–Mg 0.003413.41
Dowex HCR-3 2.52 0.397H–Ca [11]

complication of the aqueous phase under study
(i.e. complexation equilibria of the metal) would
probably require a robust calculation program for
solving the mass-balance equations.

5. List of Symbols

0.5115 at 25°CA
parameter of the extended Falken-a
hagen equation
parameters of the extendedB, B1, B2

Falkenhagen equation
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lij Wilson parameter between i and j
in the resin phase
conductivity of a solutionL
limiting conductivity of anL0

electrolyte
dry resin densityrA,d

swollen resin densityrA,s

solution volume change densityrB

sTOT S.D. of the fit
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Appendix A. Estimation of the ionic conductivities
li

Eq. (2) has been proved for 1:1 electrolytes
[1,5]. Due to the different stoichiometry of the
electrolytes used in this study, the model for the
ionic conductivities in Eq. (2) has to be repro-
posed. The model is based on the extended
Falkenhagen equation for the conductivity of a
pure electrolyte [6,7], applied to 1:2 electrolytes:

L=
�
L0−

B2
{MX2}

1+Ba
{MX2}

n
�

1+
B1
{MX2}

1+Ba
{MX2}

e(1−
q)Ba
{MX2}−1

(1−
q)Ba
{MX2}

n
(A1)

where {MX2} is the activity of the electrolyte
MX2 on the molar scale. The values of the
parameters B and B2 are 0.570 l1/2 mol−1/2 Å−1

and 157.5 l1/2 s cm2 mol−3/2 for 1:2 electrolytes
[18]. Values of B1 in l1/2 mol−1/2 are −0.691 for
MgCl2, −0.7014 for CaCl2 and SrCl2, and −
0.707 for BaCl2 [19]. The values of the a
parameters used in this study are 5.2 Å for
MgCl2, 5.0 Å for CaCl2, 4.2 Å for BaCl2 [20],
and 4.6 Å for SrCl2 [21]. The applicable range

of the extended Falkenhagen equation can cover
up to 5.0 mol dm−3 concentration in the best
case.

Division of Eq. (A1) into two terms corre-
sponding to each ion is based on the suggestions
by Robinson and Stokes [18]. These authors
suggested the division of the conductivity into
two ionic contributions using the simpler On-
sager’s equation. This can be accomplished using
the limiting conductivity of the ion instead of
that of the electrolyte and by division of the
terms expressed as a sum of different contribu-
tions of both ions. The following equations are
proposed for the ionic conductivity of individual
ions:

lM=
�

l0
M−

2
3B2
{MX2}

1+Ba
{MX2}

n
�

1+
B1
{MX2}

1+Ba
{MX2}

e(1−
q)Ba
{MX2}−1

(1−
q)Ba
{MX2}

n
lX=

�
l0

X−
1
3B2
{MX2}

1+Ba
{MX2}

n
�

1+
B1
{MX2}

1+Ba
{MX2}

e(1−
q)Ba
{MX2}−1

(1−
q)Ba
{MX2}

n
(A2)

The values of the ionic limiting conductivities
used in this study are 349.81 (H+), 53.05 (Mg2+

), 59.50 (Ca2+), 59.45 (Sr2+), 63.63 (Ba2+), and
76.35 (Cl−) [18]. The values are given in S cm2

mol−1.
Eq. (2) allows the estimation of the liquid

junction potential of any pure electrolyte solu-
tion if all the parameters for the estimation of
the activity coefficients by the MBM, and for
the estimation of ionic conductivities by the ex-
tended Falkenhagen equation are known. The
situation is more complicated if electrolyte mix-
tures are considered: modelling the conductivity
of a mixture of electrolytes (with a minimum of
three ions) is difficult due to the lack of selectiv-
ity of the technique. For example, the division
of the extended Falkenhagen equation expressed
in Eq. (A2) is not applicable to electrolyte
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mixtures, since the specific counterion correspond-
ing to the ion under study is not known.

In this study, the model proposed for ionic
conductivities of ions in a mixture of 1:1 elec-
trolytes is adapted to the presence of 1:2 elec-
trolytes and was tested empirically. The model
can be easily explained for a mixture of HCl and
MgCl2: the mixture can be considered as a sum of
the two initial pure electrolyte solutions, HCl and
MgCl2, and the conductivity of the ions in these
initial solutions can be expressed by means of Eq.
(A2). These equations are rewritten taking into
account the activity of the ions instead of that of
the electrolyte, so the conductivity of the ions are
related to their own concentrations and activity
coefficients.

In the case of the proton, the conductivity lH is
due to the initial HCl solution, since the other
solution does not contain protons. Therefore, the
parameter a used in the equation of lH is that
corresponding to HCl. The same criterium is used
for the magnesium, so the conductivities of H+

and Mg2+ in the mixture will be:

lH=
�

l0
H−

1
2B2
{H+}

1+BaHCl
{H+}

n
×
�

1+
B1
{H+}

1+BaHCl
{H+}

e(1−
q)BaHCl
{H+}−1

(1−
q)BaHCl
{H+}

n
(A3)

lMg=
�

l0
Mg−

2
3B2MgCl2


{Mg2+}

1+BMgCl2
aMgCl2


{Mg2+}

n
×
�

1+
B1MgCl2


{Mg2+}

1+BMgCl2
aMgCl2


{Mg2+}

e(1−
q)BMgCl2
aMgCl2


{Mg2+}−1

(1−
q)BMgCl2
aMgCl2


{Mg2+}

n
(A4)

The contribution of the chloride in each of the
initial solutions is estimated in the same way, but
the conductivity of the chloride in the mixture is
taken as the sum of the contributions of both
initial solutions multiplied by the fraction of chlo-
ride of each initial solution in the mixture. Eq.
(A5) is therefore proposed.

lCl=
[H+]

[H+]+2[Mg2+]

×
�

l0
Cl−

1
2B2HCl


{Cl−}

1+BaHCl
{Cl−}

n
×
�

1+
B1HCl


{Cl−}

1+BHClaHCl
{Cl−}

e(1−
q)BHClaHCl
{Cl−}−1

(1−
q)BHClaHCl
{Cl−}

n
+

2[Mg2+]
[H+]+2[Mg2+]

×
�

l0
Cl−

1
3B2MgCl2


{Cl−}

1+BMgCl2
aMgCl2


{Cl−}

n
×
�

1+
B1MgCl2


{Cl−}

1+BMgCl2
aMgCl2


{Cl−}

e(1−
q)BMgCl2
aMgCl2


{Cl−}−1

(1−
q)BMgCl2
aMgCl2


{Cl−}

n
(A5)
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Abstract

A rapid, sensitive and selective flow-injection colorimetry method is proposed for the determination of trace
amounts of nitrite. It is based on the nitrite’s catalytic effect on the oxidative coupling of N-phenyl-p-phenylenedi-
amine with N,N-dimethylaniline to produce a green dye (lmax=735 nm) in the presence of bromate. The change in
absorbances of the dye were monitored in continuos flow mode. Linear calibration curves were obtained for the
nitrite concentration range 2.0–100 ng ml−1. The proposed method had a low detection limit (0.6 ng ml−1) and high
sample throughput (approximately 30 samples h−1). The RSD for 10 and 50 ng ml−1 nitrite were 2.4 and 1.3%
(n=10), respectively. The method has been successfully applied to the determination of nitrite in river water samples.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Nitrite determination; Catalytic analysis; Flow injection analysis; N-phenyl-p-phenylenediamine; N,N-
dimethylaniline; Bromate

1. Introduction

Nitrite is toxic in animals and humans, and
serves as a reactant with amines or amides to
form toxic nitroso compounds [1]. It exists in
nature as a result of the incomplete oxidation of
ammonia or reduction of nitrate. The use of
nitrate and/or ammonium salts as fertilizers in
agriculture has increased the nitrite concentration

in surface and subsurface water. The presence of
nitrite in natural water gives an indication of
pollution and eutrophication. Nitrite is also used
as a food preservative. Thus the determination of
trace amounts of nitrite is of importance, particu-
larly in the fields of environmental and food
chemistry.

Many methods for determining nitrite by pho-
tometric, fluorimetric and chemiluninescent detec-
tion have been reported using batchwise and
flow-injection procedures [2–18]. Some methods
are based on the stoichiometric reactions of nitrite

* Corresponding author. Fax: +81 857 315109; e-mail:
nakano@fed.tottori-u.ac.jp

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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with organic compounds such as rhodamine 6G,
L-tyrosine and 4-nitroaniline [2–11]. The kinetic-
based methods are attractive for the determina-
tion of nitrite at trace levels. Several kinetic
methods have recently been reported for nitrite
determination based on its promoting, accelerat-
ing or catalytic action on indicator reactions
[2,12–20]. Although these methods have a high
sensitivity, they suffer from some interfering ions.

The color formation of N-phenyl-p-phenylene-
diamine (PPDA) with N,N-dimethylaniline
(DMA) in the presence of an oxidant has already
been used as an indicator reaction for the sensitive
catalytic determination of vanadium [21], iron [22]
and copper [23]. The present authors found that
this coloration is also catalyzed by trace amounts
of nitrite in the presence of bromate. This paper
describes a colorimetric flow-injection determina-
tion of nitrite based on its catalysis of the reac-
tion. Under optimum conditions, nitrite in the
range 2–100 ng ml−1 can easily be determined
with a sampling frequency of about 30 h−1 and
an RSD of 2.4% at the 10 ng ml−1 level (n=10).
The selectivity of the method is satisfactory
EDTA is used as a masking agent for interfering
ions.

2. Experimental

2.1. Reagents

All chemicals used were of analytical-reagent
grade and all solutions were prepared with deion-
ized water obtained from a Milli-Q purification
system (Millipore).

A standard nitrite solution (1.0 mg ml−1) was
prepared from sodium nitrite (Wako Junyaku)
dried at 105°C. The working standard solutions
were prepared daily by diluting the standard solu-
tion with water.

PPDA, from Aldrich, was used as received. A
2.0×10−4 mol l−1 PPDA solution containing
1.0×10−3 mol l−1 EDTA (Dojindo Laborato-
ries) and 0.5% (w/v) polyoxyethylene(20) sorbitan
monooleate (Tween 80, Kanto Kagaku) was pre-
pared in 5.0×10−4 mol l−1 sulfuric acid. A
5.0×10−3 mol l−1 DMA (Wako Junyaku) solu-

tion was prepared by dissolving appropriate
amounts of the compound in 0.02 mol l−1 sulfu-
ric acid. A 0.5 mol l−1 sodium bromate solution
was prepared.

2.2. Apparatus

Fig. 1 shows the flow-injection manifold for the
determination of nitrite. It consisted of the follow-
ing components: two double-plunger micropumps
(Tokyo Rika PS-3.2W), a sixway injection valve
(Sanuki Kogyo SVM-6M2) with a loop, a circu-
lating thermostated bath (Toyo LH-l000C), a
spectrophotometer (Japan Spectroscopic
UVIDEC-320) with a 10-mm micro flow-cell (20
ml) and a recorder (Hitachi 056). All connecting
lines and the reaction coil were made from 0.5
mm i.d. Teflon tubing.

A Hitachi U-2000A double-beam spectrophoto-
meter with 10-mm cells was used for the measure-
ment of the absorption spectra. A Toa model
HM-5S pH meter was also used.

2.3. Procedure

Carrier (R1, water) and reagent solutions (R2,
bromate; R3, DMA and sulfuric acid; and R4,
PPDA, Tween 80 and EDTA) were injected into
the reaction coil at a flow rate of 0.8 ml min−1

(Fig. 1). A 188 ml sample solution containing less
than 100 ng ml−1 nitrite was injected into the
carrier stream by a loop-valve injector (S), and

Fig. 1. Flow-injection manifold for the determination of ni-
trite. R1, carrier (H2O); R2, NaBrO3 (0.5 mol l−1); R3, DMA
(5.0×10−3 mol l−1)–H2SO4 (0.02 mol l−1); R4, PPDA
(2.0×10−4 mol l−1)–Tween 80 (0.5% (w/v))–EDTA (1.0×
10−3 mol l−1); P, micropump (0.8 ml min−1); S, sample
injector (188 ml); T, thermostated bath (55°C); RC, reaction
coil (10 m); D, detector (735 nm); Rec, recorder; W, waste (pH
2.2).
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then mixed in the reagent solutions. The nitrite-
catalyzed reaction occurred in the reaction coil
(RC, 10 m) submerged in the thermostated bath
(T) at 55.090.1°C. The absorbance of the
product was measured at 735 nm.

3. Results and discussion

In the presence of bromate, PPDA couples with
DMA to form a green dye which has an absorp-
tion maximum at 735 nm and is thought to be
N-diphenylamine-N %,N %-dimethyl-p-benzoquinone
diimine-N %-ium as described previously [21]. This
color formation is catalyzed by trace amounts of
nitrite. The process may be due to the reduction
of nitrite to nitric oxide and then cycling back to
nitrite [2]. The change in the absorbance of the
green dye at 735 nm was continuously monitored
throughout this study.

3.1. Effect of flow-injection and chemical
6ariables

The flow-injection and chemical variables were
optimized by using the manifold shown in Fig. 1
and a standard solution of 50 ng ml− l nitrite.
Owing to the increase in the reaction time, lower
flow rates and longer reaction coils gave higher
heights for the baseline and peak due to the
uncatalyzed and catalyzed reactions. Since the
higher values of the baseline provided poorer
stability, the flow rate of each stream and reaction
coil length were fixed at 0.8 ml min−1 and 10 m,
respectively. An increase in sample size increased
the height and width of the peaks; a 188-ml sample
solution was introduced into the flow-line to
achieve good sample throughput. Fig. 2 shows the
effect of the reaction temperature on the uncata-
lyzed and catalyzed reactions. Raising the temper-
ature increased the height of the baseline and
peak. Having regard for the satiability of the
baseline, the reaction coil was heated at 55°C.

Fig. 3 shows the effect of pH on the rates of
uncatalyzed and catalyzed reaction in the range
1.7–3.4. Both the baseline and peak are higher at
lower pH. Taking into account the baseline stabil-
ity, the pH of the reaction mixture in the reaction

Fig. 2. Effect of the reaction temperature on the uncatalyzed
(1) and catalyzed (2) reactions. Conditions as in Fig. 1 except
for the temperature. Concentration of NO2

−, 50 ng ml−1.

coil was adjusted to ca. 2.2 by adding sulfuric acid
to reservoir R3.

The effects of PPDA, DMA and bromate con-
centrations were studied. Tween 80 which did not
affect the catalytic effect of nitrite was used for
the dissolution of PPDA because of its poor
solubility in water. Furthermore, the surfactant
suppressed the adsorption of the dye on the inner
surface of the tubing [24]. An increase in the
PPDA concentration caused an increase in the
rate of uncatalyzed and catalyzed reactions. The
peak height was almost constant at concentra-
tions above 1.0×10−4 mol l−1; the height of the
baseline began to level off at 0.5×10−4 mol l−1

PPDA. The concentration of PPDA used for the
procedure was 2.0×10−4 mol l−1. With an in-

Fig. 3. Effect of pH on the uncatalyzed (1) and catalyzed (2)
reactions. Conditions as in Fig. 1 except for pH. Concentra-
tion of NO2

−, 50 ng ml−1.
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crease in the DMA and bromate concentrations,
the rates for the catalyzed and uncatalyzed reac-
tions also increased. Taking into account the
height of the baseline and the sensitivity, DMA
and bromate concentrations were chosen to be
5.0×10−3 and 0.5 mol l−1, respectively.

3.2. Calibration graph

The calibration graphs for nitrite were pre-
pared according to the recommended procedure.
The relationship between peak height and nitrite
concentration was linear from 2.0 to 100 ng
ml−1. The detection limit for a signal-to-noise
ratio of 2 was 0.6 ng ml−1. The reproducibility
was satisfactory; the RSD for ten determinations
of 10 and 50 ng ml−1 nitrite were 2.4 and 1.3%,
respectively. The sample throughput was about
30 h−1.

3.3. Effect of di6erse ions

As reported previously [21–23], vanadium,
iron and copper catalyzed the indicator reaction
and their interference with the determination of
nitrite should be eliminated. EDTA was chosen
as a masking agent because of its small influence
on the nitrite-catalyzed reaction. The effect of
EDTA concentration up to 1.5×10−3 mol l−1

was examined in the presence of 100 ng ml−1

vanadium(V); at concentrations above 0.2×10−3

mol l−1, EDTA effectively suppressed the cata-
lytic effect of vanadium(V). Therefore the EDTA
concentration was fixed at 1.0×10−3 mol l−1;
500 ng ml−1 of vanadium(V) and iron(III), and
1000 ng ml−1 of copper(II) did not cause inter-
ference.

The effect of other diverse ions on the determi-
nation of 50 ng ml− l nitrite was studied in the
presence of EDTA. The results are summarized
in Table 1; an error of 95% is considered as
acceptable. Most ions in the table can be toler-
ated at concentrations of 1000 ng ml−1. Al-
though 100 ng ml−1 of chromium(VI) and
iron(II) gave positive errors, they did not inter-
fere at concentrations below 50 ng ml−1. The
levels of these ions normally present in natural
water samples is tolerable.

Table 1
Tolerance limits for diverse ions in the determination of 50 ng
ml−1 nitrite

Ion addedTolerance limit
(ng ml−1)

100 000 K(I), Na(I), NH4
+, BO3

3−, Cl−, ClO4
−,

NO3
−, PO4

3−, P2O7
4−, citrate, tartrate

10 000 As(V), Ca(II), Ce(III), Cr(III), Mn(II),
Se(IV), W(VI), F−, oxalate

5000 Al(III), Cd(II), Co(II), Mg(II), Ni(II)
1000 Ag(I), Ce(IV), Cu(II), Hg(II), Mo(VI),

Pb(II), Zn(II), Br−

500 Fe(III), V(V), I−

Cr(VI), Fe(II)50

3.4. Application

The proposed method was applied to the deter-
mination of nitrite in river water samples. Freshly
collected samples were filtered through a 0.45-mm
Millipore filter and kept at 4°C after the addition
of a few drops of chloroform. Determinations of
nitrite in the filtrates were carried out by using the
recommended procedure with calibration curves
and standard addition methods. The filtrates were
also analyzed by a reference method using the

Table 2
Determination of nitrite in river water samples

Nitrite in sampleb (ng ml−1)Samplea

ReferencePresent method
methodc

(II)e(I)d

17.290.1Engoji-gawa 17.490.1 18
Kyufukuro- 40.490.639.790.2 44

gawa
52.391.1 54Ohro-gawa 50.690.5

7.690.2Sendai-gawa 7.790.1 LDf

Shiomi-gawa LD9.390.19.790.1
Tenjin-gawa 58.790.256.790.4 61

a Collected at Tottori Prefecture, Japan.
b Average of three determinations.
c Photometric method using sufanilamide and N-(1-naph-
thyl)ethylenediamine.
d Working curve method.
e Standard addition method.
f Lower detection limit.
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reaction of sulfanilamide with N-(1-naph-
thyl)ethylenediamine [25]. Table 2 shows the ana-
lytical values obtained by the proposed and
reference methods. These values are consistent
with each other.

In conclusion, a combination of the nitrite-cata-
lyzed reaction with a flow-injection technique al-
lowed the simple, rapid and precise determination
of nitrite at ng ml−1 levels. This flow-injection
method is suitable for routine water analysis.
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Abstract

The use of ion-spray mass spectrometry rendered it possible to characterize the signals obtained during studies of
the polymorphism of metallothionein (MT) by reversed-phase (RP) HPLC in terms of the molecular mass. Artefact
signals due to incomplete metallation, exchange of metals with the impurities of the column stationary phase and
cross-contamination of the preparations purified by size-exclusion and anion-exchange chromatography may be
present. On the other hand, some signals in RP HPLC with UV detection considered to belong to a single species
were found to be composed of several complexes eluting precisely at the same time. On-line electrospray mass
spectrometry was used to systematize the knowledge of the MT isoforms and subisoforms by attributing to each of
the eluting peaks the molecular mass of the form involved and can be used to compare the results obtained for the
different groups. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Metallothioneins (MTs) are a group of non-en-
zymatic low molecular mass (6–7 kDa), metal
binding proteins which are resistant to thermoco-
agulation and acid precipitation [1]. The interest
in the determination and characterization of
mammalian metallothioneins (isolated from liver,

kidney and brain samples) is due to their potential
roles in homeostatic control, metabolism and
detoxification of a number of trace metals (Zn,
Cu, Cd and Hg) [2]. Metallothioneins induced by
cadmium are also thought to be involved in the
development of the resistance of human tumor
cells to anti-cancer drugs [3].

Mammalian metallothioneins exist as isoforms
that are the product of genetic polymorphism
characteristic of MT genes in animals and humans
and, consequently, they draw attention for studies
of metal-mediated gene expression mechanisms

* Corresponding author. Tel.: +33 5 59806885; fax: +33 5
59801292; e-mail: Ryszard.Lobinski@univ-pau.fr
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H. Chassaigne, R. Łobiński / Talanta 48 (1999) 109–118110

[4]. This polymorphism occurs during the evolu-
tion of a species and consists of the variation of
the primary structure of a metallothionein by
the substitution of 1–15 amino acids. Isoforms
with minor differences such as one amino acid
residue were detected as subgroups of the two
major isoforms and are termed subisoforms [5].
Whereas sequences of the major isoforms have
been decoded [6], the difficulties in the separa-
tion and identification of the minor subisoforms
are responsible for the lack of literature data
regarding their identity.

To date, characterization of MT polymor-
phism by reversed-phase (RP) HPLC has been
based on the retention time and on the intensity
of the UV absorption which has led to specula-
tive, confusing and often contradictory data be-
cause of the virtual impossibility of knowing
what species was detected. Indeed, the use of
apparently identical analytical techniques and
operating conditions (column, mobile phase)
does not seem to give similar results for samples
of the same origin [7–9]. Not only do the chro-
matograms show different morphologies but
also differ in the number of peaks observed.
The likely reason for this is the presence of
ghost peaks in the chromatograms, possibly
coming from products of oxidation (i.e. dimers
or polymerized products), from different confor-
mations, or from different metal composition
(metalloforms). The absence of standards of
sufficient and documented purity makes the un-
ambiguous identification of an MT-species in an
HPLC eluate impossible without tedious isola-
tion and off-line sequencing. Capillary zone
electrophoresis apparently offers a higher resolu-
tion [10,11] but again the spectrophotometric
detection does not allow the identification of the
eluted species.

The objective of this study was to investigate
the signals observed during the analysis of
metallothioneins by RP HPLC with UV detec-
tion by on-line pneumatically assisted electro-
spray (ion-spray) mass spectrometry (MS).
Electrospray MS in the infusion mode was pro-
posed to characterize the MT-2 isoform [12,13].

2. Experimental

2.1. Apparatus

HPLC was performed using an ABI 140C mi-
crobore syringe pump, an ABI model 112A in-
jection module and an ABI model 785A
absorbance detector equipped with a microbore
cell (Applied Biosystems, Foster City, CA).
Electrospray MS experiments were performed
using a PE-SCIEX API 300 ion-spray triple-
quadrupole mass spectrometer (Thornhill, ON).
BioToolBox software was used for the calcula-
tion of molecular masses and deconvoluting of
protein mass spectra.

2.2. Standards and solutions

Liquid chromatography grade methanol
(Sigma-Aldrich) and Milli-Q (Millipore, Bed-
ford, MA) water were used to prepare the
buffer solutions. The buffer solution was pre-
pared by dissolving 5 mmol l−1 ammonium ac-
etate in water (or in 50% methanol) and
adjusting the pH to 6.0 with acetic acid. The
buffers were sparged with helium to remove dis-
solved oxygen and thus attain a non-oxydizing
environment. This is an important consideration
in light of the observed susceptibility of MTs to
oxidise during isolation [14].

Metallothionein preparations MT-1 (94H9504)
and MT-2 (34H95161) from rabbit liver was
purchased from Sigma-Aldrich (Saint Quentin
Fallavier, France). The preparations contained
6.0% Cd, 0.6% Zn and 0.5% Cu for MT-1, and
5.3% Cd, 0.7% Zn and 0.5% Cu for MT-2, as
found by independent ICP MS analysis. Batch-
to-batch variation can be significant; the prepa-
rations should be checked for purity and fully
characterized prior to their use as standards
[15].

The stock MT solution (1 mg ml−1) was pre-
pared by dissolving 1 mg metallothionein in 1
ml water. Working solutions were prepared by
the dilution of the stock solution with water or
buffer as required. The stock solution was kept
in a fridge at 4°C in the dark.
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2.3. Chromatographic conditions

Separations were carried out using a Vydac C8

150 mm×1 mm×5 mm column. The optimized
elution program included a preconcentration step
of 2 min at 100% buffer A followed by the linear
gradient elution up to 60% buffer B within 48
min. Buffer A was 5 mM acetate buffer in water
(pH 6.0) and buffer B was 5 mM acetate buffer in
50% methanol–water (pH 6.0). The injection vol-
ume was 5 ml. The pump flow was set at 40 ml
min−1 which corresponded to a pressure of 4.5
MPa. The solutions were degassed by sparging
with helium.

2.4. Electrospray MS conditions

The column effluent at 40 ml min−1 was intro-
duced via a fused silica capillary (100 mm i.d.) that
was inserted into the ion-spray needle held at
4400 V (ion-spray voltage). The orifice potential
was set to 60 V. The mass spectrometer was
calibrated on the basis of known masses in the
range 30–3000 amu, such that the mass deviation
was B0.1 amu. The mass spectrometer was oper-
ated with a resolution such that the valleys be-
tween peaks differing by 1 m/z unit was less than
20% of the peak maximum and the peak width at
half-height was B0.8 amu. Limited range mass
spectra of 1250–1450 and 1600–1800 were ac-
quired for the Cd4–MT and Cd7–MT complexes
using a 0.5 Da step size and a dwell time of 1 ms
resulting in a scan time of about 0.8 s.

3. Results and discussion

3.1. Optimization of chromatographic conditions

Since the MT-1 and MT-2 preparations are
pure in terms of SEC and anion-exchange chro-
matography an orthogonal separation mecha-
nism—RP chromatography—was optimized. The
separation of MT isoforms is most frequently
carried out by RP chromatography between a
non-polar stationary phase (usually a covalently
bound C8 or C18 linear hydrocarbon), and a rela-
tively polar mobile phase. RP HPLC seems to be

superior to SEC and ion-exchange, because the
packing material for RP chromatography is prin-
cipally free of ligands for metals [15]. Since hydro-
phobicity of a polypeptide primarily dictates its
retention in RP chromatography, gradual elution
of individual MT isoforms of a mixture is
achieved by decreasing the polarity of the mobile
phase by the addition of methanol or acetonitrile.
Isolation of MT isoforms by RP HPLC is re-
viewed in Refs. [14,16]. Wide-bore (4–5 mm) 15–
25 cm long columns are the most frequently used.
The narrow-bore and microbore columns are ex-
pected to gain in significance soon because of
their higher sensitivity and resolution. UV detec-
tion has so far been used in the majority of
studies. A microbore column was chosen to assure
the compatibility of the separation flow rate with
those tolerated by the electrospray source.

Neutral buffers are usually used [14]. They al-
low the preservation of the native peptide confor-
mation and of the original metal composition of
the MT molecule. The UV absorbance per mass
unit is higher, separation faster, less organic sol-
vent is required and higher recoveries (\90%) are
obtained in comparison with acidic buffer sys-
tems. Acetonitrile, n-propanol and methanol are
the most common organic modifiers. The latter
was chosen because it offers the best ionization
conditions in an electrospray source. Methanol
was reported to allow the separation of MT-2 and
MT-1 on a C8 reversed-phase column with a
linear gradient to 30% methanol with a neutral
buffer [15].

3.2. RP HPLC of MT-2

Fig. 1 shows a chromatogram obtained for
MT-2 under conditions similar to those of Van
Beek and Baars [15] with UV and ESI MS detec-
tion. It shows a sharp peak eluting at ca. 22%
methanol preceded by several small signals. How-
ever, the mass spectrum taken at the peak apex
(Fig. 2a) indicates that this major peak (peak 4) is
not chromatographically pure. Actually, it is com-
posed of signals of several species in the molecular
mass region of 6700–7000 Da. Note that in con-
trast to the poorly defined Cd7–MT-2 envelope in
the infusion mass spectrum taken at pH 7 (not
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shown), the mass spectrum obtained on-line is
relatively well resolved and allows one to deter-
mine precisely the molecular masses of the eluting
Cd7 complexes.

Table 1 summarizes the molecular masses of the
rabbit liver MT isoforms calculated on the basis
of the sequences reported in the literature [17]. On
this basis, molecular masses of the Cd7 complexes
of these isoforms that are actually subject to the

separation in Fig. 1 (at pH 7.0) were calculated
using the formula: M(Cd7–MT)=M(apo–
MT)+7MCd−14MH [13]. It is surprising that
none of the molecular masses found in the mass
spectrum of the major peak corresponds to any of
the MT-2 isoforms reported in the literature; the
differences reaching several mass units. The asso-
ciation of peaks in Fig. 2a with apo-MTs on the
basis of the similarity of the intensity pattern (the

Fig. 1. Separation of MT-2 putative isoforms by RP HPLC using methanol as the mobile phase at pH 7 (1 mg injected): a, UV
detection at 254 nm; b, IS MS detection in the TIC mode. The dotted line indicates the gradient used.
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Fig. 2. Snapshots (reconstructed mass spectrum) obtained for the major peak in the chromatogram. a, Mobile phase at pH 7: (1)
Cd4Zn3–MT-2a, (2) Cd5Zn2–MT-2a, (3) Cd5Zn2–MT-2c, (4) Cd6Zn–MT-2a, (5) Cd7–MT-2a, (6) Cd7–MT-2b, (7) Cd7-MT-2c; b,
mobile phase at pH 6: (1) Cd5Zn2–MT-2a, (2) Cd6Zn–MT-2a, (3) Cd7–MT-2a, (4) Cd7–MT-2b, (5) Cd7–MT-2c; and c, mobile
phase at pH 5: (1) Cd7–MT-2a, (2) Cd7–MT-2c.

dominating MT-2a isoform) of the forms well
known in the literature [12,13,18] is not straight-
forward either. In the spectrum in Fig. 2a the
peak tentatively associated with the MT-2a iso-
form 6899 Da is not the most intense. It is pre-
ceded by several intense signals of unknown

origin that, because of the lower masses, are not
likely to be attributed to adducts with solvent
molecules. The difference in molecular mass be-
low 100 Da is also too small to consider fragment
ions resulting from the loss of N-acetylated Met
and Asp residues from the amino acid terminal of
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the protein. This is not likely to be a fragmenta-
tion attributed to the electrospray process since
the intensities of these peaks do not vary with
their charge states. Further this fragmentation
should be greatly reduced in spectra of metallated
proteins if these are ESI artefacts which is not the
case [13]. The difference between the MMT-2a of
6899 and M=6852 of the major peak which is
also too low to be attributed to the loss of a Cd
atom but matches perfectly the replacement of
one Cd atom by one Zn atom to produce a
compound Cd6Zn–MT-2a. This difference is re-
produced in the other peaks to the left of the
major peak to correspond to the compounds
Cd5Zn2–MT-2a and Cd4Zn3–MT-2a. These po-
tential artefact peaks were further studied in detail
by varying the pH of the mobile phase (and thus
the electrospray ionization).

A decrease of pH of the mobile phase to pH 6
leads to an improved mass spectrometric purity of
the Cd7–MT-2 peaks and to a decrease in the
intensities of the peaks with lower molecular
masses that confirms the above evoked hypothesis
of the presence of the mixed Cd–Zn complexes
(Fig. 2b). The three reported isoforms: Cd7–MT-
2a–c can be clearly seen with molecular masses
perfectly matching those calculated on the basis of
apo–MTs (Table 1) whereas the mixed Cd–Zn
complexes are apparently destroyed at this pH. At
pH 5 (Fig. 2c) only peaks corresponding to those
seen in the apo–MT-2 spectrum remain with sim-
ilar intensities (the Cd7–MT peak is composed
only of the two major isoforms of Cd7–MT-2a
and Cd7–MT-2c) whereas the peaks of the Zn-

containing species have disappeared completely.
The decrease in pH does not significantly affect
the retention time of the major MT peak. At pH
6 the morphology of the chromatogram is identi-
cal; but the major peak (total ion current (TIC)
mode) is more intense due to more favourable IS
ionization conditions. At pH 5, in addition to a
peak at 37 min a peak at 45 min also appears of
which the MS snapshot reproduces the pattern of
Cd4–MT-2 found by infusion ESI MS. At pH 4
the peak of Cd7 disappears. The latter results
from the loss of cadmium from the b-domain.
The peak of Cd4–MT-2 gives an MS snapshot
identical with the mass spectrum of Cd4–MT-2b
acquired in the infusion mode.

The results discussed above show that signals
obtained in UV are far from being spectrally pure.
Moreover, replacement of Cd by Zn does not
change the hydrophobicity of the complex and
they will elute at the same time. Electrospray MS
is at present the only technique that can study the
stoichiometry of these complexes in HPLC
effluents. The hypothesis of the presence of mixed
complexes is much more probable than those
assuming that electrospray ionization at higher
pH may create artefacts, or that several conform-
ers of similar hydrophobicities coelute and a de-
crease in pH simplifies the number of species
present.

Fig. 3 shows mass spectra of the minor signals
present in the chromatogram of MT-2 from rab-
bit liver. It can be seen that, despite relatively
poor abundance these spectra are of sufficient
quality to allow the determination of the molecu-
lar masses of the eluting species. The mass spec-
trometric purity of these signals is relatively good
and a major peak can usually be distinguished.
No match in terms of the metallocomplex could
be found for peak 1 which represents a species
having a M=6864.590.5 Da. Peak 2 contains
two species for which identification at this level
can be only speculative. Peak 3 contains the
fourth sequenced isoform of MT-2, MT-2d with a
molecular mass of 698991 Da, and a peak that
can be tentatively assigned to the MT-1a isoform
(M=691892 Da) that can be considered to be
an impurity of the MT-2 preparation. The two
small signals (5 and 6) after the major peak

Table 1
Molecular masses of the rabbit liver metallothionein isoforms
calculated on the basis of the sequences

Molecular mass (Da)Isoform

Cd7–MTaApo–MT

6898.05MT-2a 6125.32
6146.33 6919.06MT-2b
6155.34 6928.07MT-2c
6215.43 6988.16MT-2d

MT-2e 7014.286241.55
6145.35MT-1a 6918.08

a M(Cd7–MT)=M(apo–MT)+7MCd−14MH.
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Fig. 3. Snapshots of the peaks present in the chromatogram of the MT-2 rabbit liver preparation with methanol as the mobile phase
at pH 6 (1 mg injected): a, peak 1; b, peak 2; c, peak 3; d, peak 4; e, peak 5; and f, peak 6.

correspond to a compound with a molecular mass
of 6960 Da (not identified). Peak 6 which is not
pure in terms of mass spectrometry contains the
isoform MT-2e (M=7013.591.5 Da).

The results shown in Figs. 1–3 also show that
the separation of the individual MT-2 isoforms as
Cd7 complexes is hardly possible by RP chro-

matography with methanol as the mobile phase.
The results obtained with UV detection should
therefore be treated with caution for the possibil-
ity of different artefacts. This chromatography,
however, allows the acquisition of well resolved
mass spectra of the fully metallated forms which
is impossible in the direct mode.
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3.3. RP HPLC of MT-1

A chromatogram of the MT-1 preparation, ob-
tained under similar conditions to that of MT-2
and shown in Fig. 4a and b, is more complex than
that of MT-2 and shows several major peaks (two
of them, peaks 5 and 6, are not baseline resolved).
The morphology of the chromatogram with UV
detection is identical to that of a TIC chro-

matogram. The complex morphology of the MT-1
preparation observed with a methanolic mobile
phase is in contrast to that of Van Beek [15] who
apparently observed a single peak attributed to
MT-1. The mass spectra taken at the apex of each
of the peaks are shown in Fig. 5. Some of them
show complex mass spectra and in many of them
it is impossible to identify the prevailing form.
Note that for some isoforms the molecular masses

Fig. 4. Separation of MT-1 putative isoforms by RP HPLC using methanol as the mobile phase at pH 6 (1 mg injected): a, UV
detection at 254 nm; b, IS MS detection in the TIC mode. The dotted line indicates the gradient used.
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Fig. 5. Mass spectrometric snapshots of the peaks present in the chromatogram in Fig. 4: a, peak 1; b, peak 2; c, peak 3; d, peak
4; e, peak 5; f, peak 6; and g, peak 7.
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of an MT-1 species and an MT-2 species are very
close and the choice can be based only on taking
into account the preliminary separation on an
anion-exchange column.

The determination of molecular masses of the
eluting compounds can shed some light on the
discussion regarding the order of elution (value of
the capacity factor k %) of metallated MT-2 and
MT-1 complexes. This order was found reversed
(in comparison to anion-exchange) and this is
explained by the higher hydrophobicity of MT-2a
compared to MT-1a (based on the primary se-
quences reported by Kimura [17]). Fig. 5 corrobo-
rates the earlier observation that the form MT-1a
(M=691892 Da, peak 5) actually elutes before
MT-2a (M=6900 Da, peak 6) which claims to
reconsider the validity of the extension of the rule
that the capacity factors (k %) of peptides can be
calculated as a sum of the constituting amino
acids to metallothioneins [9]. This rule developed
for less than 20 amino acids may indeed have its
limitations for longer polypeptide chains of which
the chromatographic behaviour also depends, ap-
parently, on their conformation. Moreover, the
use of a methanolic mobile phase does not allow
one to separate MT-1a and MT-2a. What is sepa-
rated, in the literature, as MT-1 from MT-2 is
probably a mixture of other dominant MT-1 iso-
forms (M=7015.590.5 Da, peak 7) which elute
well after MT-2. No discussion is possible on the
dependence of hydrophobicity on the sequence
because the sequences of the subisoforms eluting
as peak 7 are apparently not known. Peak 4
contains the isoform known as MT-2c which has
a molecular mass of 692991 Da. The three first
eluting compounds (peaks 1–3) for which no
matches were found may be complexes with
metals other than Cd (e.g. Cu).

4. Conclusions

Ion-spray detection in RP chromatography of-
fers the possibility of precise determination of the
molecular mass of the eluting isoforms of metal-
lothioneins and should allow the systematization
of the knowledge based so far on the results
obtained with UV detection. The isoforms se-

quenced in the literature could be identified but
the number of isoforms actually present in the
MT preparations seems to be larger. Even the
peaks that appear pure in an HPLC UV chro-
matogram usually contain more than one signal.
Running chromatography at different pH with
the simultaneous monitoring of the eluting peaks
is recommended to avoid the misinterpretation of
the chromatographic snapshots because of arte-
facts due to the presence of the mixed
metallocomplexes.
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Abstract

The formation and stability of protonated spermidine and spermine–carboxylic ligand complexes (seven systems)
were studied potentiometrically (H+-glass electrode). ALHr species are formed (A=spermidine, spermine, Lz− =ac-
etate, malonate, 1,2,3-propanetricarboxylate, 1,2,3,4-butanetetracarboxylate; r=1...m+n−1, where m and n are the
maximum degree of protonation of the amine and of the carboxylic ligand, respectively), and their stability is a
function of charges involved in the formation reaction. For the equilibrium HiA

i+ +HjL
( j−z)=ALHi+ j

(i+ j−z) the
linear relationship log Kij=0.46 z (z= �i(z− j )�) was found. By means of this simple equation a mean free energy
value can be obtained per salt bridge (n), namely −DG°=5.2590.15 kJ mol−1 n−1. Species formed by the highest
charged ligands are quite stable (K\103 mol−1 dm3) and potentially play an important role in the speciation of
biofluids, as shown by speciation diagrams and simulated experiments. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Biogenic amines; Carboxylic ligands; Anion coordination chemistry; Formation constants; Potentiometry;
Speciation of biological fluids

1. Introduction

Amines are present in biofluids in quite high
concentrations. In terms of aminogroups we have
1–2, 0.1–0.05, 15–30, 0.2–0.3 mmol dm−3 in

urine, blood, sperm and sweat, respectively [1].
Among these amines, diamines (putrescine and
cadaverine), triamine (spermidine) and tetramine
(spermine), play an essential role in some impor-
tant biochemical processes (e.g. the stabilization
of DNA and RNA). From the coordination
chemistry point of view, the most interesting char-
acteristic of biogenic amines regards their high
positive charge in physiological pH conditions

* Corresponding author. Tel.: +39 90 393659; fax: +39 90
392827; e-mail: sammartano@chem.unime.it

1 Parts I and II of this series: [3,4].
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(pH is 6.1 for urine and 7.4 for blood, etc.), i.e.
they are fully protonated, whilst other amines,
such as ethylenediamine, diethylenetriamine, etc.
(general formula C(2n−2)Nn N(5n−2)), in the neu-
tral-fairly alkaline pH range are partially deproto-
nated. This means, in turn, that bio-poly-
ammonium cations exhibit high ability to interact
with polyanions. Carboxylic ligands are also
present in biofluids, and in terms of carboxylic
groups we have 3–5, 2–4 and\20 mmol dm−3

in urine, blood and sperm, respectively [1], and in
the physiological pH range they are fully deproto-
nated. Therefore, the interaction of this class of
ligands with biogenic amines represents both a
good model for studying polyamine–polyanion
complexes and an interesting real system whose
speciation must be investigated.

Recently we reported quantitative data on the
formation of polyammonium cations–polyanions
complexes [2–4], including several systems con-
taining ligands of biological interest. In these
studies, we found that ALHr complexes (A=
amine; L=polyanion; r=1...m+n−1, m and
n=maximum degree of protonation of amine and
polyanion) are quite stable, and their stability,
according to the electrostatic nature of the
bond(s), is a linear function of the charges in-
volved in the formation reaction.

As a further step in our studies on the complex-
ation ability of polyammonium cations, we report
in this paper quantitative data relative to the
systems amine (spermidine (spd), spermine
(sper))-carboxylic ligands (acetate (ac), malonate
(mal), 1,2,3-propanetri-carboxylate (tca) and
1,2,3,4-butanetetracarboxylate (btc)), in aqueous
solution, at 25°C, using the potentiometric (H+-
glass electrode) technique.

2. Experimental

2.1. Materials

Spermidine trihydrochloride and spermine te-
trahydrochloride (Aldrich or Sigma) were used
without further purification and their purity,
checked alkalimetrically, was always \99.5%. All

polyanions considered in this work (Fluka) were
used without further purification. The purity of all
the ligands, checked by potentiometric titrations,
was always\99.5%. Standard solutions of NaOH
and HCl were prepared by diluting concentrated
Fluka ampoules and were standardised against
potassium biphthalate and sodium carbonate, re-
spectively. Grade A glassware and twice distilled
water were used for all solutions.

2.2. Apparatus

The free hydrogen ion concentration was mea-
sured using two potentiometric titrators with ap-
propriate software for fully computerized
titrations. The two different equipment consist of
(a) an Amel 337 potentiometer coupled with a
Metrohm glass saturated calomel electrode mod.
6.0232.100 and (b) a Metrohm 654 potentiometer
coupled with a combination Ross type electrode
8102. The titrant was delivered by a Metrohm
Dosimat 665 dispenser. The titration program
allows the evaluation of equilibrium potential val-
ues and determines the amount of titrant based
on the actual buffering properties on the titrated
solution, so that there is a difference in pH values
of 0.05–0.08 between two successive readings; the
e.m.f. was considered to be stable when the varia-
tion was B0.1 mV within 5 min.

2.3. Procedure

Twenty five millilitres of the solution contain-
ing the polyanion and the amine hydrochloride
under study were titrated with standard NaOH
up to 80–90% neutralisation. Titrations were
performed without adding background salt in or-
der to minimize the interference of Na+ (which
forms complexes with polyanions) and Cl−

(which forms complexes with amines Section 3).
Concentrations used in the experiments were
Camine=5–20 mmol dm−3 and Canion=2.5–40
mmol dm−3 (lower concentrations for higher
charged polyanions). A separate titration of HCl
at about the same ionic strength (adjusted with
NaCl) as the sample under study, was carried
out to determine the standard electrode potential
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E0. The reliability of pH-metric measurements in
the alkaline range was checked by calculating pKw

values. A stream of purified and presaturated N2

was bubbled through all solutions in order to
exclude the presence of CO2 and O2.

2.4. Calculations

The computer program ESAB2M [5] was used
to calculate the purity of the reagents and to
refine all the parameters related to the calibration
of the electrode system. The computer programs
BSTAC [6] and STACO [7] were used to calculate
the formation constants. The ionic strength de-
pendence of formation constants was taken into
account by using the Debye–Hückel type equa-
tion [7–9]

log b= log Tb−z* 
I /(2+3
I)+CI+DI3/2

(1)

where b= formation constants; Tb= formation
constant at zero ionic strength; C=c0p*+c1z*;
D=d1z*; p*=Spreactants−Spproducts; z*=
Sz2

reactants−Sz2
products; p and z are the stoichiomet-

ric coefficients and the charges, respectively. For
the calculations performed in this work we used
the values of c0=0.10, c1=0.23 and d1= −0.1
[9]. Computer programs STACO and BSTAC are
able to perform calculations in non-constant ionic
strength. Distribution diagrams were obtained by
the computer program ES4ECI [6].

3. Results

3.1. Protonation constants

Protonation constants of carboxylic ligands
have been already reported together with Na+

weak complex formation constants [10–12], and
the relative values are given in Table 1. Protona-
tion constants of spermidine and spermine are
reported in Table 2, together with Cl− weak
complex formation constants (unpublished data
from these laboratories). Since Na+ and Cl−

complexes seriously interfere with the formation
of amine–carboxylic anion complexes, we worked

Table 1
Protonation constants of some organic anionsa and formation
constants of Na+complexes at I=0 mol dm−3 and T=25°C

p q log bpq
b

btc4−tca3−mal2−ac−

4.74 5.700 6.491 7.18
8.560 11.412 13.01

0 15.093 17.54
20.920 4

0 −0.2 0.91 1.40 1.821
1 8.677.315.661

11.56 13.9421
1 17.763

02 1.98 3.45
2 1 6.96 9.31

03 3.30

a ac−=acetate [10]; mal2−=malonate [10]; tca3−= tricar-
ballylate [11]; btc4−=butanetetracarboxylate [12].
b Log bpq refers to the reaction: pNa++Lz−+qH+=
NapLHq

( j+p−z).

in the absence of background salt. Nevertheless,
small concentrations of sodium and chloride ions
are present in solution arising from titrant NaOH
and amine hydrochloride, and the interactions of
these ions are taken into account in the
calculations.

Table 2
Protonation and chloride complex formation constants of
spermidine and spermine in aqueous solution, at 25°C and
I=0 mol dm−3

log bpq
a

q spdbp sperb

0 1 10.85 10.70
20 20.52 20.40

0 3 28.50 28.72
4 —0 35.94
1 10.651 10.58

1 2 21.19 21.09
1 3 29.51 29.87

41 — 37.47
30.2932 30.28

4 —2 38.69

a Log bpq refers to the reaction pCl−+A0+qH+=AClpHq
(q−p).

b Unpublished results from these laboratories.
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Table 3
Formation constants of protonated spermidine–organic polyanions at T=25°C and I=0 mol dm−3

log KReactionrap log b93sbq

L=ac−

1.0HA++L−=ALH011.8490.1011 1
2 21.7790.07 H2A2++L−=ALH2

+ 1.21 1
1.6H3A3++L−=ALH3

2+31 30.0790.081

L=mal2−

HA++L2−=ALH− 0.81 1 1 11.6990.09
22.2590.03 H2A2++L2−=ALH2

01 1 2 1.7
31.4190.02 H3A3++L2−=ALH3

+ 2.931 1
4 35.6790.03 H3A3++HL−=ALH4

2+ 1.51 1

L= tca3−

11.990.2 HA++L3−=ALH2−1 1 1 1.0
2.422.9590.04 H2A2++L3−=ALH2

−21 1
32.4790.02 H3A3++L3−=ALH3

01 1 4.03
37.6090.02 H3A3++HL2−=ALH4

+1 1 4 2.6
1.1H3A3++H2L−=ALH5

2+51 41.090.11

L=btc4−

HA++L4−=ALH3− 2.01 1 1 12.990.3
24.0490.04 H2A2++L4−=ALH2

2−1 1 2 3.5
33.9090.03 5.4H3A3++L4−=ALH3

−31 1
H3A3++HL3−=ALH4

0 4.11 1 4 39.7690.04
2.7H3A3++H2L2−=ALH5

+44.2490.0351 1
6 47.5290.06 H3A3++H3L−=ALH6

2+1 1.51

a Indexes refer to the reaction p(spd)+qLz−+rH+= (spd)pLqHr
(r−qz).

b uncertainties expressed as ]95% confidence interval.

3.2. Amine–carboxylic ligand complexes

The analysis of potentiometric data showed
that in all the investigated systems ALHr com-
plexes are formed with r=1, 2... n+m−1 (n and
m=maximum protonation degree of amines and
carboxylic ligands, respectively). In Tables 3 and
4, we report the formation constants of sper-
midine and spermine–carboxylate complexes, re-
spectively, both as overall formation constants
and partial formation constants, according to the
reaction (r= i+ j ):

HiAi+ +HjL(z− j )− =ALHr
(r−z) (log Kij) (2)

As expected, the most stable species are those
relative to the reaction

HnAn+ +Lz− =ALHn
(n−z) (log Kn0) (3)

In Fig. 1 we report log Kn0 versus �z �, for both
spermidine and spermine complexes. As can be

seen, quite a good linear fit, with zero intercept, is
obtained:

log Kn0=an �z � (4)

with a3=1.4190.09 and a4=1.8290.05, for the
two amines, respectively (mean deviation in
log Kn0, o=0.13 and 0.10 for spermidine and sper-
mine complexes). Besides, note that a3�

3
4a4, i.e.

positive and negative charges have approximately
the same influence on the stability of these com-
plexes. By considering all log Kij values of Tables
3 and 4 (weighing heavier the values relative to
the most important species Section 4), we found
the simple general equation

log Kij=0.46 (90.02) z (5)

where z= i(z− j ). Also in this case the fit is very
good (mean deviation in log Kn0, o=0.12), as can
be seen in Fig. 2.
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Table 4
Formation constants of protonated spermine–organic polyanions at T=25°C and I=0 mol dm−3

Reaction log Kp q ra log b93sb

L=mal2−

11.9590.11 HA++L2−=ALH−1 1 1 1.2
H2A2++L2−=ALH2

022.6790.02 2.321 1
H3A3++L2−=ALH3

+ 3.11 1 3 31.7990.02
39.6490.02 H4A4++L2−=ALH4

2+1 1 4 3.7
1.7H4A4++HL−=ALH5

3+51 43.3790.031

L= tca3−

1.9HA++L3−=ALH2−12.6190.0411 1
23.4490.02 H2A2++L3−=ALH2

−1 1 2 3.0
32.9890.02 H3A3++L3−=ALH3

01 1 3 4.3
5.5H4A4++L3−=ALH4

+41.4590.0141 1
46.2590.01 H4A4++HL2−=ALH5

2+1 1 3.85
49.8290.02 H4A4++H2L−=ALH6

3+1 1 6 2.5

L=btc4−

13.0290.08 HA++L4−=ALH3−1 1 2.31
H2A2++L4−=ALH2

2− 3.81 1 2 24.2290.04
34.1790.03 H3A3++L4−=ALH3

−1 1 3 5.4
43.0490.03 7.1H4A4++L4−=ALH4

041 1
48.5490.01 H4A4++HL3−=ALH5

+1 1 5.45
3.8H4A4++H2L2−=ALH6

2+52.7490.0161 1
H4A4++H3L−=ALH7

3+ 2.31 1 7 55.8190.02

a Indexes refer to the reaction p(sper)+qLz−+rH+= (sper)pLqHr
(r−qz).

b Uncertainties expressed as ]95% confidence interval.

As regards spermine–carboxylic ligand systems,
some species are also formed with the stoichio-
metric coefficient of the polyanion\1:
(sper)(mal)2H4

0 (ALH4
2+ +L2− =AL2H4

0; log K=
2.3); (sper)(tca)2H4

2− (ALH4
+ +L3− =AL2H4

2−;
log K=1.6) and (sper)(tca)2H6

0 (ALH5
2+ +HL2−

=AL2H6
0; log K=1.7). Also for these species the

stability follows the trend shown by Eq. (5)
(log K=0.51 z).

In Figs. 3 and 4 the speciation diagrams for two
systems, are reported. For the system H+-sper-
tca3− the most important species is (sper)(tca)H4

+

which shows a maximum formation percentage in
the range 6.5–7.2. In the system H+-spd-btc4−

Fig. 1. Log Kn0 (Eq. (3)) versus anion charge for spermidine
and spermine complexes with carboxylic ligands, at 25°C and
I=0 mol dm−3.

Fig. 2. Log Kij (Eq. (2)) versus z for spermidine and spermine
complexes with carboxylic ligands, at 25°C and I=0 mol
dm−3.
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Fig. 3. Speciation diagram for the system H+-sper-tca at 25°C
(percentages calculated with respect to sper). CNa=CCl=0.1
mol dm−3; Csper=0.5 mmol dm−3; Ctca=5 mmol dm−3.
Species: (1) ALH6

3+ (2) ALH5
2+ (3) ALH4

+ (4) ALH3
0 (5)

ALH2
−. Species with formation percentagesB5% were ig-

nored.

4. Discussion

4.1. The stability of amine carboxylate complexes

The stability of spermidine and spermine–
polycarboxylic ligand complexes is quite relevant
and follows a simple trend determined by the
charges involved in the formation reaction. By
considering the crude approximation n=z/2 (n
is the number of possible salt bridges) we have,
from Eq. (5), a mean free energy value

−DG°=5.2590.15 kJ mol−1 n−1 (6)

This value is significantly lower than that of pu-
trescine and cadaverine complexes of carboxylic
ligands [4] (−DG°=6.5 kJ mol−1 n−1), and
may account for the higher charge dispersion in
tri- and tetra- amines than in diamines. An use-
ful comparison can be made between protonated
amines and alkaline earth metal complexes [10–
12] of carboxylic ligands. The stability of Ca2+-
carboxylate complexes [10–12] can be expressed
by an equation very similar to Eq. (5):

log K(CaL)=0.60 z (5a)

(with z=2z), or

−DG°=6.8 kJ mol−1 n−1 (6a)

A similar behaviour is shown by Mg2+ com-
plexes. Therefore one can affirm, on a quantita-
tive basis, that the stability of alkaline earth and
amine-carboxylic ligand complexes is compara-
ble, (in particular as concerns diamines). If we
consider that, in the physiological pH range,
biogenic polyamines are fully protonated, this
leads to possible competition between ammo-
nium and alkaline earth cations.

4.2. Medium effects

As one can see in Tables 1 and 2, carboxylic
ligands form Na+ complexes, and protonated
amines form Cl− complexes whose stability
rapidly increases with the increase in charge.
The formation of these complexes strongly inter-
feres with the formation of amine carboxylic lig-
and complexes. In Fig. 5 we report S% (sum of

the major species is (spd)(btc)H3
− with a maxi-

mum formation percentage in the pH range 7–
7.7. By considering the formation of the other
minor species for both systems, we have a
broader pH range (�4.5–9) where the forma-
tion of amine–carboxylate complexes is highly
significant.

Fig. 4. Speciation diagram for the system H+-spd-btc at 25°C
(percentages calculated with respect to spd). CNa=CCl=0.1
mol dm−3; Cspd=0.5 mmol dm−3; Cbtc=5 mmol dm−3.
Species: (1) ALH5

+ (2) ALH4
0 (3) ALH3

− (4) ALH2
2−. Species

with formation percentagesB5% were ignored.
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Fig. 5. Sum of formation percentages versus NaCl concentra-
tion in the system H-spd-btc, at pH=7.5. Cspd=0.5, Cbtc=5
mmol dm−3. Species: (1) spd-btc-H (2) spd-H-Cl (3) btc-Na-
H.

Table 5
Percentage of diamines and triamines complexed by carboxylic
ligandsa, at different pH values, at 25°C

% TriaminespH % Diamines

11.56 8.9
10.27 12.6
10.4 11.18

a Cdiam=2.1, Ctriam=0.6, Cdicarbox=3.5, Ctricarbox=1.0 mmol
dm−3; I=0.1 (NaCl) mol dm−3.

versus − log(amine concentration), with constant
Camine/Ccarbox ratio. It is interesting to note that
even at CamineB0.1 mol dm−3, the percentage of
amine–carboxylic ligand complexes is small but
significant (Cspd=0.1 mmol dm−3, S% (spd–btc
complexes)=12).

4.3. Rele6ance of protonated amine–carboxylic
ligand complexes

The real role of these complexes in the specia-
tion of biological fluids can be studied by com-
puter simulation. As an example, we considered a
system containing di- and triamines, di- and tri-
carboxylic ligands and NaCl. Rough mean values
(by taking into account different biofluids) were
used for the concentrations of amines and car-
boxylic ligands, together with average equilibrium
constants (this work and [3]). In Table 5 we report
the results of this simulation at different pH val-
ues. As can be seen, the percentage of amines
complexed by carboxylic ligands is significant in
the whole pH range of biofluids. This is a very
simple simulated experiment, which does not take
into account the different composition of different
biofluids, and the presence of other interfering
components, but it is indicative of the importance
of considering these species.

4.4. Comparison with analogous systems

Several protonated open-chain amine–polyan-
ion complexes have been studied in these labo-
ratories [2–4] and recently the investigations
over the six-year period 1991–1996 have been
summarised in a short review [13]. In all these

percentages of Na+, Cl− and amine–carboxylate
complexes) versus NaCl concentration. As can be
seen, increasing concentrations of NaCl lead to
the formation of high percentages of Na+ and
Cl− complexes with a decrease in percentages of
amine–carboxylate species. At I=0.15 mol dm−3

(the ionic strength of blood) this decrease is of
�40%, and at I\0.6 mol dm−3 the percentage
of amine–carboxylate species becomes negligible.
At constant ionic strength (or NaCl concentra-
tion; we consider mainly this salt because it is the
principal component of most natural fluids) the
concentration of reactants plays an important
role, as shown in Fig. 6, where S% is reported

Fig. 6. Sum of formation percentages versus − log Cspd in the
system H-spd-btc, at pH=7. CNaCl=0.1 mol dm−3.
1. Mixed spd-btc species; 2. protonated spd chloride species;
3. sodium btc species.
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investigations we found a similar stability for
similar complexes (same charges in the reac-
tants). This is in agreement with the non-cova-
lent nature of the bond. The stability of some
polyazacycloalkane–polyanion complexes has
also been reported [14]. We have taken into ac-
count the stability of the complexes formed by
these cyclic amines with the carboxylic ligands
[15–17] and, by correcting log K values to zero
ionic strength [2], we obtained log K 0.5190.04
z and −DG°=5.890.5 kJ mol−1n−1, which is
in very good agreement with the value found
here Eq. (6).

4.5. Final remarks

The findings of this work can be summarised
as follows:
1. The stability of protonated spermine and

spermidine–carboxylic ligand complexes,
ALHr, is very similar to that of similar spe-
cies [2–4,13] of other open chain amines, and
also to that of some polyazacycloalkanes [14–
17].

2. Stability constants, and therefore DG° values,
can be expressed by simple linear relation-
ships, Eqs. (4) and (5), and a mean free en-
ergy value per salt bridge has been found,
which can be used as a prediction tool (Figs.
1 and 2).

3. The possible competition between protonated
bioamines and alkaline earth cations has been
demonstrated on a quantitative basis, Eqs. (6)
and (6a).

4. Medium and concentration effects, quantita-
tively reported in Figs. 5 and 6 are very im-
portant in the determination of the real
speciation of biofluids. The relevance of the
complexes formed by biopolyammonium
cation–carboxylic anion complexes is shown
in Table 5.
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S. Sammartano, Ann. Chim. (Rome) 86 (1996) 257.

[8] P.G. Daniele, A. De Robertis, C. De Stefano, S. Sammar-
tano, Miscellany of scientific papers offered to Enric
Casassas, S. Alegret, J.J. Arias, D. Barceló, J. Casal, J.
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Abstract

Since the induction of putrescine synthesis by ornithine decarboxylase (ODC) is observed in many pathological and
physiological processes, a useful and simple method to assay this enzyme activity should be an interesting tool to
quantify the biological importance of its induction. An enzymatic method to assay ODC is reported here. This
method is based on the reaction between putrescine and soya diamine oxidase. The reaction releases H2O2, which is
measured by a colorimetric method. The validation of this method showed good accuracy (9895% of recovery).
High precision and reproducibility were obtained. A linearity with a correlation coefficient of 0.999 in the range of
2.5–25 nmol was obtained. This method is also rugged and specific. The application of the assay of ODC activity
showed that it is useful as a rapid and simple tool for assaying ODC activity in vitro. Comparison with the HPLC
determination of ODC activity shows strong correlation along with the high accuracy of the two methods. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Putrescine; Ornithine decarboxylase; Enzymatic assay; Soya amine oxidase; Validation

1. Introduction

Natural polyamines (putrescine, spermidine and
spermine) were found to be essential for cell pro-
liferation and differentiation in normal and neo-
plastic tissue [1,2]. The growing importance of
these amines in different biological processes ex-
plains the effort to quantify these compounds in

different media including seminal plasma, urine,
serum and plasma [3–5].

The intracellular level of polyamines is strictly
regulated by a series of synthesis and retroconver-
sion enzymes [6]. Ornithine decarboxylase (ODC,
EC 4.1.1.17), the first enzyme in polyamine
biosynthesis, is one of the most regulated enzymes
known [7]. It is induced by many kinds of stimuli,
and its suppression by specific inhibitors or muta-
tion inhibits cellular growth and transformation.
Therefore ODC has been identified as a potential

* Corresponding author. Tel.: +32 2 6505219; fax: +32 2
6505187; e-mail: blassina@hotmail.com

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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target in the chemotherapy of cancer and parasitic
diseases [8].

This enzyme splits ornithine into putrescine and
CO2. It is the lead into the polyamine pathway
and in mammalian cells, governs the rate of syn-
thesis of polyamine.

Regarding the role of ODC, many molecules
are synthesised to inhibit its activity. This activity
was, until now, determined by using labelled or-
nithine ([14C]ornithine releases putrescine and
[14C]O2 which is assayed with a scintillator) [9,10]
or HPLC assays [11].

The methods used to assay polyamine in bio-
logical samples can be divided into two broad
categories, the chromatographic and the enzy-
matic ones. Chromatographic methods [12,13] are
widely used in polyamine studies as they allow the
separation and measurement of different types of
polyamines with excellent resolution and good
specificity. However the laborious pre-treatment
of the samples and the long analysis times make
these methods time consuming and unsuitable for
routine use.

Some enzymatic determination of total
polyamines or higher polyamines (spermine and
spermidine) based on the ability of amine oxidases
to catalyse the oxidation of polyamines have been
described [3,4,14]. Fagerström et al. [15] have
developed a chemiluminescence-based system for
the determination of polyamines in biological
samples. Although this method has the advantage
of relative simplicity, it requires an initial extrac-
tion step on silica gel. Furthermore the value
measured represents the total amount of
polyamines (putrescine+spermidine+spermine).

The goal of this study was to develop a rapid
and simple spectrophotometric method to assay
ODC activity in vitro. This method which re-
quires no initial purification of polyamines from
the samples, provides a direct measurement of the
putrescine in term of the quantity of H2O2 gener-
ated by reaction with soybean amine oxidase and
would be suitable as the basis for routine screen-
ing for assaying this polyamine in ODC test.
Endogenous polyamines are eliminated by di-
alysing the ODC proteins. This method was vali-
dated and used to measure ODC activity.

2. Materials and methods

2.1. Materials

Horse radish peroxidase type II, Escherichia
coli ODC and diaminohexane were from Sigma,
USA; 4-aminoantipyrin and tris-(hydroxymethyl)-
aminomethane were from Aldrich, Germany; phe-
nol was from Merck, Germany; putrescine,
5¦-pyridoxal phosphate and ornithine monohy-
drochloride were from Fluka-Chemika; P388D1
mouse lymphoid neoplasm cells were from ATCC
CCL-46, USA. An Ultrasphere C18 column
(250×4.6 mm i.d., 5 mm particle size) from Beck-
man (Berkeley, CA) was used for the HPLC assay
of putrescine.

2.2. Methods

2.2.1. Purification of soybean amine oxidase (EC
1.4.3.6)

The soybean amine oxidase (SAO) was purified
as described by Nikolov et al. [16]. Briefly soy-
bean (glycine max) seeds were germinated at room
temperature for 7 days in the dark. The seedlings
were blended in an equal volume of water. The
macerate was filtered and the supernatant frac-
tionated by different concentrations of ammo-
nium sulphate. The precipitates were dissolved in
a minimum of phosphate buffer (pH 7.8) and
applied to a Sephacryl S-200 column eluted with
the buffer solution. Fractions were collected and
the most active ones were pooled and desalted by
Sephadex G-25. The final purification factor was
165 with an activity of 4.4 U mg−1 of stable
lyophilised extract (1 U releases 1 mmol h−1

H2O2). The solid enzyme was stored at −25°C.

2.3. Enzymatic assay of putrescine

Putrescine was measured by a colorimetric
quantification of the H2O2 released after its oxida-
tion by SAO. The assay was performed, according
to the method of Emerson [17] adapted for the
microplate (96 wells) assay and absorbances were
read with an iEMS reader/dispenser MF. Each
well contained 230 ml reaction mixture composed
of: 50 mmol buffer Tris pH 9.5, 50 mg phenol, 40
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Fig. 1. Chemistry of the enzymatic assay of ODC activity.

mg 4-aminoantipyrin, 0.11 U SAO, 3.5 U
horseradish peroxidase and different amounts of
putrescine (from 2.5 to 50 nmol). 30 mg P388D1
cells crude extract protein were added to spiked
samples to simulate a biological medium. The
reaction starts by addition of the substrate. The
oxidation of 1 mol putrescine by SAO generated 1
mol H2O2 which reacts with 4-aminoantipyrin and
phenol by the means of horse radish peroxidase to
yield a coloured complex that absorbs at 492 nm
(reference: 690 nm).

The absorbance was determined every 10 min.
The assay was stopped at the end of the oxidation
reaction, indicated by the end of the change in
absorbances (3 h in the range of concentrations
used). The results were analysed by the Biolise
software system (version 3.6 Kinetic TechGen
International).

2.4. Ornithine decarboxylase assay

E. coli ornithine decarboxylase (0.222 mg) (4.8
mU–1 U releases 1 mmol CO2 min−1 from or-
nithine) in 100 ml buffer (20 mM sodium phos-
phate, 0.2 mM EDTA and 0.1 mM 5¦-pyridoxal
phosphate, pH 7.4) were incubated at 37°C for 5
min, then 50 ml water were added and further

incubated for 15 min. Ornithine (50 ml, 5 mM)
were added and the reaction allowed to proceed
for 30–90 min. The test was ended by heating the
mixture at 90°C for 1 min to denature the ODC
protein. The mixture (25 ml) was directly used for
the putrescine assay.

The chemistry of the enzymatic determination
of ODC activity is described in Fig. 1.

The ODC activity was also determined by using
a previously described HPLC method [11]. The
test was performed as for the enzymatic determi-
nation, but it was ended by addition of 1 ml
HClO4 (6% v/v). The assay was done after the
derivatization of putrescine as benzoyl–
putrescine.

2.5. Validation

The validation procedures were based on the
European guidelines for analytical methods vali-
dation [18]. The protocol was established to deter-
mine simultaneously the linearity, the accuracy
and the precision. The test was done on 5 differ-
ent days (1 day=1 group). The standard assays
were carried out in parallel with the biological
ones; this latter medium was obtained by spiking
putrescine with P388D1 cells crude extract which
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Table 1
Linearity

t(0.01,18) Comparison between standard andSpiked samplesStandard (n=
sample20) (n=20)

0.016590.0002Slope9S.D. (AU nmol−1) 2.56 (NS)0.015990.0001
0.02390.003 0.02590.002 0.77 (NS)Intercept9S.D. (AU)

0.999Correlation 0.999
7.6 (S) 13.3 (S)t(0.01, 18) Comparison of intercept to

0

S and NS are, respectively, significant and not significant in terms of statistics according to the Student two way test, t(0.01,
18)=2.88.

was previously dialysed to eliminate endogenous
polyamines.

The test was performed by assaying putrescine
at five different concentrations, each carried out
in quadruplicate. The precision was determined
by assaying three concentrations each carried out
eight times within a day for 5 different days.

The ruggedness was determined within a day.
Each of the values was the absorbance of wells
prepared independently.

The blank corresponds in each case to the same
mixture of reagent as the sample, excluding the
substrate, for the method described. The substrate
(putrescine) is replaced by an equivalent volume
of water or P388D1 crude extract depending on
the standard or the sample tests.

3. Results

3.1. Linearity and specificity

The regression parameters of the relationship
between the absorbances resulting from the en-
zyme reaction and various amounts of putrescine
are summarised in Table 1. The linearity was
determined in a range 2.5–25.0 nmol putrescine
for n=20. The Cochran test showed a within-as-
say homoscedasticity (Cobs=0.57BC(0.05, 4,
4)=0.63). A significant slope with a linear rela-
tion was also calculated by the F test (Fobs=
17683�F(0.05, 1, 18)=4.35).

The correlation coefficient obtained with the
standard solution and the biological samples was
0.999 for both. The intercepts obtained with the

standard and the spiked samples were statistically
different from zero. Putrescine in a biological
media was thus determined by using a standard
curve as reference. When the standard curve was
compared to the sample one, both the intercepts
and the slopes were not statistically different. The
biological medium did not interfere with the mea-
surement and, thus, allows this method to be
useful for the routine determination of ODC ac-
tivity in polyamine free biological media.

The specificity of this method was proved in
biological media, as the blank absorbances were
negligible. The substrate specificity for SAO was
also tested and it was found that the enzyme was
able to oxidise putrescine, spermidine and
propanediamine (results not shown). Spermine,
benzylamine and 1,6-hexanediamine were negligi-
bly attacked. Ornithine and glutamine were not
oxidised [16,19]. Therefore this method is useful
for the measurement of putrescine in the absence
of the other polyamines in a medium. This is
particularly the case when testing the activity of
ODC.

3.2. Reco6eries, precision and reproducibility

The recoveries were evaluated on the basis of
the parameters of the standard linear regression of
the sample for four different amounts of pu-
trescine (2.5, 5, 12.5 and 25 nmol) (Table 2). The
mean of the recovery values was 9895% with a
confidence interval from 95.6 to 100.2%.

The homoscedasticity was verified by the
Cochran test at a level of 0.01.
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Table 2
Accuracy: recoveries of spiked samples vs. the standard

xi (nmol putrescine) yi9S.D. (Abs U) Yi9S.D. (%)

95960.062090.00.2.5
5.0 0.10690.006 10197

0.22890.00412.5 9992
25.0 0.42190.006 9691

The recoveries are calculated by introducing the data of the
spiked samples in the formula of the standard linear regres-
sion. The formula used is: Yi= [(yi−a)/b ]*100/xi where a and
b are the intercept and the slope of the standard plot, respec-
tively. For each value of putrescine n=5.

practical difficulties encountered to control them
closely.

The results summarised in Table 4 show that
neither the enzyme concentration nor the total
protein amount in the media changed the ab-
sorbances obtained. However, the pH of the
medium is very important (when going from 9.5
to 10) to maintain the enzyme activity at the same
level.

At fixed pH the absorbances were independent
of the SAO activity or the protein content in the
test. At pH 9.0 the absorbances were not statisti-
cally different from those at pH 9.5, however
increasing the pH from 9.5 to 10 raised the ab-
sorbances and gave a significant difference (tobs=
22.6� tcalc=2.36) between the results.

The absorbances of the blank at pH 9 and 10
were similar, suggesting that the difference ob-
served was not due to the instability of the
reagents.

3.4. Detection and quantification limits

These limits were based on the absorbances of
the intercept considered as a blank obtained
through the validation process for the biological
samples. The detection limit was equal to three
times the S.D. of the blanks and the quantifica-
tion limit, 10 times the S.D.-blank. The detection
and quantification limits were 377 pmol and 1.26
nmol, respectively.

3.5. Application to the assay of ODC and
comparison of enzymatic and HPLC results

Fig. 2 shows that putrescine was determined
with good precision in the ODC assay by both
techniques (HPLC and enzymatic). The correla-
tion between the two methods is high and the
mean of the recoveries of enzymatic determina-
tion versus HPLC is 10597%.

4. Discussion

The validation results of the enzymatic assay of
putrescine showed that this method is an efficient
analytical tool to determine ODC activity. Good

In comparison to the within-assays errors, the
between-assays errors were not statistically differ-
ent (Fobs=1.43BF(0.05, 3, 16)=3.24); this is
tantamount to saying that the between-assays dif-
ferences were not significant.

The reliability was determined using three dif-
ferent amounts of putrescine (5, 12.5 and 25
nmol), the precision of the assay was evaluated by
assaying eight times in one assay (within-assay)
and the reproducibility in five consecutive assays
(between-assay). The results in Table 3 show good
precision and reproducibility for each amount of
putrescine.

3.3. Ruggedness

The ruggedness was determined by changing
the enzyme SAO concentration, the total protein
concentration and the pH of the medium. These
parameters were chosen in order to reflect the

Table 3
Precision and reproducibility

Putrescine (nmol) (n=40)Parameters

5.0 25.012.5

k 55 5
Mean (Abs AU) 0.0976 0.2274 0.417

2.2 3.0 2.5CV reproducibility (%) (n=
40)

0.07 0.12CV precision (%) (n=8) 0.05

The reliability is determined by using three different concen-
trations of putrescine, each carried out eight times in a day
(n=8). This experiment is repeated for 5 days (k=5).
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Table 4
Ruggedness

Parameters studied

Proteins (mg) AU Mean9S.D. (AU)SAO activity (U)

0.22890.004300.11(n=5) (pH 9.5)Control

40 0.231Samples (n=4) (pH 9.0) 0.088
0.232200.088
0.233 0.23190.0020.132 40
0.229 tobs=1.380.132 20

40 0.310Samples (n=4) (pH 10.0) 0.132
0.314200.132
0.300 0.31090.0070.088 40

20 0.3150.088 tobs=22.6

Blanks absorbances (n=4) were 0.02790.001; 0.02990.003 AU at pH 9 and 10 respectiveley. Absorbances obtained in each pH
are compared to those obtained with controls using the t-test. tcalc (0.05, 7)=2.37. The amount of putrescine for each test was 12.5
nmol.

linear correlation (0.999) together with high in-
tra-assay and inter-assay precision ensure its suc-
cess for assaying putrescine with good accuracy
(mean of 98%). The absence of a difference be-
tween the standard results and the biological
ones makes this method useful for testing ODC
activity in polyamine-free biological media, and
so the extensive purification of SAO and ODC
enzymes is not necessarily required. This conclu-
sion is in accordance with the ruggedness results,
which show that putrescine determinations are
independent of the total amount of protein and
the activity of SAO. However the pH of the
medium should be strictly controlled as it influ-
ences the absorbances obtained.

Beside the HPLC method thin-layer chro-
matography, gas chromatography, and radioim-
munoassays were also used to measure
polyamines in biological media [20–22].

The thin-layer chromatography , while sensi-
tive, has the disadvantage of being time-consum-
ing and it generates side products which have to
be discarded by pre-chromatography on silica gel
columns.

The gas chromatography spectrometry tech-
nique utilising deuterated analogues of
polyamines as internal standards is sensitive, but
requires extensive sample clean-up procedures.
Moreover the high cost of the instrument pre-
cludes its use in many laboratories.

A radioimmunoassay involving the use of anti-
spermine cross-reacting with spermidine and pure
anti-spermidine antibodies was also described
[22,23]. This method could be a useful tool for
clinical application due to its sensitivity and sim-
plicity, but up to the present no anti-putrescine
antibody has been described.

The methods used to measure polyamines were
generally developed as clinical tools for the assay
of polyamine in different biological samples
(urine, blood, seminal fluid, etc.).

Until now the conventional method used to
test ODC activity has been the determination of
[14C]O2 [10]. This method is useful for ODC as-
says both in vitro and in vivo. Although easy to
use, this labelling method requires special equip-
ment (a scintillator) and expensive labelled prod-
ucts. Besides the labelling assay of ODC, our
method is particularly adapted to assay ODC
activity in vitro. This enzyme is becoming more
and more implicated in different biological sig-
nals making it the target of growing interest for
understanding many biological processes. These
include cell proliferation, central nervous disor-
ders [24] and toxic pollution by heavy metals
[25]. Our method is a good alternative to the
above mentioned methods for micromolar assays
when putrescine is the only polyamine in the
medium.
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Fig. 2. Comparison between the HPLC and enzymatic determination of ODC activity. The test is performed in both cases by
incubating the ODC with 5 mM of ornithine for eight incubation times (from 30 to 90 min) and the amount of putrescine formed
is assayed by HPLC and enzymatic methods. The results are the mean of two and three replicates for the enzymatic and HPLC
methods, respectively. The assays are performed as described in Section 2.2.

When compared to the HPLC method (Fig.
2)—the most usual for separating and assaying
polyamines—for testing the ODC activity, our
method offers considerable convenience, in
avoiding derivatization, and multiple extractions.
Furthermore multiple samples may be analysed
in parallel. Even without automated equipment
96 samples may readily be assayed by spectrome-
try in one batch to yield results within 5 h of
ODC reaction instead of more than 48 h with
HPLC. The enzymatic method is accurate as
HPLC as it shows high linear correlation and
good recoveries for different concentrations of
putrescine. This comparison suggests that the en-
zymatic assay could validly replace the HPLC
one in the range of putrescine concentration
used.

However one has to bear in mind that the
SAO might interfere with the tested compound;
this fact must be taken into account to avoid any
erroneous conclusions. This enzymatic method
affords a rapid, simple and cheap tool for testing
ODC activity, the most important enzyme of the
polyamine biosynthesis. This approach could be
extended to other synthesis enzymes (spermidine

synthase and spermine synthase) and then ap-
plied to the test, in vitro, of new inhibitors of
polyamine biosynthesis.
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Abstract

A new potentiometric flow titration has been proposed based on the relationship of the flow rates between titrant
and sample solutions. A sample solution is pumped at a constant flow rate. The flow rate of the titrant solution is
gradually increased at regular time intervals and a flow rate for the titrant solution in the vicinity of the equivalence
point is obtained. The concentration of the sample is calculated by CS (mol l−1)= (RT (ml min−1)×CT (mol
l−1))/RS (ml min−1), where CS, CT, RS, and RT denote the unknown sample concentration, titrant concentration in
the reservoir, the flow rate of the sample solution which is a constant rate, and the flow rate of the titrant solution
at an inflection point, respectively. The potentiometric flow titration of iron(II) with cerium(IV) and of chromium(VI)
with iron(II) has been presented. The titration time of the proposed method is about 10 min per sample. An R.S.D.
of the method is 0.77% for seven determinations of 1×10−3 mol l−1 iron(II). Similarly, the flow titration of
chromium(VI) with iron(II) is carried out over the range 1×10−4–1×10−3 mol l−1 chromium(VI) and is
successfully applied to the determination of chromium in high carbon ferrochromium. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Potentiometric flow titration; Flow rate ratio; Iron(II); Cerium(IV); Chromium(VI)

1. Introduction

In titrimetric analysis, we would measure the
volume of a substance of known concentration
which is required just to react with an analyte in
a sample solution. Many redox reactions are con-
siderably more complex than acid–base ones and
are usually slow, although the applications are
versatile in analytical chemistry. A promising ap-

proach directed towards more rapid throughput is
the application of the flow injection technique to
titrimetric analysis [1].

Before flow injection analysis (FIA) was pro-
posed, Blaedel et al. [2] reported continuous flow
titration in which the flow rate of the titrant was
changed to find suitable end-point. In this
method, a manual titration curve is needed to
determine the end-point potential band under par-
ticular conditions prior to analysis. Then, the flow
rate of a titrant was controlled and kept at the
recorder potential in the end-point band and

* Corresponding author. Tel.: +81 298 536521; fax: +81
298 536503; e-mail: kawashima@staff.chem.tsukuba.ac.jp

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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reached the steady state potential. The values of
the pumping rate were read out as counts per 7.5
s. Since the pumping rate is not read out in ml
min−1, it is necessary to calibrate the pumping
rate versus the concentration of a standard solu-
tion. Fleet et al. [3] proposed a gradient titration
principle: the flow rates of the sample and the
titrant streams were kept constant, the concentra-
tion of the titrant being increased in the form of a
gradient. The resulting mixture of the titrant and
the sample, forming a continuous stream, was
monitored by an ion-selective electrode which
thus indicated the end-point of the titration. Ruz-
icka et al. [4] introduced an FIA to titrimetric
analysis in 1977. They used peak width as a
measure of the determination; the sample concen-
tration was determined by comparing the peak
width of a sample solution with that of a standard
solution. It had been possible to obtain highly
reproducible concentration gradients within a
sample zone injected into the moving stream.
Astrom [5] reported a titrimetric method for the
determinations of strong bases such as sodium
hydroxide and potassium hydroxide using peak
height as a measure of the determination. In this
case, an acid–base mixture had a linear pH re-
sponse when titrated with a strong base. There are
general remarks about these continuous flow titra-
tions given by Abicht [6] and Toth et al. [7,8].
Imato et al. [9–16] reported FIA titration using
the reaction of buffer solution with a sample
solution. These methods can be applicable to
acid–base, chelatometric and redox titrations.
Their characteristic features were pH, metal ion
and potential buffers for acid–base, chelatometric
and redox titrations, respectively. For example, an
ORP electrode and a stream of an Fe(III)/Fe(II)
potential buffer solution containing bromide ion
were used and a large transient potential change
due to bromine generated by an oxidation reac-
tion between bromide and chromium(VI) in the
presence of iron(II) was monitored [16]. However,
the methods described above require a calibration
graph prepared by using a series of standard
sample solutions. Therefore, it is worthwhile to
develop a new flow titration method without a
calibration graph from the viewpoint of analytical
chemistry. This paper describes the potentiometric

flow titration of iron(lI) with cerium(IV) and
chromium(VI) with iron(II) based on the mea-
surements of the flow rate ratio of a titrant to a
sample solution in the vicinity of the end-point.
One of the methods is successfully applied to the
determination of chromium in high carbon fer-
rochromium issued by The Japan Iron and Steel
Federation.

2. Principle

The conventional titrimetric method is that the
sample concentration is determined by the volume
ratio between the titrant and the sample required
throughout the titration. The proposed method is
based on the measurement of the ratio between
the flow rates of analyte and titrant solutions in
place of the ratio of both solution volumes. That
is, a sample solution is pumped at a constant flow
rate and the potential values of the sample solu-
tion are monitored, and then the flow rate of
titrant solution is increased at regular time inter-
vals. The potential change is recorded at each flow
rate and a differential point at the end-point is
calculated. The flow rate of titrant at the end-
point is obtained as the inflection point from the
differential curve. When the flow rate (ml min−1)
of the titrant solution at the equivalence point is
obtained, the concentration of the sample is calcu-
lated by Eq. (1):

CS (mol l−1)=
RT (ml min−1)×CT (mol l−1)

RS (ml min−1)
(1)

where CS, CT, RS, and RT denote the unknown
sample concentration, the titrant concentration in
the reservoir, the flow rate of the sample solution
which is a constant rate, and the flow rate of the
titrant solution at an inflection point, respectively.

3. Experimental

3.1. Reagents

All of the reagents used were of analytical
grade. The water used to prepare the solutions
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was purified with a Milli-Q PLUS water system
(Millipore).

Stock solutions of iron(II), cerium(IV) and
chromium(VI) (1×10−2 mol l−1) were prepared
and standardized as described previously [17–20].
Working solutions of the metal ions were pre-
pared by suitable dilution with 5×10−3 mol l−1

sulfuric acid.

3.2. Apparatus

A schematic flow diagram for the determination
of iron(II) and/or chromium(VI) is shown in Fig.
1. Two double-plunger micro pumps (Sanuki Ko-
gyo, DMX-2000) were used to propel the sample
and titrant solutions. The flow lines were made
from Teflon tubing (0.5 mm i.d.). The potential
change was monitored with a pH/mV meter
(Denki Kagaku Keiki (DKK), PHL-20) equipped
with a flow-through type platinum ORP and sil-
ver/silver chloride reference electrodes (DKK,
Model FLC-11), and traced on a recorder (Chino,
EB 22005). The pH of the sample and titrant
solution were measured with a pH/mV meter (Shi-
bata Kagaku, PH-810).

3.3. Procedure for the flow titration of iron(II)
with cerium(IV)

The pH of the iron(II) and cerium(IV) solutions
was adjusted to ca. 0 by adding the proper
amounts of 10 mol l−1 sulfuric acid. In the flow
system (Fig. 1), a sample solution of iron(II) in

reservoir S was pumped at a flow rate of 0.5009
0.002 ml min−1 and the potential values of the
solution were monitored. A titrant solution of
cerium(IV) was pumped from reservoir R and the
flow rate of the cerium(IV) solution was increased
manually by turning a counter dial on the pump.
A rapid increase in the flow rate of the titrant
(e.g. 0.4–0.5 ml min−1) was carried out in the
regions of the start and the end of the titration
and the flow rate was slowly increased by 0.01 ml
min−1 at 1 min intervals in the vicinity of the
equivalence point. The redox reaction of iron(II)
with cerium(IV) proceeded in the reaction coil
(RC, 2 m long) at room temperature. The flow
rate of the titrant at the end-point was obtained
as an inflection point from the differential curve
calculated from the titration curve.

3.4. Procedure for the flow titration of
chromium(VI) with iron(II)

The procedure was the same as described in
Section 3.3, except for the change in the flow rate
of the iron(II) solution (titrant). The flow rate of
the iron(II) solution was increased rapidly in the
regions of the start and end of the titration and
slowly increased by 0.01 ml min−1 at 1.5 min
intervals in the vicinity of the equivalence point.

4. Results and discussion

4.1. The calibration and precision of the flow
rates of the sample and titrant solutions

The calibration of the flow rates was carried
out at about 0.2, 0.5, 1, 1.5 and 2 ml min−1 as
follows. Water in the reservoirs was pumped for
10 min and the outflow water was collected in a
weighing bottle and the mass of collected water
was measured each time. The mass of water was
converted to the flow rate (ml min−1) at room
temperature. A linear relationship was obtained
between the flow rates (ml min−1) and the coun-
ter numbers (rpm) of the pumps over the range
0–2 ml min−1. The precision of the flow rates of
the sample and titrant solutions at 0.520 and
0.486 ml min−1 was 0.49% (n=5) and 0.52% (n
=5), respectively.

Fig. 1. Flow diagram of the flow titration of iron(II) with
cerium(IV) and of chromium(VI) with iron(II). S, sample
solution; R, titrant solution. The symbols P, RC, D, Rec and
W denote pump, reaction coil (2 m), pH/mV meter equipped
with an ORP electrode, recorder, and waste, respectively.
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Fig. 2. Titration curves for iron(II) with cerium(IV). (1),
titration curve; (2), differential curve. Conditions as in the text.

10−3 mol l−1 iron(II) solutions in reservoirs R
and S, respectively. All measurements were car-
ried out at room temperature.

The effect of the waiting time before changing
the flow rate of the cerium(IV) solution (R) was
examined over the range 1–2 min in the vicinity
of the equivalence point. The potential break
increased with increasing waiting time. Taking
into consideration the rapid analytical time, a
waiting time of 1 min was selected for the
procedure.

The effect of the flow rate of the iron(II) solu-
tion (S) was examined over the range 0.500–1.00
ml min−1. The end-point appeared beyond the
equivalence point with increasing the flow rate.
The relative errors of the analytical values were
0.26, 0.71, and 1.47% for 0.500, 0.750, and 1.00
ml min−1, respectively, because the redox reac-
tion could not proceed completely before the so-
lution reached the detector. Hence, a 0.500 ml
min−1 iron(II) flow rate was selected for the
procedure.

4.2.3. Determination of iron(II)
The flow titration of iron(II) was carried out

over the range 5×10−4 –2×10−3 mol l−1 at a
constant concentration of cerium(IV) (1×10−3

mol l−1). The reproducibility of the method was
satisfactory with an R.S.D. of 0.77% for seven
determinations of 1×10−3 mol l−1 iron(II) and
the recovery of iron(II) was 100–101%.

4.3. Potentiometric flow titration of chromium(VI)
with iron(II)

4.3.1. Titration cur6es of chromium(VI) with
iron(II)

The titration of chromium(VI) with iron(II)
was carried out by varying the analytical time.
When the flow rate of the iron(II) solution was
increased rapidly at the start and end regions of
the titration and slowly increased (0.01 ml
min−1 per 1.5 min) in the vicinity of the equiva-
lence point, an analytical time of ca. 12 min was
sufficient for the titration and the precision was
satisfactory. The titration curves of chromi-

4.2. Potentiometric flow titration of iron(II) with
cerium(IV)

4.2.1. Titration cur6es of iron(II) with cerium(IV)
When the flow rate of cerium(IV) solution was

stepwise increased at 0.01 ml min−1 min−1, the
titration curve of iron(II) with cerium(IV) was
obtained in ca. 50 min. From a practical point
of view, only the data in the vicinity of the
equivalence point is needed. Thus, the flow rate
of the cerium(IV) solution was increased rapidly
in the regions of the start and end of the titra-
tion and slowly increased at a flow rate of 0.01
ml min−1 min−1 in the vicinity of the equiva-
lence point. The results are shown in Fig. 2. An
analytical time of ca. 10 min was sufficient to
perform this titration with good precision. An
analytical time of ca. 10 min was chosen for the
procedure.

4.2.2. Effect of 6ariables
The optimum conditions were examined by

pumping 1×10−3 mol l−1 cerium(IV) and 1×
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um(VI) with iron(II) and the differential curves
obtained from the titration curves are shown in
Fig. 3.

4.3.2. Effect of 6ariables
The optimum conditions were examined by

pumping chromium(VI) (3.33×10−4 mol l−1)
and iron(II) (1×10−3 mol l−1) solutions in reser-
voirs S and R, respectively. All measurements
were performed at room temperature.

The effect of the waiting time before changing
the flow rate of the iron(II) solution was exam-
ined over the range 1–2 min. Although the poten-
tial break was observed at the equivalence point
for each waiting time, the reproducibility of the
method was poorer at a waiting time of less than
1 min. Thus, a waiting time of 1.5 min was
selected for the procedure.

The effect of the flow rate of the chromium(VI)
solution in the vicinity of the equivalence point
was examined over the range 0.500–1.00 ml
min−1. At a 1.00 ml min−1 flow rate for the

chromium(VI) solution, the potential values con-
tinued to decrease from the start region of the
titration to the equivalence point, because the
redox reaction could not proceed completely be-
fore the solution reached the detector. The rela-
tive errors of the analytical results were 0.60, 0.85,
and 1.50% for 0.500, 0.750, and 1.00 ml min−1,
respectively. Thus, a 0.500 ml min−1 flow rate for
the chromium(VI) solution was selected for the
procedure.

4.3.3. Determination of chromium(VI)
The flow titration of chromium(VI) was per-

formed over the range 1×10−4–1×10−3 mol
l−1. The reproducibility of the method was satis-
factory with an R.S.D. of 0.84% for seven deter-
minations of 3.33×10−4 mol l−1 chromium(VI)
and the recovery of chromium(VI) was 99–101%.

4.3.4. Interferences
The effect of diverse ions on the titration of

3.33×10−4 mol l−1 chromium(VI) with iron(II)
was examined (Table 1). The following com-
pounds and ions have no influence: NaCl, KNO3,
Mg(II) and Ca(II) (0.1 mol l−1); Cr(III), Mn(II),
Fe(III), Ni(II), Cu(II), Co(II), and Zn(II) (1×
10−3 mol l−1). Vanadium(V) and vanadium(IV)
caused serious interference in the flow titration of
chromium(VI) with iron(II). The end-point of
chromium(VI) could not be detected from the
titration curves in the presence of 1×10−4 mol
l−1 vanadium(V) or 1×10−4 mol l−1 vanadiu-
m(IV). The tolerance limits of vanadium(V) and
vanadium(IV) were 1×10−5 mol l−1,
respectively.

4.3.5. Application to ore sample
The proposed method described in Section 3.4

was applied to the determination of chromium in
high carbon ferrochromium issued by The Japan
Iron and Steel Federation. The digestion of this
material was carried out by alkali fusion [21]. The
digested solution was diluted 60 times with water
before measurement. The results obtained by the
proposed method are given in Table 2. The ana-
lytical results are in good agreement with the
certified value.

Fig. 3. Titration curves for chromium(VI) with iron(II). (1),
titration curve; (2), differential curve. Conditions as in the text.
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Table 1
Effect of diverse ions on the titration of 3.33×10−4 mol l−1 Cr(VI) with Fe(II)a

Ion or salt Concentration Cr(VI)Ion or saltConcentration Cr(VI)

Added (mol l−1)Added (mol l−1) Found (10−4 mol l−1) Found (10−4 mol l−1

V(IV) —b1×10−43.32NaCl 0.1
3.33 1×10−5KNO3 3.370.1

3.331×10−3Mn(II)3.33Mg(II) 0.1
1×10−3 3.31Ca(II) 0.1 3.32 Fe(III)
1×10−3 3.33Al(III) 1×10−3 2.28 Ni(II)

Cu(II) 1×10−31×10−4 3.35 3.35
Co(II) 1×10−3 3.333.34Cr(III) 1×10−3

Zn(II) 1×10−3V(V) 1×10−4 —b 3.33
1×10−5 3.28

a A92% error was considered to be tolerable.
b A potential break was not obtainable.

5. Conclusions

A new potentiometric flow titration has been
developed based on the relationship between the
flow rates of the sample and titrant solutions. The
flow rate of the titrant solution at the end-point
was obtained from the differential curve of the
titration curve: differentiation of the titration can
be easily calculated. The sample concentration is
calculated from the ratio of the flow rates of the
titrant and the sample solution. Note that the
proposed method needs no calibration curve pre-
pared by using a series of standard solutions. The
titration of iron(II) with cerium(IV) and of
chromium(VI) with iron(II) has been presented.
The analytical time of the proposed method was
10–12 min. The proposed method was success-
fully applied to the determination of chromium in
high carbon ferrochromium with good
reproducibility.
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Abstract

The interaction between a typical derivative of artemisinin and hemin was investigated by electrochemical and
spectroelectrochemical methods. This derivative can be reduced via hemin-catalysis at the glassy carbon electrode, the
cathodic overpotential is decreased by ca. 650 mV. A HPLC method for separating the products of the catalytic
reaction was established. They were identified either in H2O–CH3CN solution or in tetrahydrofuran, respectively. The
structures of these products show that the hemin-catalyzed decomposition of an artemisinin-type compound on the
glassy carbon or reticulated vitreous carbon electrode can be achieved by both electrochemical reduction and
rearrangement. The conclusion that the reaction of artemisinin with hemin is a critical step in the antimalarial
mechanism of artemisinin can be drawn. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Artemisinin derivative; Hemin; Decomposition mechanism; HPLC; UV-spectroelectrochemistry

1. Introduction

Malaria is one of the most widespread infec-
tious diseases in the world. Every year about 500
million people are infected by it, and over 2.7
million infected people die, most of them are
children [1]. Because of the rapidly developing
resistance of the malaria parasite Plasmodium fal-
ciparum to currently used alkaloidal drugs such as
quinine and chloroquine, new non-alkaloidal
artemisinin-type antimalarial drugs have become

increasingly important. Artemisinin (or qing-
haosu, Fig. 1a) is a sesquiterpene endoperoxide
extracted from a Chinese herbal remedy Artemisia
annua L. Structurally artemisinin is entirely differ-
ent from all previous antimalarial drugs. Its un-
conventional structure and novel mode of action
give make it particularly effective against drug-re-
sistant P. falciparum and cerebral malaria [2].

The antimalarial activity of artemisinin is
closely related to its endoperoxide bridge. The
absence of this moiety leads to complete anti-
malarial inertness [3,4]. Further studies showed
that the antimalarial action of artemisinin appears
to involve two steps [5–7]. First, the endoperoxide

* Corresponding author. Tel.: +86 25 3353198; fax: +86
25 3317761; e-mail: HYChen@nju.edu.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00230-6



H.-Y. Chen et al. / Talanta 48 (1999) 143–150144

moiety of artemisinin interacts with intrapara-
sitic heme to generate unstable free radical inter-
mediates; then the resulting free radical, or a
further rearranged radical or electrophile alky-
lates specific malaria proteins to poison the
malaria parasite. In this process the first step is
a key one. Zhang et al. [8] demonstrated that
the cleavage of the endoperoxide bridge was
caused by intraparasitic hemin via a catalytic
reduction. However, up to now the detailed re-
action process has not been reported. In this
study we used electrochemical and spectroelec-
trochemical methods and HPLC to further in-
vestigate the reaction process through the
interaction of artemisinin derivative QCOC6H5

(Fig. 1c) with hemin. The reason to choose
QCOC6H5 is that artemisinin and its common
derivatives, such as dihydroartemisinin (Fig. 1b)
and artemether, almost do not possess UV–visi-
ble absorption or fluorescent chromophores or
functional groups for determination [9].
QCOC6H5 is promising in that it gives a lot of
information on its reduced products during the
reaction process from its strong UV absorbent
group –COC6H5. In addition, QCOC6H5 itself is
a potent antimalarial agent [10] and the reaction
situation of the artemisinin derivative with
hemin will also give verification of the emerging
antimalarial mechanism.

2. Experimental

2.1. Materials

Compound QCOC6H5 was synthesized accord-
ing to the literature [10]. Its H2O–CH3CN solu-
tion was prepared by dissolving the compound
in acetonitrile, then diluting to the desired con-
centration containing 50% acetonitrile (v/v) with
pH 6.47 phosphate buffer. Its tetrahydrofuran
(THF) solution was prepared by directly dissolv-
ing the compound in THF containing 0.10 M
LiClO4 as supporting electrolyte. Acetonitrile is
HPLC reagent grade (Shanghai Ludu). The
preparation of the phosphate buffer was by mix-
ing seven portions of 0.0667 M KH2PO4 with

three portions of 0.0667 M Na2HPO4. Hemin
(purchased from Shanghai Institute of Biochem-
istry, Academia Sinica, Shanghai) solution was
made immediately prior to each experiment by
dissolving hemin in several drops of 0.25 M
NaOH, diluting this solution with phosphate
buffer, and then bringing it to pH 7.0–7.5 with
0.20 M HCl. All other chemicals are of analyti-
cal reagent grade. Deionized-distilled water was
used to prepare all aqueous solutions.

Compounds 2 and 3 (Fig. 1d and e) were
prepared according to the literature [11]. Their
characteristic values are listed as follows: Com-
pound 2: m.p. 160–163°C (petroleum ether–
ethyl acetate); [a ]D= +20.35° (c, 0.74, CH3Cl);
IR (KBr, cm−1): 1750, 1720, 1592; 1H
NMR(400 MHz, CDCl3): d 0.91(6H, t), 2.08
(3H, s), 3.93 (1H, m), 4.30 (1H, m), 6.08 (1H, d,
J=9.5 Hz), 6.30 (1H, s), 7.26–7.56 (3H, m),
8.03–8.12 (2H, m); Anal. Calc. for C22H28O6: C
68.02, H 7.26. Found: C 67.82, H 7.30%. Com-
pound 3: m.p. 97–98°C (petroleum ether–ethyl
acetate); (a)D= −56.86° (c, 0.28, CH3Cl); IR
(KBr, cm−1): 3527, 1713, 1280, 1013, 818, 714;
1H NMR (300 MHz, CDCl3): d 0.91 (3H, d,
J=6.3 Hz), 1.04 (3H, d, J=7.1 Hz), 1.55 (3H,
s), 2.75 (1H, m), 3.52 (1H, m), 5.33 (1H, s),
5.98 (1H, d, J=6.9 Hz), 7.43 (2H, t), 7.56 (1H,
t), 8.08 (2H, d, J=7.1 Hz); Anal. Calcd. for
C22H28O6: C 68.02, H 7.26. Found: C 67.74, H
7.30%.

2.2. Methods

2.2.1. Cyclic 6oltammetry (CV)
A model BAS-100B electrochemical analyzer

(BAS, USA) was used for CV measurements at
room temperature. A three-electrode cell with a
glassy carbon (GC) working electrode (3.0 mm
diameter), a platinum wire auxiliary electrode
and an Ag/AgCl reference electrode with satu-
rated KCl was employed. The glassy carbon
electrode was polished with g-Al2O3 (10 mm grit
size) and cleaned by an ultrasonic wave washer
before the experiments. All solutions were deaer-
ated with pure nitrogen. An atmosphere of ni-
trogen was maintained over the test solution
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Fig. 1. Structures of (a) artemisinin, (b) dihydroartemisinin, (c) QCOC6H5, (d) compound 2 and (e) compound 3.

and ohmic drop compensation was applied in
every experiment.

2.2.2. High performance liquid chromatography
(HPLC) analysis

A Varian 5060 LC system with a UV-100 vari-
able-wavelength detector (Varian, USA) was used
for the LC experiments. Separation was accom-
plished using a Alltech C18 absorbsphere HS
column (150×4.6 mm i.d., 5 mm particles)
(Alltech, USA). The mobile phase was phosphate
buffer–acetonitrile (35:65 v/v) at a flow rate of 1.0
ml min−1. The column temperature was kept at
35°C. The detection wavelength was 235 nm.

The bulk electrolysis of QCOC6H5 was also
performed with a model BAS-100B. The elec-
trodes are the same as that in the CV experiment.
Electrolysis potential was controlled at −0.70 V.

2.2.3. UV-spectroelectrochemistry (SEC)
In the SEC experiments, the cell container is

made of quartz (thickness 2.0 mm) and its work-
ing volume with the three-electrode system in-
serted is 560 ml. A reticulated vitreous carbon
(RVC) (Pfrizer, USA) made by cutting it into
slices was used as the working electrode (transpar-
ency 37%). The reference electrode and auxiliary
electrode were Ag/AgCl and a platinum wire,
respectively. The UV absorption spectra were
recorded on a model UV-240 spectrophotometer
(Shimazu, Japan). The applied voltage was con-
trolled by a potentiostat (XJP-821B, Jiangsu Elec-
troanalytic Instrument Factory). In every
experiment, a new RVC slice was used in case it
was blunt or contaminated.

3. Results and discussion

3.1. The reduction of QCOC6H5

The cyclic voltammogram of QCOC6H5 is
shown in Fig. 2a. Only one cathodic peak at
−1.18 V but no anodic one was observed. It
means that the reduction of QCOC6H5 is entirely
irreversible. The fact that dihydroartemisinin
(shown in Fig. 1b) also displays only one cathodic
peak near −1.0 V in same experimental condi-
tions suggests that the cathodic peak of
QCOC6H5 (at −1.18 V) is caused by the reduc-
tion of its peroxide group, rather than its car-
bonyl bond. The cathodic peak current decreased
with the numbers of cyclic scan and then reached

Fig. 2. Cyclic voltammogram in pH 6.47 phosphate buffer
containing 50% acetonitrile (v/v). Scan rate: 100 mV s−1. (a)
1.85−10−3 M QCOC6H5, (b) and (c) 1.85×10−3 M
QCOC6H5 in the presence of 1.0×10−7 and 1.0×10−5 M
hemin, respectively.
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actually a stable value. Experimental results
showed that the peak currents linearly increase
with the scan rates in the range of 50�1200 mV
s−1. This suggests that the reduction of
QCOC6H5 is an adsorption-controlled electrode
process. The pH of solution nearly has no effect
on the cathodic peak potential. However, with the
increasing ratio of aprotic solvent CH3CN in
CH3CN–H2O, the peak at −1.18 V elongates
and becomes ill-defined, and till this peak disap-
pears in CH3CN medium. It would be concluded
that the overall reaction depends upon the proton
contribution. Controlled-potential electrolysis at
−1.30 V for QCOC6H5 shows that its reduction
is a two-electron process. From the facts men-
tioned above, the electrode processes may be out-
lined as follows:

Q(–O–O–)COC6H5 �
2e, slow

Q(–O–O–)COC6H5 �
protonation, fast

Reduction Products

3.2. The reduction of hemin

A well-defined cyclic voltammogram of hemin
with a cathodic peak at −0.36 V and an anodic
peak at −0.28 V was obtained under the same
experimental conditions carried out for
QCOC6H5. The experimental result that the peak
currents are linear with the scan rates in the range
from 50 to 1200 mV indicated that the reduction
of hemin is attributed to a surface-adsorption
electrode process.

3.3. Hemin-catalyzed reduction of QCOC6H5

When hemin was gradually added to the phos-
phate buffer solution containing 1.85×10−3 M
QCOC6H5, a new cathodic peak appeared at ca.
−0.53 V (Fig. 2b). The peak current increased
with the concentration of hemin, while the origi-
nal peak current of QCOC6H5 decreased. When
the concentration of hemin reached 1.0×10−5

M, the peak of QCOC6H5 completely disappeared
(Fig. 2c). Fixing the concentration of hemin at
1.0×10−4 M and varying the concentration of
QCOC6H5 from 1.0×10−4 to 2.0×10−3 M, the
cathodic peak current increased linearly with the

Fig. 3. Absorption spectra of 2.68×10−4 M QCOC6H5.
Other solution conditions as in Fig. 2a. Applied potential:
−1.40 V vs. Ag/AgCl. Electrolysis time (min): (a) 0, (b) 1, (c)
2, (d) 3, (e) 6, (f) 9, (g) 14 and (h) 19.

concentration of QCOC6H5. Considering the peak
potential of species, it was revealed that
QCOC6H5 was catalytically reduced by hemin
with a reduction of cathodic overpotential for ca.
650 mV.

3.4. UV-SEC of interaction between QCOC6H5

and hemin

The UV-spectra of QCOC6H5 at various elec-
trolysis times are shown in Fig. 3. The adsorption
peak at 197 nm increased and the peak at 230 nm
decreased with increasing electrolysis time. It is of
interest to note that the peak at 197 nm slightly
shifts towards the long wavelength and the peak
at 230 nm slightly shifts towards the short wave-
length. At last (see curve h, electrolysis for 19
min), the peak of 197 nm shifts to 200 nm, and
the peak of 230 nm disappears. No well-defined
isobestic point was observed. It could be found
that the ‘isobestic point’ seems to be moved from
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Fig. 4. Absorption spectra of 2.68×10−4 M QCOC6H5 in the presence of 3.20×10−5 M hemin. Other solution conditions as in
Fig. 2a. Applied potential: −0.68 V vs. Ag/AgCl. Electrolysis time (min): (a) 0, (b) 2, (c) 6, (d) 10, (e) 17 and (f) 25.

M to M % (a trace of ‘isobestic point’ M can be
observed). Obviously, the structures of the prod-
ucts have a great deal of different chromophore
moieties from that of QCOC6H5. Fig. 4 is the plot
of UV-spectra of QCOC6H5 versus electrolysis
time at −0.68 V in the presence of hemin. No
obvious variation in the shape of the curve was
observed between Fig. 4 and Fig. 3, except the
relatively clear ‘isobestic point’ (area). But the
increase in the peak at 197 nm and the decrease in
the peak at 230 nm in Fig. 4 are much slower than
those in Fig. 3. This reveals that hemin can cata-
lyze the reduction (decomposition) of QCOC6H5

at a more positive potential of −0.68 V, leading
to a reduction of cathodic overpotential of ca. 650
mV. The result further verifies the conclusion
derived from CV.

3.5. HPLC separation and determination of
reduced products of QCOC6H5 6ia hemin
catalysis

In order to determine the products from the

reaction between QCOC6H5 and hemin, the
QCOC6H5 solutions containing hemin were elec-
trolyzed at −0.70 V potential (versus Ag/AgCl)
for about an hour. QCOC6H5 can not be reduced
at this potential in the absence of hemin, but can
be reduced via catalysis in the presence of hemin.
The chromatograms of the electrolyzed solution
are shown in Fig. 5a. Besides the peak with
tR=8.29 obtained from the unelectrolyzed
QCOC6H5 (Fig. 5d), a series of new peaks appear
with tR=4.06, 5.49 and 6.69 min, respectively. In
order to identify the electrolyzed products of
QCOC6H5, compounds 2 and 3 were used as
standard samples, which are the homologous
products of the pyrolysis and metabolism of
artemisinin [12–14] and also from the chemical
reaction of QCOC6H5 with FeSO4 [11]. From Fig.
5a, compared to Fig. 5b and c, it was found that
compound 2 is a product and compound 3 is not.
Other unknown products are the peaks with tR=
4.06 and 6.69.

The chromatograms of a mixed solution using
aprotic solvent THF to replace H2O–CH3CN are
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Fig. 5. HPLC chromatograms in pH 6.47 phosphate buffer containing 50% acetonitrile (v/v) for: (a) 2.10×10−3 M QCOC6H5 in
the presence of 7.50×10−4 M hemin after about 60 min electrolysis, (b) compound 3, (c) compound 2 and (d) QCOC6H5.
Electrolysis potential: −0.70 V vs. Ag/AgCl.

shown in Fig. 6a. In comparing Fig. 6a with Fig.
6b and c, it is easily found that compound 3 with
tR=2.95 and compound 2 with tR=5.42 are the
products. In addition, there are still two unknown
products with tR=4.01 and 4.47.

The peaks with tR=4.06 in Fig. 5a and with
tR=4.01 in Fig. 6a seem to be formed from an
identical substance by electrolysis. The slight dif-
ference of both retention times was probably
caused the different solvent, similar to the differ-
ence of retention time for compound 2 and that of
QCOC6H5 in Fig. 5a and Fig. 6a.

3.6. The mechanism of decomposition of
QCOC6H5 and the antimalarial action

In the presence of hemin the original cathodic
peak of QCOC6H5 at −1.18 V disappeared and a
new cathodic peak appeared at −0.53 V, which
separated the cathodic peak of hemin by 0.13 V.
The cathodic overpotential of QCOC6H5 is de-
creased by ca. 650 mV. The reduction of
QCOC6H5 is achieved with the aid of hemin.
Firstly, hemin coordinated with QCOC6H5 to
produce a complex compound and the compound
adsorbed onto the electrode surface. Then, this
compound was reduced and decomposed fast to
hemin and the reduction product(s) of QCOC6H5.
Because hemin can be regenerated via the decom-

position reaction, a great cathodic peak current
arose at ca. −0.53 V, even though at a very low
concentration of hemin, meanwhile the original
cathodic peak of QCOC6H5 disappeared.

Compounds 2 and 3 produced from the cata-
lytic reaction are the isomerization products of
QCOC6H5. It shows that the decomposition of
QCOC6H5 also includes a rearrangement process
besides the electrochemical reduction process.
From these results and the structures of isomer-
ization products of QCOC6H5, we are able to
propose the whole processes of the decomposition
mechanism of QCOC6H5 via hemin electrocataly-
sis at the GC electrode as shown as in Scheme 1.

In this scheme, the decomposition of the inter-
mediate hemin(II) ·QCOC6H5� is supposed to be
achived by further reduction into the final form
QCOC6H5 (red) and by inner electron exchange
into isomerization products. The formation mech-
anism of the isomerization products 2 and 3 can
be expressed as follows: Fenton-type cleavage of
the peroxide bridge in intermediate hemi-
n(II) ·QCOC6H5� firstly produces 4 and 6; the
radical intermediate 4 may undergo b-scission
into the primary carbon-centered radical 5 which
then forms product 2. Intermolecular hydrogen
abstraction from C-4 in another radical 6 gives 7,
8 and ultimately 3 if, in the proton solution
(H2O–CH3CN), 8 via subsequent protonation
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Fig. 6. HPLC chromatograms in THF containing 0.10 M LiClO4 for: (a) 2.10×10−3 M QCOC6H5 in the presence of 7.50×10−4

M hemin after about 60 min electrolysis, (b) compound 3, (c) compound 2 and (d) QCOC6H5. Electrolysis potential: −0.70 V vs.
Ag/AgCl.

leads to other products. Collateral evidence for
the suggested mechanism is that Fe2+ or hemin–
PhCH3SH or hemin–N-acetyl cysteine can act
with artemisinin to generate similar compounds 2

and 3 via a single electron exchange pathway in
the chemical reaction[15,16].

The antimalarial action of artemisinin may be
mediated by the hemin-catalyzed reduction of

Scheme 1.
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artemisinin into cytotoxic radical intermediates
[17,18]. Here we found that the decomposition of
an artemisinin derivative by hemin-catalysis on
the GC electrode included not only electrochemi-
cal reduction but also rearrangement. Since these
products, having lost a peroxide group, appear in
the rearrangement process, the intermediates
which poison the malaria parasite by alkylating its
specific proteins were also probably produced via
a rearrangement reaction. Thus, the rearrange-
ment reaction may be an important step in the
antimalarial process.

In summary, from the above studies, we found
that QCOC6H5, a potent antimalarial derivative
of artemisinin, can be reduced by hemin-catalysis.
In the reduction process the appearance of a new
cathodic peak and the disappearance of the origi-
nal cathodic peak was observed, which is similar
to the hemin-catalyzed reduction of its parent
artemisinin [8]. Such a similarity further supports
current views that the antimalarial action of
artemisinin may initiate the interaction with the
intraparasitic hemin, also showing that QCOC6H5

and artemisinin probably share a common mode
of action. Two products from the electrocatalytic
reaction, and the homologues of metabolism of
artemisinin as well, were found and identified.
The structures of these products imply that the
hemin-catalyzed decomposition of artemisinin-
type compounds on the GC electrode comprises
two pathways: electrochemical reduction and re-
arrangement. These results are helpful in under-
standing the antimalarial mechanism of
artemisinin-type compounds at the molecular
level.
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I-98166 Messina (Vill. S. Agata), Italy

Received 23 February 1997; received in revised form 9 June 1998; accepted 17 June 1998

Abstract

By reaction between the anion of mellitic acid (benzenehexacarboxylic acid) and some protonated linear polyamines
(diethylenetriamine, triethylenetetramine, tetraethylene–pentamine, pentaethylenehexamine, spermidine, and sper-
mine), fairly insoluble complexes have been obtained, with the general formula (amine)x(mellitate)H6 (diethylenetri-
amine and spermidine, x=1; triethylenetetramine and spermine, x=0.75; tetraethylenepentamine, x=0.6 and 0.8;
pentaethylenehexamine, x=0.5). Ks0 values for these complexes have been determined at I=0 mol dm−3 and
T=25°C (log Ks0 ranges between −48.2 and −56.6). The solubility has been studied as a function of pH and of
ionic strength. The thermal analysis, performed using air or argon flow, showed that all the solids behave in a similar
way. In the range 20–120°C the loss of hydration water occurs, and in the range 150–350°C the first step of non
oxidative decomposition takes place, with complete decomposition at 650°C in air flow, whilst in argon flow the
decomposition is still incomplete at 900°C. Preliminary results of a parallel diffractometric study are also reported.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Amino–mellitate complexes; Solubility; Thermal analysis; Anion coordination chemistry

1. Introduction

Anion coordination chemistry, which studies
the interactions of the anions with cationic or-
ganic ligands constitutes the minority of all the
thermodynamic data on the formation of complex
species reported in classical compilations [1–5].

Papers on the interactions between inorganic and
organic anions with macrocyclic amines [6–12]
and with open chain amines [13–16] have been
published.

Anion coordination chemistry and its applica-
tions are also the subject of some quite interesting
reviews [17–20]. Recently, literature data concern-
ing the formation of ligand–ligand complexes be-
tween linear polyamines and anions of organic
and inorganic acids have been reviewed [21], iden-

* Corresponding author. Tel.: +39 90 391354; fax: +39 90
392827; e-mail: derobertis@chem.unime.it

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00232-X



R. Curini et al. / Talanta 48 (1999) 151–162152

tifying regularities between the complex formation
constant values and the charges involved in the
formation reactions, for the different classes of
ligands. The stability of these kind of complexes
varies, in terms of formation constants, from ap-
proximately 1 to 1010 mol−1 dm3, as a function of
the charges of the reactants involved in the forma-
tion reaction [21]. When the anion is benzenehex-
acarboxylic acid (hexacharged anion), only the
formation constants with protonated di-
ethanolamine and ethylenediamine were deter-
mined [14], since, for polyamines with higher
charges, precipitation occurs, even in dilute
solutions.

No thermal stability data has been reported
until now for insoluble anion coordination com-
pounds. A study of the characteristics of these
solid compounds (stoichiometry, solubility, and
thermal stability) is reported in this paper. The
solid complexes obtained in the reaction of ben-
zenehexacarboxylic acid (mellitic acid, H6mlt)
with diethylenetriamine (dien), triethylenete-
tramine (trien), tetraethylenepentamine (tetren),
pentaethylenehexamine (penten), spermidine
(spd), and spermine (sper), were considered. Solu-
bility data were determined at 25°C.

2. Experimental

2.1. Materials and instrumentation

The solution of H6mlt was prepared from pu-
rum product (Fluka) as purchased, since its pu-
rity, checked alkalimetrically, was always
]99.2%. The solutions of polyamines were pre-
pared from the analytical grade product (Fluka),
after purification by transformation into the cor-
responding hydrochlorides [22]. Analytical grade
Fluka reagent was used for the preparation of
tetramethylammonium hydroxide (Me4NOH) so-
lution, then standardized against potassium biph-
thalate (Fluka puriss). The AgNO3 solution was
prepared from C. Erba RP reagent and potentio-
metrically titrated with standard NaCl, prepared
by weighing of C. Erba RP reagent, previously
dried in a oven at 110°C. NaOH and HClO4

standard solutions were prepared by diluting con-

centrates from C. Erba ampoules. The NaClO4

(C. Erba RP) standard solution was prepared by
weighing after vacuum-drying. All solutions were
prepared with double distilled water, and grade A
glassware was used.

A Beckman DU50 single beam spectrophoto-
meter was used for the measurements of the mlt
concentration and a Metrohm model 654, coupled
with a silver and double junction Ag/AgCl elec-
trode, was used for chloride potentiometric titra-
tions. Amine concentration measurements were
carried out with a Dionex HPLC model DX500,
equipped with a Dionex Ionpac CG10 guard
column. Detection was performed by integrated
pulsed amperometry with a gold working elec-
trode and a combined pH-Ag/AgCl reference elec-
trode (Dionex model ED40). For the post column
reaction a Dionex reagent delivery module was
used. Thermoanalytical data were obtained by a
Perkin-Elmer TGA7: the scan rate was 10°C
min−1, the operational atmosphere was air or
argon (HPLC reagent grade) at a flow rate of 100
ml min−1. The thermobalance was coupled with a
1760X Perkin-Elmer FTIR spectrometer, to ob-
tain the IR spectra of the TG evolved gas: the
decomposition vapours or gases were flushed, by
means of a heater transfer line, to the IR gas cell.

2.2. Preparation of the precipitates

The precipitates were prepared by mixing
known volumes of standard H6mlt and polyamine
hydrochlorides, in the quantities reported below,
in suitable vials and in a total volume of 50 ml.
Lower and higher analytical concentrations of
H6mlt ranged between 4 and 15 mmol dm−3, and
those of polyamines between 4 and 20 mmol
dm−3, selected to have the ratio mmol
polyamine:mmol H6mlt ranging between 0.3 and
3.0, and the molar fraction of H6mlt (mf) ranging
between 0.23 and 0.75. For every amine–mellitate
system 8–12 tests were carried out. The vials were
shaken at T=2591°C for 24 h; preliminary tests
established that longer stirring times were unnec-
essary. The saturated solutions were separate by
filtration and the solids, collected in gooch
crucibles, were washed with water and acetone,
and vacuum-dried. Further experimental details
are reported in a previous paper [23].
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A wide range of reagent concentrations were
chosen in order to verify the possibility of ob-
taining different precipitation stoichiometries as
a function of the relative concentrations of mlt
and polyamines.

2.3. Analysis of the solutions and of the
precipitates

The mellitate concentration was determined by
spectrophotometric UV measurement (l=293
nm, o=68791), after suitable dilution and al-
kalinization (pH 13, Me4NOH), in order to en-
sure that mlt was neither protonated nor
complexed with polyamine. Preliminary tests es-
tablished a linear calibration graph for mlt con-
centrations up to 3 mmol dm−3, and that
polyamines and Me4NOH do not interfere with
the measurements.

Polyamine concentrations were determined by
HPLC (De Robertis and De Stefano, work in
progress) after separation from mlt, by elution
of the initial alkalinized solution (0.1 mol dm−3

Me4NOH) through a strong anionic exchange
resin in OH− form. The neutral amine was col-
lected and then analysed by HPLC (amperomet-
ric detector) using a mixture of 2.0 mol dm−3

NaClO4 (60–85%), 0.1 mol dm−3 HClO4 (5–
10%) and acetonitrile (5%) as the mobile phase.
Measurement reproducibility was established for
polyamine concentrations up to 0.5 mmol dm−3,
according to the polyamine analyzed; at least
three analyses were carried out for each sample.
Preliminary separation was necessary since sig-
nificant and variable quantities of amine form
protonated complex species with mlt at the
acidic elution pH of HPLC. Chloride concentra-
tions in the solutions after precipitation were
also determined: in each test, within experimen-
tal error, we found no variation in concentration
and therefore we have concluded that the precip-
itates were all chloride-free. Proton concentra-
tion after precipitation was calculated as six
times the analytical concentrations of mlt after
precipitation, plus n times (n=maximum degree
of protonation in the polyamines) the initial an-

alytical concentrations of polyamine. To confirm
the precipitation ratios, and to calculate the
number of molecules of water of crystallisation
that were present in the solid, elemental analysis
of the precipitates was carried out.

2.4. Calculations

All the calculations were performed by appro-
priate computer programs (ES4ECI [24] for cal-
culating free concentrations and distribution
diagrams; TDA for the extrapolation to zero
ionic strength of Ks0 [25]). The dependence on
ionic strength of the solubility products was
taken into account by using the semiempirical
Debye–Hückel type equation (Eq. (1)), widely
used both for complexes in solution [26–30] and
for solubility products [23]:

pKs0=pTKs0−z*I1/2/(2+3I1/2)+CI+DI3/2

(1)

where pKs0 is the solubility product at I ionic
strength, pTKs0 is the solubility product at infi-
nite dilution, and

C=p*c0+z*c1; D=z*d1;

in which

z*=% (charges)2
reactants−% (charges)2

products

p*=% (mol)reactants−% (mol)products

The values used for the empirical parameters are
[27]: c0= −d1=0.1 and c1=0.23; therefore Eq.
(1) becomes:

pKs0=pTKs0−z* [I1/2/(2+3I1/2)−0.23I+0.1I3/2]

+0.1p*I (1a)

In this study we used Eq. (1a), since the ionic
strength values in our experiments are included
in a limited range of values, and this did not
allow accurate estimation of C and D. Concen-
trations and equilibrium parameters are given in
the molar scale.
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3. Results

3.1. Protonation, simple and mixed ligand
complexes

The protonation constants of polyamines and
of mellitic acid (dien (Ref. [30]) log KH

1 =9.80, log
KH

2 =8.74, log KH
3 =3.66; spd (Ref. [31]): log

KH
1 =10.85, log KH

2 =9.67, log KH
3 =7.98; trien

(Ref. [32]): log KH
1 =9.67, log KH

2 =8.87, log
KH

3 =6.12, log KH
4 =2.38; sper (Ref. [31]): log

KH
1 =10.70, log KH

2 =9.70, log KH
3 =8.32, log

KH
4 =7.22; tetren (Ref. [32]): log KH

1 =9.83, log
KH

2 =9.01, log KH
3 =7.73, log KH

4 =3.90, log
KH

5 =1.88; penten (Ref. [33]): log KH
1 =9.89, log

KH
2 =9.06, log KH

3 =8.08, log KH
4 =5.82, log

KH
5 =3.08, log KH

6 =1.60; mlt (Ref. [34]): log
KH

1 =7.85, log KH
2 =6.45, log KH

3 =5.09, log
KH

4 =3.47, log KH
5 =2.14, log KH

6 =0.92) have
already been studied. Amines (A) also form weak
species with the chloride ion, whose stability is
linearly dependent on the charge of the polyam-
monium cation [33], according to the equation:

log Kij=1.37(i−1)−0.78(i−1)j −1 (2)

reaction AHi+
i + jCl− =AHiCl(i− j )+

j

The formation constants of mixed proton–melli-
tate–amine complexes (not experimentally deter-
minable owing to precipitation) were calculated
(according to Ref. [21] using the equation:

log Kij= −2.3+1.42zcat+1.095zan−0.45Dz
(3)

reaction AHi+
i +Hjmlt(z− j )−

=A(mlt)H(z− i− j )−
(i+ j )

(zcat and zan is the charge of the cation and anion,
respectively; Dz= �zcat+zan�), and are reported in
Table 1. In the pH range considered for the
formation of insoluble complexes, soluble mixed
species with iB6 can be neglected.

3.2. Precipitates

3.2.1. System dien–mlt–H
Table 2 shows, for each trial, the initial concen-

trations of the reactants and those determined

after precipitation, as the mmol of mlt and dien in
the precipitates. As we can see, the ratio R (R=
mmol dien:mmol mlt in the precipitate) is always
approximately equal to one (1.0190.02). We can,
therefore, conclude that the formula of the precip-
itates is (dien)(mlt)H6. Elemental analysis (Table
3) confirms this formula and allows us to con-
clude that the solid is tetrahydrate, i.e.
(dien)(mlt)H6.4H2O. By considering the ratio C:N
in the empirical formula C16O12H19N3 we can also
affirm that the precipitation occurs between the
triprotonated form of the amine and of the melli-
tate. Let us indicate the solubility product of the
generic compound Ai(mlt)H6 as

Ks0= [A]i[mlt][H]6 (4)

or

pKs0= ipA+p(mlt)+6pH (4a)

(pX= − log [X]). In order to calculate the solu-
bility products of (dien)(mlt)H6, the free concen-
tration of the species must be computed. Starting
from the analytical concentrations of all the spe-
cies (mlt, dien, Cl−, H+) after precipitation and
from the formation constants of all the complexes
present in the solution, we were able to calculate
for any trial, by means of the ES4ECI computer
program [24], the free concentrations of the spe-
cies, and therefore the pKs0 at the ionic strength
and pH values of the solutions. Table 2 shows the
values of pKs0 and pTKs0 obtained for all the
trials, together with their mean values 93×S.D.
Fig. 1 shows the curve calculated by means of Eq.
(1), (——), and the experimental values (�) of the

Table 1
Overall formation constants of mixed complexes A(mlt)Hi,
expressed as log b11i

a

A=dies Spd trien sper tetreni penten

46.8 52.96 49.1 — — —
—58.461.552.654.748.87

63.454.555.249.38 61.558.9
— — 55.19 64.0 60.8 65.0
— — —10 — 61.4 67.0
— — —11 — — 67.5

Calculated according Ref. [21], at I=0 mol dm−3 and T=
25°C.
a b11i referring to reaction A0+mlt6−+iH+=A(mlt)Hi

(i−6)+.
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Table 2
Analytical details and results in the system dien–mlt–H

rb mfcNo. After precipitationaReactantsa

mlt dien H+H6mlt dien

0.72 1.821 4.99 6.02 1.21 22.430.45
0.411.52 24.182 0.545.99 5.02 0.84

0.45 1.75 3.623 9.98 11.97 46.451.20
0.63 13.554 6.96 19.95 2.86 0.26 63.67

0.378.51 63.055 0.7512.01 3.99 0.33
0.72 8.796 6.00 14.04 2.34 0.30 46.44

45.833.521.657 0.459.98 11.97 1.20

Solubility detailsPrecipitate (mmol)

pTKs0pKs0pHIemlt dien Rd

1.85 48.291 0.213 0.210 0.99 0.022 50.62
48.061.79 50.232 0.0180.223 0.231 1.03

0.043 1.56 47.65 50.643 0.411 0.417 1.01
1.69 47.174 0.316 0.319 1.01 0.084 50.64

50.911.66 48.285 0.0310.175 0.181 1.03
47.35 50.546 0.264 0.262 0.99 0.059 1.76

50.6947.681.557 0.0430.416 0.422 1.01
pTKs0=50.690.1f

a Concentration, in mmol dm−3; b ratio dien:H6mlt; c ratio H6mlt:(H6mlt+dien); d ratio dien:mlt; e ionic strength, in mol dm−3;
f 93 times S.D.

dependence of solubility products on ionic
strength; as we can see, the values are very
similar.

3.2.2. System spd–mlt–H
For this system we also obtained as the precipi-

tation ratio R=1.0090.01, namely (spd)(mlt)H6.
Elemental analysis values are shown in Table 3.
These allowed us to calculate that the solid is
three-hydrate. The thermodynamic solubility
product, calculated as above reported, is pTKs0=
56.690.1.

3.2.3. System trien–mlt–H
We found, for this system, a precipitation ratio

R=0.7590.02, corresponding to the compound
having the empirical formula (trien)3(mlt)4H24.
We have preferred, in writing the empirical for-
mula, to use the divided index (i.e.
(trien)0.75(mlt)H6), in order to underline the frac-
tion of tetraprotonated polyamine bound for each
H3(mlt)3−. The elemental analysis confirms this

stoichiometry (Table 3) and, in addition, shows
that (trien)0.75(mlt)H6 cystrallizes with 1.5 water
molecules. The solubility product pTKs0=48.49
0.1.

3.2.4. System sper–mlt–H
We followed the same procedure as for the

previous trials and always obtained a ratio for the
precipitates of R=0.7590.04. This value indi-
cates the formation of the species
(sper)0.75(mlt)H6. A typical result of the elemental
analysis is shown in Table 3. This result allowed
us to confirm the stoichiometry of precipitation
and is in agreement with the presence in the
elementary cell of 5 molecules of water of crys-
tallisation. As for the solubility product, we calcu-
lated pTKs0=54.990.1.

3.2.5. System tetren–mlt–H
The results of analysis indicate the formation of

two different kinds of precipitates, whose compo-
sition is a function of mf, as shown in Fig. 2.
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Table 3
Empirical formula and elemental analysis of precipitatesa

H% N%Species C% O%

8.14 (8.19)5.29 (5.26)37.11 (37.14) 49.46 (49.48)(dien)(mlt)H6.4H2O
5.77 (5.77) 7.72 (7.76)(spd)(mlt)H6.3H2O 44.43 (44.32)42.08 (42.15)

45.19 (45.11)8.51 (8.77)4.99 (4.74)41.31 (41.38)(trien)0.75(mlt)H6.1.5H2O
6.26 (6.13) 7.28 (7.20)(sper)0.75(mlt)H6.5H2O 40.03 (40.10) 46.42 (46.57)
4.74 (4.97) 8.39 (8.42)(tetren)0.6(mlt)H6.2.4H2O 40.46 (40.44) 46.04 (46.17)

9.91 (9.90)5.62 (5.77) 45.43 (45.26)38.72 (39.07)(tetren)0.8(mlt)H6.4H2O
8.57 (8.50) 45.51 (45.31)(penten)0.5(mlt)H6.2H2O 41.24 (41.27) 4.68 (4.85)

a Theoretical values in parenthesis.

Precipitate type 1, formed at mf\0.6 (5 trials),
has R=0.6090.01, and corresponds to the com-
pound (tetren)0.6(mlt)H6, and type 2, formed at
mfB0.4 (6 trials), have R=0.8090.01, and cor-
responds to the compound (tetren)0.8(mlt)H6. The
composition of two different precipitates is con-
sistent with the molar fraction of H6mlt of the
starting solutions, i.e. smaller molar fraction of
mlt corresponds to a compound having a lower
mlt content, and vice versa. For the two kinds of
precipitates, the elemental analysis results are
shown in Table 3. In this case too, we were able
to calculate the number of water of crystallisa-
tion molecules, which are 2.4 for type 1 precipi-
tates and 4 for type 2. We also calculated the
pTKs0 of the two solids: these are 48.890.3 and
55.390.4 for precipitates type 1 and 2, respec-
tively.

3.2.6. System penten–mlt–H
The results obtained indicated the formation

of only one type of precipitate having R=
0.4990.01 and corresponding to the species
(penten)0.5(mlt)H6. The composition was confi-
rmed by elemental analysis (Table 3). The solid
analysed crystallises with 2 molecules of water.
Other samples crystallise with 3 and 3.5
molecules of water per molecule of (pen-
ten)0.5(mlt)H6. We think this to be due to the
fact that the water is bound very weakly, as
confirmed by thermogravimetric analysis (see
Section 3.4), in which loss of weight was notice-
able after first heating. The thermodynamic solu-
bility product pTKs0=48.290.3.

3.3. Dependence of solubility on pH and ionic
strength

The solubility of proton–amine–mellitate
mixed complexes strongly depend on the proton
and NaCl concentrations. The effect of pH (Fig.
3) is simply due to the formation of soluble
species for pHB2 (full protonated mellitate and
small percentages of A(mlt)Hi species with i\6)
and for pH\3.5 (deprotonation of mellitate and
amine). The effect of NaCl concentration (Fig. 4)
is due to the formation of both Na+ –mellitate
and Cl− –protonated amine complexes.

3.4. Thermal analysis

When oxygen or air is the operational atmo-
sphere, the thermogravimetric curve (TG) and its

Fig. 1. Dependence of pKs0 values of (dien)(mlt)H6 on ionic
strength. Full line: Eq. (1); (o) experimental values.
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Fig. 2. R values (R=mmol tetren:mmol mlt), as a function of
molar fraction of mlt, in the system tetren–mlt–H.

Fig. 4. Solubility (mmol dm−3) of (dien)(mlt)H6 at pH 3, as a
function of analytical concentration of NaCl (CNaCl).

first derivative (DTG) show, for (dien)(mlt)H6,
five main processes (Fig. 5A). For the sake of
simplicity, we refer to 2 molecules of
(dien)(mlt)H6. The first TG step, in the range
20–120°C, is the loss of 8 hydration water
molecules (weight loss: theor. 13.93%, exper.
13.73%), followed, in the range 150–350°C, by a
subsequent release of water (9 molecules; weight
loss: theor. 15.66%, exper. 16.34) and of carbon
dioxide (3 molecules; weight loss: theor. 12.77%,
exper. 12.56). The FTIR spectra of the TG
evolved gas (Fig. 6) prove that water, and then
water and carbon dioxide are released. By com-
paring the TG curves (Fig. 5) when the flow is
oxygen (A) or argon (B), it can be clearly seen
that in the range 20–350°C there are no differ-

ences between the curves; this confirms that re-
lease of carbon dioxide is not due to an oxidation
process. The subsequent processes (over 350°C)
show different profiles with oxygen or argon flow.
With oxygen flow, between 330 and 510°C, a
process having a derivative maximum of 450°C
can be noted, corresponding to the loss of 2
anhydridic fragments (–CO–O–CO–) and all the
fragments containing N (weight loss: theor.:
33.28%, exper.: 33.27%). The final oxidation pro-
cess (weight loss: theor. 24.36%, exper. 24.10%)
ends at 630°C. When the flow is Ar, the two
processes with derivative maxima at 450 and
580°C recorded with oxygen (or air) flow become
a single broad process, with derivative maximum
at 500°C, but at 900°C thermal decomposition is
not yet complete.

Very similar behaviour is shown by
(spd)(mlt)H6 with respect to (dien)(mlt)H6. In the
temperature range 20–130°C (oxygen flow) we
observe the first TG process, related to the loss
(we consider 2 molecules of (spd)(mlt)H6) of 6
hydration water molecules. Subsequently the ther-
mogravimetric curve indicates two superimposed
processes due to the loss of 9 water molecules and
then 3 carbon dioxide molecules; this process
finishes at 310°C. The TG-FTIR spectra of the
evolved gas confirm the water–water–carbon
dioxide release in the temperature range 20–
310°C. In the last 310–650°C range, can be noted

Fig. 3. Solubility (mmol dm−3) of (dien)(mlt)H6 in 0.6 mol
dm−3 NaCl, plus a strong acid or base, as a function of pH.
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two processes, exactly as described for the
(dien)(mlt)H6 compound. The differences between
the theoretical and experimental values for weight
loss are always B1%. The argon operational
atmosphere confirms the presence of only one
broad process above 350°C with respect to the two
well defined processes previously described when
the flow was oxygen. The TG processes, when the
operational flow is air or oxygen, are similar.

On heating (trien)0.75(mlt)H6, a thermal profile
with three main processes is observed in the range
20–350°C. The first process (we refer to the
molecule with integer indexes, i.e. (trien)3(mlt)4

H24), complete at 120°C, is the release of 6 hydra-
tion water molecules. Two further processes, the
first corresponding to the loss of 12 water and then
2 carbon dioxide molecules, the second corre-
sponding to the loss of 6 water and 4 carbon
dioxide molecules, can be seen from the DTG
curve, although they partially overlap. The reac-
tion mechanism and the radicals involved are
exactly the same as those reported for
(dien)(mlt)H6. These processes are exhausted at
310°C. The same TG profiles with oxygen, air or
argon flow in this temperature range, prove that
the processes are not oxidation. These processes

Fig. 5. Thermogravimetric curve (TG, full line) and 1st derivative (DTG, dotted line) of (dien)(mlt)H6. A, oxygen flow; B, argon
flow. Scanning rate: 10°C min−1; gas flow: 100 ml min−1.
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Fig. 6. Stacked plot of the IR spectra of the evolved gas, for the first releasing process (air flow) of (dien)(mlt)H6.4H2O.

give the same TG-FTIR spectra obtained for
(dien)(mlt)H6. The differences between the theo-
retical and experimental values in weight loss are
always B1%. Over 350°C (oxygen flow) two
more overlapping processes can be noted, the first
being the release of 4 anhydridic and 3 N-contain-
ing fragments, and the second being total degra-
dation, which is complete at 620°C.

The thermal behaviour of (sper)0.75(mlt)H6 (we
refer to the formula (sper)3(mlt)4H24, with integer
indexes), using air or oxygen flow, initially shows
a well defined weight loss corresponding to the
loss of 20 molecules of hydration water which is
complete at about 150°C. Subsequently, we ob-
serve a further two partially overlapping processes
involving the loss of 18 molecules of water and 6
of carbon dioxide. The process is complete at
about 300°C and it occurs without oxidation
(there is an analogous result if the flow is Ar).
Above this temperature two superimposed pro-
cesses (oxygen flow) are noticeable, the first due to
the loss of anhydridic and N-containing frag-
ments, the second to the complete oxidation of
the carbonaceous residue. The whole process is
complete at 650°C. The differences between the
theoretical and experimental values in weight loss
are always B1%. If the operational atmosphere is
Ar, decomposition occurs at a higher temperature
with a broad peak.

The two different precipitates obtained from
the reaction between H6L and tetren ((te-
tren)0.6(mlt)H6, (type 1); (tetren)0.8(mlt)H6, (type

2)) have different TG profiles. Precipitate type 1,
i.e. (tetren)3(mlt)5H30, loses (oxygen flow) 12
molecules of water of crystallisation in two super-
imposed phases starting from room temperature
and ending at 135°C. It follows other partially
superimposed processes. The loss of 22.5
molecules of H2O and 7.5 of carbon dioxide takes
place between 135 and 315°C and is followed by
the usual demolition in an air or oxygen environ-
ment completed in two phases: the first between
315 and 510°C, the second between the latter
temperature and 600°C. The same TG analysis
performed in argon flow confirms non-oxidative
decomposition between room temperature and
315°C. At 600°C there is still a residue of 34%. In
the case of the type 2 precipitate, (te-
tren)0.8(mlt)H6, i.e. (tetren)4(mlt)5H30 TG analysis,
when oxygen or argon flows were used, two dif-
ferent kinds of decomposition were confirmed. As
regards the temperatures and the products of
decomposition (oxygen flow) between room tem-
perature and 135°C the loss of 20 water molecules
can be observed, and between the latter tempera-
ture and 310°C there is a further loss of 25
molecules of water and 7 of carbon dioxide. Oxi-
dative decomposition follows in two separate,
partially overlapping phases: the first occurs be-
tween 310 and 530°C, the second is complete at
620°C.

The TG curve of (penten)0.5(mlt)H6 is the sam-
ple, when the flow is oxygen or air, shows five
main and not well defined processes, which can be
explained in terms of their similarity to the com-
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pounds already discussed, and with the help of
DTG. If we consider (penten)(mlt)2H12, the first
process, which starts at room temperature, in-
volves the release of 4 hydration water molecules
and is complete at about 130°C. Two processes in
the range 130–300°C follow, the first due to the
release of 3.5 water molecules, the second to the
release of water (5.5 molecules) and carbon diox-
ide (3 molecules). These are followed by the loss,
in the range 300–530°C, of anhydridic and N-
containing fragments. Finally, total degradation
of the compound is complete at 650°C. The differ-
ences between the theoretical and experimental
values in weight loss are always B1.5%. A com-
parison with the TG profile when argon flow is
used, shows that also in this case processes up to
300°C are not oxidative, while those at higher
temperatures occur only with oxidation.

3.5. Diffractometric analysis

The diffractometric analysis (Bruno and De
Robertis, work in progress) shows (Fig. 7) that
only 3 oxygen (O2, O8 and O12) belonging to the

carboxylic groups of the mellitic acid bear hydro-
gens. These hydrogens are involved in very strong
hydrogen bonds that occur among symmetry re-
lated mellitic anions (the O···O distances range
from 2.466(3) up to 2.476(3) Å while the O–H···O
angles vary from 161.9 to 174.1°). The amine is
for charge balance in its fully protonated form,
with the terminal nitrogens (N1 and N3) bonded
to 3 hydrogens (–(NH3

+)) and with the central
nitrogen (N2) bonded to 2 hydrogens (–(NH2

+)–
). Also, aminic hydrogens are involved in strong
hydrogen bonds which occur among the proto-
nated amine, water molecules, and deprotonated
mellitic acid, thus making a very complicated
frame ((N···O) hydrogen bond distances vary
from 2.674(4) to 2.970(4) Å). Water molecules
interact with each other (O···O range from
2.719(4) up to 2.975(5) Å), as above with the
amine and with the mellitic acid (O···O varies
from 2.760(4) to 2.956(4) Å). All hydrogens ex-
cept those belonging to the water molecules (for
which an ideal geometry has been used) have been
located from Fourier difference maps and then
positioned during subsequent least squares cycles
in calculated position.

Fig. 7. Structure of the elementary unit of (dien)(mlt)H6.4H2O.
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Table 4
Solubility products (93 S.D.) at I=0 mol dm−3 and T=
25°C

Formula pTKs093 S.D.FormulapTKs093 S.D.

50.690.1 (Spd)(mlt)H6(Dien)(mlt)H6 56.690.1
54.990.1(Sper)0.75(mlt)H6(Trien)0.75(mlt)H6 48.490.1

48.890.3 (Tetren)0.8(mlt)H6(Tetren)0.6(mlt)H6 55.390.4
48.290.3(Penten)0.5(mlt)H6

siderably, without any apparent correlation with
their composition.

From the comparative analysis of the TG curves
we were able to draw the following conclusions.
The number of molecules of water of crystallisa-
tion, previously calculated by elemental analysis,
was confirmed. Dehydration occurs for all the
precipitates up to 150°C, but with a different
course: in the case of (dien)(mlt)H6 water loss is
well defined, while for (penten)(mlt)2H12 the loss
starts at room temperature and continues gradu-
ally up to completion; for the other compounds
with intermediate aminic groups, the behaviour is
proportional. Between 150 and 350°C, all the
precipitates obtained from the reaction between
AHn

n+ (n=maximum degree of protonation of
amine) and H3mlt3−, denote the loss of 4.5
molecules of water and 1.5 molecules of carbon
dioxide for each unit of Ai(mlt)H6 (i.e. AH3

3+ +
H3mlt3−). (Tetren)0.8(mlt)H6 (precipitate type 2)
obtained between (tetren)H5

5+ and H2mlt4−,
which loses 5 molecules of water and 1.4 of carbon
dioxide, is the exception to this rule. Between 350
and 500°C, when the flow is oxygen (or air), we
observe a total loss of N−containing residuals
and a partial loss of anhydridic fragments. The
course of the DTG curve, in this range of temper-
atures, is the same for all the homologous amines.
The compounds obtained with spd and sper, and
with tetren type 2 differ. Complete decomposition
takes place between 500 and 650°C. When nitro-
gen or argon are used as the operational atmo-
spheres, the TG spectra up to 350°C of all the
precipitates are the same as those obtained for
oxygen or air flow. Over this temperature, the
profiles are different (at 650°C there is about 30%
of residuals for all the samples) and total decom-
position of the mixture occurs at about 900°C.
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4. Discussion

The results concerning the solubility of the
compounds are grouped in Table 4. For all the
amines considered, the precipitation reactions took
place between the three-deprotonated form of the
mellitic acid (H3mlt3−) and the fully protonated
amines. We have confirmed this assumption by
X-ray diffractometry. If we consider that the pH of
the solutions after precipitation varies between 1.4
and 2.0 (average value 1.790.1) and that at pH
1.5 we have maximum H(mlt)5− formation
whereas maximum H3mlt3− formation occurs at
pH 4.2, we could conclude that the precipitation
stoichiometry is independent of pH, but depends
on the possibility of a suitable crystalline organisa-
tion. Only in the case in which the amine is tetren,
does the formation of an other type of precipitate
with different stoichiometry occur; this species is
formed (Fig. 2) when trials are undertaken using a
large excess of amine concentration with respect to
the mellitic acid. Also in this case the acidity of the
solutions has no influence on the type of precipi-
tate. In fact, in the formation of precipitate with
R=0.60 the pH varies between 1.5 and 1.7, and in
the case of R=0.80 the variation in pH is between
1.6 and 1.8.

Precipitates in which the amines have the same
type of structure, i.e. aminic groups intercalated
with ethylenic ones (dien, trien, tetren, and pen-
ten), have practically the same solubility products.
Precipitates in which the amines are spd and sper
(these amines have longer aliphatic chains between
the aminic groups) are slightly more insoluble than
those in which the amines are dien and trien,
respectively.

The number of molecules of water of crystallisa-
tion present in the various precipitates varies con-
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Chem. 26 (1987) 3902.

[13] P.G. Daniele, A. De Robertis, C. De Stefano, D.
Gastaldi, S. Sammartano, Ann. Chim. (Rome) 83 (1993)
575.

[14] A. De Robertis, C. De Stefano, C. Foti, O. Giuffrè and S.
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tano, J. Chem. Soc. Faraday Trans. 92 (1996) 4219.

[17] H.E. Katz, in: J.L. Atwood, J.E.D. Davies, D.D. MacNi-
col (Eds.), Inclusion Compounds, vol. 4, Oxford Univer-
sity Press, Oxford, 1991.

[18] C. Seel, A. Galán, J. de Mendoza, Top. Curr. Chem. 175
(1995) 101.

[19] B. Dietrich, Pure Appl. Chem. 65 (1993) 1457.
[20] A. Bianchi, K. Bowman-James, E. Garcı́a-España (Eds.),

Supramolecular Chemistry of Anion, Wiley, New York,
1997.

[21] P.G. Daniele, E. Prenesti, A. De Robertis, et al., Ann.
Chim. (Rome) 87 (1997) 415 see also errata corrige,
ibidem, 88 (1998) 447.

[22] D.D Perrin, W.L.F. Armorego, D.R. Perrin, Purification
of Laboratory Chemicals, Pergamon, Oxford, 1966.

[23] A. De Robertis, A. Gianguzza, S. Sammartano, Talanta
42 (1995) 1651.

[24] C. De Stefano, P. Mineo, C. Rigano, S. Sammartano,
Ann. Chim. (Rome) 83 (1993) 243.

[25] C. De Stefano, S. Sammartano, P. Mineo, C. Rigano, in:
A. Gianguzza, E. Pellizzetti, S. Sammartano (Eds.),
Marine Chemistry—An Environmental Analytical Chem-
istry Approach, Kluwer, Amsterdam, 1997.

[26] P.G. Daniele, A. De Robertis, C. De Stefano, S. Sammar-
tano, C. Rigano, J. Chem. Soc. Dalton Trans. 2353
(1985).

[27] P.G. Daniele, A. De Robertis, C. De Stefano, S. Sammar-
tano, in: S. Alegret, J.J. Arias, D. Barcelò, J. Casal, G.
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Abstract

Extraction spectrophotometric determination of sulfidic yperite, based on the reaction with four phthaleins, was
developed. The method is technically simpler than the determination of yperites with reagent T-135 (alkaline-aqueous
ethanolic thymolphthalein solution) because it does not require heating at 80°C, cooling and acidification of the
reaction mixture. Selection of the appropriate phthalein, and particularly optimization of the reagent composition and
extraction of the coloured reaction product in chloroform, markedly increased the selectivity of the determination of
yperites (HD, HN-3). The reaction is performed in a medium of increased polarity due to the low content of alcohol
which enables the reaction to proceed at temperatures of 5–20°C without any marked loss of sensitivity. Using 1H
and 13C NMR spectroscopy, the reaction products of HD and o-cresolphthalein were identified and an ionic
mechanism for the reaction of HD with phthaleins is suggested. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spectrophotometric determination; Yperite; Phthaleins

1. Introduction

Bis(2-chloroethyl) sulfide (1,1%-thiobis(2-
chloroethane), sulfidic yperite, H, HD-GAS) rep-
resents one of the oldest war poisons. In the
recent decades both the most common yperites
(sulfur mustard and nitrogen mustard) have been
somewhat rehabilitated as cytostatic and antipso-
riatic drugs. Yperite is a cell poison severely af-
fecting the organism. According to its
characteristic and predominating effects on the
skin it belongs to the class of the so-called blister-
ing agents. As a war gas, yperite (in German
Schwefel-Lost (S-Lost) or Gelbkreuz (yellow

cross)) was used for the first time in Belgium [1] in
1917.

For the detection and determination of yperite
many physical [2–4] and physicochemical [5–10]
methods have been developed. Beside more de-
manding experimental techniques, yperite has
been detected and determined by colorimetric
[11–15] and spectrophotometric [16–18] methods.

The most frequently used method for the deter-
mination of yperites is the one suggested by
Telicin [19]. The method is based on the reaction
of yperite with alkali metal salts of thymolph-
thalein which are deeply blue-coloured. Acidifica-
tion converts the excess alkaline salt of
thymolphthalein into its colourless form and the
solution remains yellow or orange-coloured, de-* Corresponding author. E-mail: kobliha@vvs-pv.cz

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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pending on the concentration of yperite. The reac-
tion product was identified by IR spectrophoto-
metry in acidic medium as an ester of
thymolphthalein and thiodiglycol [19]. The
method requires heating the reaction mixture at
80°C for 20 min, cooling and acidification with
acetic acid.

To lower the detection limit from 1 to 0.5 mg
ml−1, extraction of the reaction product into
toluene or benzene is recommended [20]. The
method of detection and determination of bis(2-
chloroethyl) sulfide and alkyl-bis(2-chloroethyl)-
amines (nitrogen mustards, HN-1, 2, 3 GAS) by
phthalein is correctly considered as a group reac-
tion of alkyl halides. The determination is inter-
fered with by chlorpicrin, ethyl bromoacetate,
bromoacetone, 1,2-dichloroethane and other alkyl
halides [21].

Assuming the ionic mechanism of the alkyla-
tion reaction between the alkaline form of ph-
thaleins and thiranium or aziridinium ions,
formed from the mustards in a polar medium, we
decided to check this reaction with four selected
phthaleins. The aim was to find a method which,
with the same sensitivity, would be substantially
simpler, i.e. would not require prolonged heating
or pH adjustment, and would be more selective,
detecting only the most reactive alkyl halides to
which the mustards undoubtedly belong. On the
basis of preliminary experiments we performed
further extraction spectrophotometric studies with
1-naphtholphthalein (I), p-xylenolphthalein (II),
o-cresolphthalein (III) and thymolphthalein (IV)
in order to find the optimum reaction conditions
and compare the procedure with the hitherto used
[19] detection and determination of yperite with
alkaline aqueous-methanolic solution of thy-
molphthalein (reagent T-135).

2. Experimental

2.1. Chemicals and apparatus

Bis(2-chloroethyl) sulfide (97.6%), tris(2-
chloroethyl)ammonium chloride (99.2%), 2-
chloroethyldimethylammonium chloride (98.3%),
bromobenzyl cyanide (93.0%) and chlorpicrin

(97.3%) were prepared in the Army Factory VOZ
072, Zemianské Kostolany, Slovak Republic. o-
Cresolphthalein was purchased from Aldrich,
USA; p-xylenolphthalein from Fluka, Switzer-
land; 1-naphtholphthalein, thymolphthalein, 1,2-
dichloroethane and the other chemicals used were
Merck (Germany) products of analytical purity.
Chloroform for extraction was thrice shaken with
redistilled water, distilled as an azeotropic mixture
at 60°C and stored in a dark-glass bottle.

Spectrophotometric measurements were per-
formed on a single beam UV–visible spectropho-
tometer SPEKOL 11 (Zeiss, Jena, Germany), 1H
NMR (500.13 MHz) and 13C NMR (125.76 MHz)
spectra were taken on a Bruker Avance DRX 500
spectrometer using tetramethylsilane as the inter-
nal standard.

2.2. Experimental procedures

In order to determine the relationship A= f(l),
5 mM solutions of phthalein were prepared by
dissolving the appropriate amount of the com-
pound in methanol (5 ml), adding 0.1 M aqueous

Fig. 1. Absorption curve of sulfidic yperite (CHD=75 mM)
with 1-naphtholphthalein (1), thymolphthalein (2), p-
xylenolphthalein (3) and o-cresolphthalein (4); CPh=5 mM,
extraction with chloroform.
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Table 1
Parameters of extraction spectrophotometric determination of HD with 1-naphtholphthalein (I), p-xylenolphthalein (II), o-cresolph-
thalein (III), thymolphthalein (IV) and reagent T-135

Phthalein T-135Parametera

II III IVI

420410 445415lmax (nm) 446
10 5 5CPh (mM) 151

78b3012,520VMeOH/V (%) 10
50 114cCNaOH (mM) 5 10 10

4010 11 740k (l mol−1 2170 4050 5730
37 39S.D.k (l mol−1) 21 38 51

0.999 0.998 0.9990.998r 0.998
0.002−0.011q 0.036 0.028 0.033

0.0006 0.0004S.D.y/x 0.0007 0.0004 0.0002
3.251.65 0.42.3LD (mg ml−1) 3.7

4.5 3.15 8.45LQ (mg ml−1) 0.96.5

Reaction time 20 min, temperature 20°C (80°C for T-135).
a lmax, Absorbance maximum; CPh, phthalein concentration; VMeOH/V, methanol content; CNaOH, concentration of sodium
hydroxide in the reagent; k calibration curve slope (A=k.c+q); S.D.k, S.D. of calibration curve slope; q, shift on the y axis; r,
correlation coefficient; S.D.y/x, S.D. estimate for the calibration straight line points; LD, detection limit; LQ, determination limit.
b In ethanol.
c Potassium hydroxide.

solution of sodium hydroxide (2.5 ml) and making
up to 25 ml with water. A is the absorbance and
l is the wavelength.

The phthalein solution (2 ml) was pipetted into
a test tube with a ground stopper and a methano-
lic solution of yperite (CHD=3 mM; 50 ml) was
added via a micropipette. CHD is the concentra-
tion of yperite. The mixture was allowed to stand
at 20°C for 20 min and then shaken with chloro-
form (2 ml) for 2 min. After removal of the
aqueous layer by suction, the absorbance of the
organic phase was measured in a glass cell, l=1
cm, against pure chloroform.

The kinetics of the reaction of yperite with
phthaleins were measured from 0 to 25 min at 2.5
min intervals. The chloroform extracts were mea-
sured at the absorption maxima (lmax, nm) for 1-
naphtholphthalein (446), p-xylenolphthalein
(415), o-cresolphthalein (410) and thymolph-
thalein (420).

The relationship A= f(CPh) was followed for
phthalein concentrations CPh=0.5–10 mM.

The effect of the methanol content in the reac-
tion mixture was studied in the following way.
Solutions of the phthaleins I (CPh=1 mM), II

(CPh=10 mM), III, IV (CPh=5 mM) were pre-
pared by dissolving the appropriate amount of the
phthalein in 2.5–17.5 ml methanol (in 2.5 ml
steps), adding aqueous 0.1 M NaOH (5 ml) and
making up with water to 50 ml. The absorbance
of the extracts was read at lmax.

To determine the relationship A= f(CNaOH) the
appropriate amount of the phthalein was dis-
solved in methanol (CPh, mM; VMeOH, ml): I (1;
10), II (10; 20), III (5; 12.5) and IV (5; 30). To the
solution of the phthalein an aqueous NaOH solu-
tion was pipetted so that its concentration in the
mixture, after making up with water to 100 ml,
was 2.5–100 mM in 2.5 mM steps. The ab-
sorbance of the coloured extract obtained in the
manner described was read at lmax.

To measure the calibration relationship A=
f(CHD) we prepared the following solutions of the
phthaleins (CPh in mM; VMeOH/V in %; CNaOH in
mM): I (1; 10; 5), II (10; 20; 10), III (5; 12.5; 10)
and IV (5; 30; 50) which were then made up to
100 ml.

The phthalein solution (2 ml) was pipetted into
test tubes and then a methanolic solution of yper-
ite (10 to 100 ml; CHD =5 mM) was added in 10



E. Halámek, Z. Kobliha / Talanta 48 (1999) 163–171166

ml steps by means of a micropipette. After mixing,
the solution was set aside at 20°C for 20 min and
then extracted with chloroform (2 ml) by shaking
for 2 min. After removal of the aqueous phase by
suction, absorbance of the organic extract was
measured at lmax.

The effect of temperature was studied by evalu-
ating the calibration of the HD–o-cresolphthalein
method at 5, 10, and 15°C.

Products of the reaction of o-cresolphthalein
with HD were determined as follows. A solution
of o-cresolphthalein (1.4542 g) in methanol (105
ml) was mixed with 0.1 M NaOH (84 ml) and the
mixture was made up with water to 840 ml. To
the solution obtained was added dropwise a solu-
tion of HD (1.2218 g) in methanol (25 ml) under
stirring. After standing for 20 min, the product
was extracted with three portions (20 ml each) of
chloroform, the extract was dried over anhydrous
CaSO4, the solvent was evaporated in vacuo and
the remaining product was dried over solid KOH
in a desiccator.

The number of products in the reaction mixture
was preliminarily estimated by TLC on the plates

DC Alufolien, Kieselgel 60 F254 (Merck) in chlo-
roform–methanol (100:5 v/v); spots were detected
under a UV lamp at 254 nm. The products were
than separated by chromatography on a 4×25
cm column of silica gel (Kieselgel 40–60) in chlo-
roform–methanol (100:5 v/v). The solvent was
evaporated in vacuo from the individual fractions
on a rotatory evaporator. For the NMR measure-
ments, the residues, after evaporation, were dis-
solved in CDCl3 or DMSO-D6.

3. Results and discussion

The dependence A= f(l) for chloroform ex-
tracts of the reaction products of HD with ph-
thaleins is depicted in Fig. 1; the lmax values are
given in Table 1. The kinetics of the reaction with
the phthaleins studied is shown in Fig. 2. After 20
min at 20°C the extracts exhibit constant ab-
sorbance values.

We also studied the dependence A= f(CPh).
The optimum concentrations of the phthaleins,
CPh, are given in Table 1.

Fig. 2. Kinetics of reaction of sulfidic yperite (CHD=75 mM) with 1-naphtholphthalein, A446 (�); thymolphthalein, A420 (�);
p-xylenolphthalein, A415 (-); and o-cresolphthalein, A410 (� ). CPh=5 mM, temperature 20°C, extraction with chloroform.
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A necessary condition for the reaction of yper-
ite with phthaleins is the presence of hydroxide
ions in the reaction medium that converts the
indicator into its quinoid form and also influences
the hydrolysis of yperite. For hydrolysis of yperite
in a homogeneous polar medium, Price and Wa-
kefield [22] suggested a reaction scheme involving
an intermediate sulfonium or thiranium cation
with a strongly polar S+ –C bond which is the
bearer of its high reactivity. The thiranium cation
has been detected by Groenewold et al. [23].
However, the formation of thiranium ions and its
rate depend only on the polarity and temperature
of the medium. The rate of formation of the
thiranium intermediate is the rate-determining
step [24]. The alkaline medium removes the hy-
drogen ions formed and therefore somewhat ac-
celerates the hydrolysis of thiranium ions and
shifts this concurrent reaction in favour of the
hydroxy derivative. On the basis of these facts we
determined the optimum concentration of sodium
hydroxide in the solution of the reagent (Table 1).
The optimum concentrations of hydroxide ions
found closely correspond with the optimized con-

centrations of the indicators. It was shown that
for the preparation of the reagent such an amount
of hydroxide is necessary as to convert the ph-
thalein into its quinoid form. A further increase in
hydroxide ion concentration has a negative effect
because it accelerates hydrolysis of the thiranium
cation.

According to the hitherto used procedure, the
spectrophotometric determination of yperite was
performed with reagent T-135 containing 78% (by
volume) of ethanol [19]. This high alcohol content
decreases considerably the polarity of the medium
and thus slows down the formation of the thira-
nium cation that reacts with the alkaline form of
the phthalein. The effect of the polarity of the
reaction medium in the reaction with reagent T-
135 was followed using a variable content of
methanol at constant phthalein concentration and
at 20°C (Fig. 3). We found that increasing the
alcohol content decreases markedly the formation
of the ester of thymolphthalein with 1-(2-
chloroethyl)thiranium chloride. The optimum
methanol content in the reagent used in our
modified spectrophotometric determination of
HD is given in Table 1.

We investigated the reaction products of HD
with o-cresolphthalein using column chromatog-
raphy on silica gel. In addition to yperite and
o-cresolphthalein, we isolated three reaction prod-
ucts, V, VI and VII (Scheme 1) that were iden-
tified by 1H NMR and 13C NMR spectroscopy.
Characteristic chemical shifts of the chosen func-
tional groups are presented below (Ar=aryl):

1H NMR spectrum (ppm):
product V—2.06 (CH3–Ar); 2.91 (–CH2–

S); 3.65 (–CH2–Cl); 4.14 (–CH2–O–CO–Ar);
6.32 (Ar–OH); 6.0–7.0 (C6H4)OH(CH3);

product VI—3.78 (–CH2–O–Ar); not found
(Ar–OH); 7.6–7.9 (C6H4)COOH;

product VII—3.78 (–CH2–O–Ar); 4.14 (–
CH2–O–CO–Ar); 6.82 (Ar–OH).

13C NMR spectrum (ppm):
product V—32.8, 34.0 (–CH2–S–CH2–);

43.1 (–CH2–Cl); 63.3 (–CH2–O–CO–Ar);
product VI—43.1 (–CH2–Cl); 61.04 (–

CH2–O–Ar);
product VII—31.33, 36.08 (–CH2–S–CH2–

); 60.06 (–CH2–O–Ar); 68.13(–CH2–O–CO–
Ar).

Fig. 3. Dependence of the absorbance of the reaction product
from sulfidic yperite (CHD=75 mM) on the methanol content
in reagent T-135; A445, temperature 20°C, reaction time 20
min.
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The molar ratios 1:1 of the phthalein to the
reaction products of yperite (V and VI) and 2:1

(VII) were calculated from the rate of the integral
intensity signals of the aromatic and alifatic pro-

Scheme 1.
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Fig. 1. (Continued)

tons. On the basis of the NMR results, we suggest
the ionic mechanism of the reaction of yperite
with phthaleins according Scheme 1.

The parameters of the extraction photometric
determination of HD with the phthaleins studied
are given in Table 1. All the determinations obey

the Lambert–Beer law in the HD concentration
range 25–250 mM. The highest detection limit
(LD=1.65 mg ml-1) and determination limit
(LQ=3.15 mg ml−1), as calculated according to
Ref. [25], were found for the extraction photomet-
ric determination with o-cresolphthalein. The ac-
curacy of the method [26] was tested by means of
a t-test at the confidence level á=0.05.

The extraction spectrophotometric determina-
tion of HD with o-cresolphthalein was performed
at 5, 10 and 15°C and the pertinent parameters
are listed in Table 2. The method allows sulfidic
yperite to be determined even at 5°C at concentra-
tions as low as 8.5 mg ml−1.

The determination of tris(2-chloroethyl)amine
(nitrogen mustard, HN-3) was also studied. The
extraction spectrophotometric method allows de-
tection and determination of HN-3 in concentra-
tions 0.8 and 1.5 mg ml−1, respectively, whereas
for the existing method using reagent T-135 the
respective values are 0.6 and 0.8 mg ml−1.

Table 2
Parameters of extraction spectrophotometric determination of
HD with o-cresolphthalein at different temperaturesreaction
time 20 min, measured at 410 nm)

Parameter Temperature (°C)

5 10 15

2470 3180 4730k (l mol−1)
S.D.k (l mol−1) 393841

0.035 0.0330.036q
0.997r 0.9960.994

0.0002S.D.y/x 0.0003 0.0004
2.13.34.75LD (mg ml−1)

8.5LQ (mg ml−1) 7.5 5.5
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Table 3
Comparison of detection limits for HD (HN-3), selected alkyl halides and chlorpicrin in detection by reagent T-135 and by the
extraction spectrophotometric method using o−cresolphthalein

MethodAnalyte

LD (mg ml−1) ß

ExtractionT-135T-135 Extraction

—0.00160.0004 —HD
— —Tris(2-chloroethyl)amine (HN-3) 0.0006 0.0008

13 1502-Chloroethyldimethylamine 0.005 0.24
0.21 33Bromobenzyl cyanide 0.013 131

24.57 4700 153561.881,2-Dichloroethane
187 500 750 000Chlorpicrin \300 \300

The interference effect ß is expressed as the ratio of the detection limit of the interfering compound and the detection limit for HD.

The determination of yperite with reagent T-
135 is not a selective reaction. A similar reaction
also proceeds with other alkyl halides [21]. We
evaluated and compared the selectivity of the
determination of HD with reagent T-135 and by
the extraction spectrophotometric method using
o-cresolphthalein. Concentrations of selected
alkyl halides interfering with the determination
of HD are given in Table 3. Chlorpicrin at a
concentration of 300 mg ml−1 does not interfere
in either of the methods studied.

The modified method is more selective in the
determination of yperites (HD and HN-3). It is
markedly simpler because, in contrast to the
method employing reagent T-135, it does not
require heating at 80°C, cooling and acidification
of the reaction mixture. In particular, this deter-
mination of yperites (HD, HN-3) is more selec-
tive. These results were achieved by selection of a
more suitable phthalein and especially by the op-
timization of the reagent composition in combi-
nation with extraction. The reaction is carried
out in a medium of increased polarity due to the
lower alcohol content which makes it possible to
perform the reaction at temperatures of 5–20°C
without a significant decrease in sensitivity.
Thanks to its general dependability, simple exe-
cution, satisfactory sensitivity and higher selectiv-
ity, this method of extraction spectrophotometric
determination of yperites can be recommended

for automated analysis of a large number of
samples as a substitute for the hitherto used pho-
tocolorimetric methods of detection with reagent
T-135.
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Abstract

An HPLC method employing an ion exclusion column was developed for the determination of low molecular
weight organic acids in soil solution. The method includes extensive sample pretreatment using ultrafiltration and
cation exchange. The method showed linear calibration graphs (r\0.99) and the limits of detection in the range
0.1–26 mM. The recovery of eleven added acids ranged from 89 to 102%. Soil solutions of five horizons of a
podzolised soil were analysed. The results showed that these compounds made up 1–3% of the dissolved organic
carbon and 0–14% of the acidity. Identification of the major acids was also carried out by capillary zone
electrophoresis. © 1999 Published by Elsevier Science B.V. All rights reserved.

Keywords: HPLC; Organic acids; Soil solution; Capillary zone electrophoresis

1. Introduction

Low molecular weight (LMW) organic acids
are produced during degradation of organic mate-
rial in soils, e.g. example litter and dead roots by
fungi and bacteria [1]. Furthermore, exudates
from different fungi and the roots of a number of
plants may contain acids of this kind [2,3]. These
acids may also participate in polymerisation reac-
tions [4]. A number of different aliphatic acids
have been found in forest soils, e.g. oxalic, citric,
formic, acetic, malic, lactic, and fumaric acids

[1,5,6]. The total content of these acids is esti-
mated to account for 2–10% of the total dissolved
organic carbon (DOC) in spodosols (e.g. podzols)
[1,6].

Many low molecular weight acids have high
stability constants with different metal ions [7]. It
has been found that up to 37% of the Al in the
soil solution of an O-horizon of a podzolised soil
was bound to these compounds [5]. Due to their
complexing ability they are believed to be in-
volved in the translocation of Al and Fe in the
podzolisation process [8], and can also enhance
the weathering of primary minerals [9]. In addi-
tion their role as possible Al detoxifiers in forest
soils has been discussed [7].

* Corresponding author. Tel.: +46 60 148493; fax: +46 60
148802; e-mail: Hees@kep.mh.se
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Different HPLC techniques have been used for
the separation of aliphatic acids in soil and litter
extracts/solutions. For example, ion exchange
chromatography (IEC) has been employed in
some cases [6,10,11]. This technique has low limits
of detection, but, for example, unsuitable capacity
factors may cause problems [10]. Ion exclusion
HPLC columns in combination with UV detec-
tion have also been used [1,7,12]. Although this
type of column offers good selectivity, the deter-
mination can be interfered by unretained sub-
stances which cause a large void peak with tailing.
Capillary electrophoresis and gas chromatography
are two other techniques that successfully have
been applied to similar samples [13,14].

The aim of this study has been to develop an
HPLC method for the qualitative and quantita-
tive determination of low molecular weight or-
ganic acids in the soil solution. To ensure the
identification of the acids capillary electrophoresis
was employed.

2. Experimental

2.1. Site

A sediment soil was sampled at Hyytiälä
Forestry Field Station in Finland, (61°48’N,
24°19’E) for the determination of LMW acids.
The site was forested with Norway spruce (Picea
abies) and Scots pine (Pinus syl6estris) about 100
years old. The field layer consisted of Vaccinium
myrtillus and moss. The soil was podzolised and
the soil horizons had a thickness of about: O:10
cm, E:15 cm and B: 40 cm.

2.2. Instruments

A Beckman J2-21 centrifuge (Beckman, Spinco
Division, Palo Alto, CA) was used for preparing
the soil solution. DOC in the soil solutions was
determined using a Shimadzu 5000 (Shimadzu,
Osaka, Japan). The HPLC system (Shimadzu LC-
10, Shimadzu, Osaka, Japan) featured a diode
array detector. Detection was performed at 210
nm. A column oven (Pharmacia HPLC column
oven 2155, Pharmacia, Uppsala, Sweden) was also

mounted. Data acquisition was performed using
the Class VP 5.0 (Shimadzu) computer program.
A Supelcogel C610-H (Supelco, Richmond, PA,
USA) ion exclusion column (300×7.8 mm) was
employed for separation of the small organic
acids. Ultrafiltration was carried out using a
stirred cell Amicon 8050 with Diaflo YM-1 filters
(cut-off size 1000 Da) (Amicon, Beverly, MA).
Capillary zone electrophoresis (CZE) analysis was
performed on a Quanta 4000 (Waters, Milford,
MA). Titration was performed employing an
ABU900 Autoburette system controlled by a
TIM900 Titration Manager (Radiometer, Copen-
hagen, Denmark).

2.3. Chemicals

All organic acids (present in their acid form or
as Na/K salts) were of analytical reagent grade
with the exception of lithium lactate (GR). All
acids were obtained from Aldrich (Steinheim,
Germany) and Merck (Darmstadt, Germany).
Phosphoric acid (85%) (AR) was purchased from
Aldrich. The Bio-Rex cation exchange resin was
bought from Bio-Rad (Hercules, CA). 1,2,4-Ben-
zenetricarboxylic acid was obtained from Janssen
(Beerse, Belgium), tetradecyltrimethylammonium
bromide (TTAB) from Sigma (Labkemi, Stock-
holm, Sweden) and octanesulfonate from Fluka
(Buchs, Switzerland). The water used was ion
exchanged and run through a Milli-Q system
(Millipore, Bedford, MA).

2.4. Soil solutions

The centrifugation drainage technique and sam-
pling procedure described by Giesler and Lund-
ström [15] were used to obtain the soil solutions.
When sampling the mor (O-horizon), the upper
organic soil was removed and divided into two
layers. The green parts were removed. The B1 and
B2 samples were taken at 0–5 and 5–10 cm depth
in the illuvial horizon, respectively. The soil sam-
ples were centrifuged for 30 min at a speed of
14000 rpm. After centrifugation the collected cen-
trifugates were filtered through a 0.45 mm filter
(Millex-HV, Millipore) and the pH was then de-
termined. The soil solution was finally transferred
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to 10 ml polypropylene tubes and stored in a
freezer until further analysis.

2.5. Sample preparation and HPLC analysis

A stirred ultrafiltration cell (model 8050, Ami-
con) equipped with a Diaflo YM-1 filter was used
for removing interfering compounds. The device
was pressurised by N2 gas at a pressure of 3–3.5
bar, and the filtrate was collected in a tube sur-
rounded by ice. The sample (10 ml) was filtered
twice and the filters were changed between the
two runs. Before use the ultra filters were im-
mersed for at least 1 h in firstly 0.1 M NaOH,
secondly 5% (w/w) NaCl, and finally rinsed twice
in Milli-Q water. This cleaning procedure was
needed to ensure the removal of, especially, lactic
acid which otherwise could contaminate the sam-
ple. A blank was run and no interfering peaks
were found.

The sample was then acidified by means of 0.5
M H2SO4 to pH�3, and run through a cation
exchanger (0.4 ml Bio-Rex 70, 200–400 mesh) in
the H+ form. The first 1 ml of eluate after the pH
change was discarded and then a sample of ap-
proximately 4 ml was collected. The sample was
immediately run on the HPLC column.

The mobile phase consisted of 0.2% (v/v)
H3PO4 and the flow rate was 0.5 ml min−1. The
injection volume was 50 ml. First one run was
carried out with a column oven temperature of
30°C. A second run was then performed at 60°C
when citric, shikimic and lactic acids were deter-
mined. This procedure was required due to the
overlapping of lactic and shikimic acids at 30°C
and the appearance of a ghost peak interfering the
determination of citric acid. The acids were cali-
brated using standards which had been treated in
the same way.

2.6. CZE analysis

CZE analysis was carried out according to [16]
and was performed on a Quanta 4000. An 82-cm
(74-cm to detector) fused-silica capillary (J&W
Scientific, Folsom, CA) with an i. d. of 75 mm and
a carrier electrolyte consisting of 5 mM 1,2,4-ben-
zenetricarboxylic acid with 0.5 mM TTAB (pH 8)

were used. TTAB was added to reverse the elec-
troosmotic flow. Injection was performed by elec-
trokinetic injection at −5 kV for 45 s or by
hydrostatic injection at 100 mm for 30 s, and the
applied separation voltage was −15 kV. The
analytes were detected by indirect UV detection at
254 nm. Octanesulfonate, which acts as a termi-
nating electrolyte, was added to the samples to
final concentrations of 70 mM to achieve an isota-
chophoretic steady state during the sample
introduction.

2.7. Titrations of soil solution

The sample was first acidified to pHB2.5 and
run through a cation exchanger. It was then bub-
bled with N2 for 15 min and titrated by means of
0.01 M NaOH. The evaluation was made using
the procedure outlined by Molvæsmyr and Lund
[17] based on the Gran extrapolation giving the
concentrations of strong (SA) and weak acids
(WA).

3. Results and discussion

3.1. Calibration and performance

A satisfactory separation of a wide range of
acids could be achieved (Table 1). The perfor-
mance of the HPLC method was evaluated with
regard to limits of detection, calibration and re-
coveries of standard additions. Citric, shikimic
and lactic acids were determined at 60°C, all other
acids at 30°C. The results are presented in Table
1. Succinic acid was also tested and it was found
that this acid had very similar retention times to
shikimic acid, both at 30 and 60°C. However,
succinic acid could not be found in the samples
when running CZE.

All calibration graphs were linear and had a
correlation coefficient r\0.99. Two or three
replicates were run and each standard was in-
jected twice. In the case of fumaric, shikimic and
oxalic acids lower concentrations of the standards
were used due to its high UV-absorbance. Recov-
ery studies were performed by standard addition
of all acids to three samples of the E-horizon.
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Table 2
HPLC determinations and titration data of the soil solutions from Hyytiälä

E B1O1 O2 B2

3. 83 4. 85pH 3.76 5.993. 53
— ——67+42Acetic acid (mM) 174+28

19+6 —Citric acid (mM) 80+6 —27+7
—1.1+61.3+51.3+6Fumaric acid (mM) 2.4+5

n.d. n.d.Lactic acid (mM) 27+41 n.d. n.d.
8.5+3 tr.Oxalic acid (mM) 7.2+2 4. 5+3 4.1+3

1.6+2 1.7+2Shikimic acid (mM) 21.4+2 5.1+2 1.3+2
4.94 3.13 1.0222.08DOC (mM) 32.33
3.1 1.2%LMW acids of DOC 3.3 1.6 0.9

0.370.420.962.22WA(tot)a (meq l−1) 3.44
5.0 0.3%LMW acids (meq l−1) of WA(tot) 14.0 7.5 7.7

Data is given for pH, concentrations+confidence limits(95%), DOC, and total WA (WA(tot)) content.
n.d., Not detectable, area of peak smaller than intercept of calibration equation or below LOD; tr., traces, peak identified but not
integrated.
a In the case of O1 SA is included.

Good recovery values were obtained for all acids.
The poorer value for oxalic acid can partly be
explained by the larger variance and the fact that
this acid elutes close to the void peak. A correct
determination of this acid might be difficult when
analysing samples with very high DOC levels
(\1000 ppm). The limits of detection (LOD),
calculated as the concentration corresponding to
three times the background noise, were in the
range 0.1–26 mM. The values were in accordance
with the UV absorbance of the different acids,
resulting in better limits of detection for the acids
with higher absorbance. The repeatability for nat-
ural samples was checked by performing duplicate
analyses for two samples (see below), and was
estimated as the pooled S.D. for the replicates.
The deviation was in the range 0.03–1.40 mM for
the commonly detected acids (citric, shikimic, ox-
alic and fumaric acids). The variance for acids
found in natural samples was not significantly
greater than for standards as evaluated by F-tests
[18].

3.2. Application and identification

Soil solutions from five soil layers were
analysed for LMW organic acids, SA and WA
content using the methods described above (Table

2). A comparison of a chromatogram before and
after the sample clean-up procedure is shown in
Fig. 1. The acids were identified by comparing
retention times and where possible, due to the
void peak, UV spectra. In the case of oxalic, citric
and fumaric acids these were also confirmed by
standard additions.

In order to obtain an independent identification
of the organic acids, some of the samples were
also analysed by CZE. Identification was made by
retention time and by spiking the samples with a
small amount of organic acid stock solution. By
this procedure citric, fumaric, lactic, oxalic, acetic
and shikimic acids were tentatively identified in
the CZE electropherograms. Although the analy-
sis was performed on a qualitative basis it could
be established that the concentrations determined
by the HPLC application were of the same order
of magnitude as compared to the CZE analysis.
An electropherogram of the O2 horizon solution
is showed in Fig. 2.

Two replicates of the O1 and E horizons in-
cluding pretreatment and HPLC analysis were
made, but single analyses were carried out for the
other samples. Each sample was injected twice on
the HPLC column. Several different acids were
identified, of which all have been reported earlier
[1,5,19]. Shikimic acid and traces of oxalic acid
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Fig. 1. HPLC chromatogram (run at 30°C) of an O2 soil solution before (a) and after pretreatment (b). The insert picture in (b)
shows an enlargement of the chromatogram.

were found in all horizons. Citric and fumaric
acids were also observed in most samples. As
would have been expected the concentrations de-
crease in the deeper soil layers. A small increase
of oxalic and shikimic acids was however ob-
served in the B1 horizon.

Concerning the acidity, the fraction of the
LMW organic acids made up 0.3–14.0% of the
WA(tot). SA was only found in O1, and was

included in the WA(tot) value because experi-
ments showed that for citric and oxalic acids the
carboxyl group with the lowest pKa was not in-
cluded in the WA(tot) measurement. The percent-
age of LMW acids decreases through the soil
profile. Regarding the DOC, LMW acids made up
0.9–3.3%. Also the fraction of the DOC consist-
ing of LMW acids generally decreased in the
deeper horizons.
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Fig. 2. CZE electropherogram of an O2 soil solution after pretreatment. Electrokinetic injection. Peaks: 1, oxalic; 2, citric; 3,
fumaric; 4, acetic; 5, shikimic acids.
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Abstract

A fluorescent photoinduced electron transfer (PET) sensor (3) that consists of 1-aza-18-crown-6 and a 1-naphthyl
pendant shows a fluorescent increase with bivalent metal ions and a fluorescent decrease with monovalent metal ions.
1H and 13C NMR analyses of this 1:1 complexation behavior revealed that Ba2+ strongly coordinates with the
azacrown nitrogen to cause a dramatic decrease in the intramolecular charge-transfer character. In addition, it was
suggested that not only the metal ion-dependent coordinated structure of the resulting complex but also the
interaction between the thiocyanate anion and the naphthyl group play a role in controlling the extent of the
emission-intensity increase and decrease that was observed in the presence of a given metal salt. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Fluorescence photoinduced electron transfer sensor; Bivalent metal ions; Monovalent metal ions

1. Introduction

As an approach to the manipulation of in-
tramolecular electron transfer dynamics, photore-
sponsive supramolecular systems are of great
significance, particularly for their potential appli-
cation to nanoscale devices for a cation sensor
and switch [1,2]. There are extensive investigations
into the characterization of fluoroionophores in-
cluding crown ether, calixarene, and cyclodextrin

derivatives with naphthalene, umbelliferone, an-
thracene, or pyrene fluorophore [3–12]. Recently,
it was found that the azacrown ethers act as
electron donors in a typical exciplex-forming sys-
tem that involves an appropriate electron acceptor
[13,14]. The addition of metal salts enhanced the
fluorescence emission intensity of N-(1-pyrenyl-
methyl) - 1,4,7,10,13 - pentaoxa - 16 - azacycloocta -
decane (1) and N,N %-bis(1-naphthylmethyl)-
1,4,10,13-tetraoxa-7,16-diazacyclooctadecane (2)
[15–17], while the presence of metal salts exerted
a strong effect on the ratio of the monomer versus
excimer emission intensity of N,N %-bis(1-pyrenyl-

* Corresponding author. Tel.: +81 92 5837807; fax: +81
92 5837810; e-mail: kubo-k@cm.kyushu-u.ac.jp

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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methyl)-1,4,10,13-tetraoxa-7,16-diazacycloocta-
decane [17–19]. Thus, it is interesting to investi-
gate the complex formation with metal salts using
fluorescence spectroscopy. We now report the
fluorescence behavior of the azacrown ether (3)
with a naphthyl pendant in the presence of metal
salts.

2. Experimental

Elemental analyses were performed on a
Perkin-Elmer PE2400 series II CHNS/O analyzer.
Melting points were obtained with a Yanagimoto
micro melting point apparatus and were uncor-
rected. NMR spectra were measured on a JEOL
JNM-500 model spectrometer in CDCl3; the
chemical shifts were expressd by a d unit using
tetramethylsilane as an internal standard. IR spec-
tra were recorded on a Hitachi model 270-30
infrared spectrophotometer. Fluorescence spectra
were measured with a Hitachi model F-4500 spec-
trofluorimeter. The stationary phase for the
column chromatography was Merck and the elu-
ant was a mixture of methanol, ethyl acetate,
chloroform, and hexane.

2.1. Synthesis of N-(1-naphthylmethyl)-1,4,7,10,
13-pentaoxa-16-azacyclooctadecane (3)

A tetrahydrofuran solution (10 cm3) of 1-aza-
18-crown-6 (1,4,7,10,13-pentaoxa-16-azacyclooc-
tadecane (0.13 g, 0.50 mmol), triethylamine (0.5
cm3, 3.6 mmol), 1-chloromethylnaphthalene (0.27
g, 1.52 mmol) was refluxed for 12 h. The mixture
was then diluted with 1.0 M NH3 (10 cm3) and
extracted with ethyl acetate. The solvent was
evaporated and the residue was purified by
column chromatography over silica gel (70–230
mesh, Merck) using hexane and ethyl acetate (1:1
6/6) as the eluent. The analytically pure sample
showed the following physical and spectroscopic
properties:

N-(1-naphthylmethyl)-1,4,7,10,13-pentaoxa-16-
azacyclooctadecane (3): 1H NMR d=2.86 (4H, t,
J=5.8 Hz), 3.59-3.71 (20H, m), 4.09 (2H, s), 7.39
(1H, dd, J=7.6, 8.2 Hz), 7.44–7.50 (3H, m), 7.74
(1H, d, J=7.6 Hz), 7.82 (1H, dd, J=7.6, 9.5 Hz),
8.34 (1H, d, J=8.2 Hz). 13C NMR d=54.3 (2C),
58.7, 70.1 (2C), 70.4 (2C), 70.8 (2C), 70.9 (2C),
70.9 (2C), 124.8, 125.2, 125.5, 125.6, 127.2, 127.7,
128.3, 132.5, 133.8, 135.4. IR (NaCl) n 792, 1116,
1247, 1293, 1350, 1452, 1596, 2860 cm−1. Anal.
Calc. for C23H33N1O5: C, 68.46; H, 8.24; N, 3.47.
Found; C, 68.38; H, 8.51; N, 3.37%.

2.2. Determination of association constants (K)

The titrations were conducted by adding a
crown-ether solution (2.0×10−5 M for 3 in
methanol) progressively containing excess metal
salts, using a 0.25 cm3 syringe, to a cuvette con-
taining 2.0 cm3 of the crown-ether solution (2.0×
10−5 M for 3 in methanol). The solutions were
homogenized by ultrasonic waves for 3 min. The
spectrum was recorded after each addition, as
shown in Fig. 3. The added equivalents of the
cation were then plotted against the emission-in-
tensity change at 333 nm (excited at 280 nm).
Even though the solvent takes part in the associa-
tion interaction, the solvent concentration is virtu-
ally unaffected. Therefore, we express the
interaction of metal salts in terms of the equi-
librium [17,20]:

CE+M X CE·M (1)

Also, K should be expressed as follows:

K= [CE·M]/[CE][M]

= [CE·M]/([CE0]− [CE·M])([M0]− [CE·M])
(2)

[CE·M]=a [CE0]= (I−I0[CE0])/(ICE· M−I0)
(3)

From Eqs. (2) and (3), the following equation
can be derived:

[M0]=a/K(1−a)+a [CE0], (4)

where [CE0] and [M0] are the initial concentra-
tions of the crown ether and the metal salt, I and
I0 are the observed emission intensities of the
crown ethers in the presence and in the absence of
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the metal ion and ICE·M is the observed emission
intensity of the complex of the crown ether and the
metal ion.

A self-written nonlinear curve-fitting computer
program (Eq. (4)) was used to fit the experimental
titration curves [17,20]. The association constants
were determined from the emission-intensity
changes at 333 nm using the equation as given in
Table 1.

3. Result and discussion

The naphtalene-functionalized azacrown ether
(3) was prepared by the N-alkylation of 1-aza-18-
crown-6 with 1-chloromethylnaphthalene in THF-
triethylamine (95% yield). The structure and purity
of 3 were ascertained by 1H NMR spectroscopy and
elemental analysis (Scheme 1).

Fig. 1. Fluorescence spectra of (a) 2 (2.0×10−5 M), (b) 3
(4.0×10−5 M), and (c) 1-methylnaphthalene (4.0×10−5 M)
in methanol at room temperature.

Fig. 2 illustrates the fluorescence spectral be-
havior of 3 (2.0×10−5 M) in methanol at room
temperature. A dramatic change in the emission
intensity of 3 (I3) was observed upon the addi-
tion of various amounts of metal cations (Li+,
Na+, K+, Rb+, Cs+, Ca2+, Ba2+, Zn2+, and
Mg2+) and NH4

+. When the metal salts were
added (20 molar equivalent), the relative emis-
sion intensity ratio (Icomplex/I3), being used as a
measure of the molecular recognition sensing,
changed from 0.4 to 4.5 depending on the nature
of metal cations as shown in Fig. 3.

Scheme 1.

Fig. 1 illustrates the fluorescence spectral behav-
ior of 2 (2.0×10−5 M, 1 M=1 mol dm−3) and
3 (4.0×10−5 M) in methanol at room temperature.
Fluoroionophores 2 and 3 (when excited at 280 nm)
gave a broad emission band with a maximum at 474
nm in addition to monomer emission (335 nm). The
formation of an intramolecular exciplex should be
responsible for the appearance of the former emis-
sion band. The latter emission-band intensities of
2 and 3 were reduced to approximately 1/440 and
1/30 that of the 1-methylnaphthalene (4.0×10−5

M), respectively, accompanied by the occurrence of
exciplex fluorescence. This indicates that the
quenching of the excited naphthalene chromophore
by the azacrown unit proceeds by a mechanism
similar to that for the classical naphthalene–
aliphatic amine system [13,14]. The larger quench-
ing of 2 means that the two intramolecular nitrogen
aroms and naphthalene rings participate in in-
tramolecular electron transfer in the excited state.

Fig. 2. Fluorescence spectra of 3 (2.0×10−5 M) with and
without various metal cations (4.0×10−4 M) in methanol, as
excited at 280 nm.
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Fig. 3. Dependence of fluorescence intensities of 3 (2.0×10−5 M) at 333 nm on the concentration of various metal cations (added
as thiocyanate salts) in methanol.

Clearly, the emission intensity changes with an
increase in the metal ion concentration. Interest-
ingly, the intensity ratio (Icomplex/I3) was different
among bound metal ions and was decreased in the
following order: Ba2+ (4.5)\Ca2+ (3.4)\Zn2+

(2.9)\NH4
+ (2.6)\Mg2+ (1.6)\Li+ (0.70)\

Na+ (0.51)\Cs+ (0.48)\Rb+ (0.45)\K+

(0.38). It is clearly seen from Fig. 3 that the
emission intensity increased along with an in-
crease in the concentration of the bivalent metal
ions and ammonium ion, except for alkali metal
ions. The observed enhancement indicates the in-
hibition of exciplex formation by complexation
with a metal salt. Furthermore, it is noteworthy

that the 3–alkali thiocyanate complex exhibited a
decrease in its monomer emission intensity rela-
tive to that of 3 itself. This suggests that the
observed quenching is due to the presence of
thiocyanate ion. A similar quenching by the thio-
cyanate anion was explained based on the pho-
toinduced electron transfer from this anion to the
naphthalene chromophore [21]. From the relative
emission-intensity ratio (Icomplex/I3), one can esti-
mate the size and the valence of metal ions that
were incorporated into the host cavity.

Metal-ion concentration dependence of the emis-
sion intensity (Fig. 3) allowed us to determine K by
the non-linear curve-fitting method (Table 1) [17,20].

Table 1
Association constants (M−1) of 1, 2, and 3 for metal salts in methanol and methanol–chloroform (9:1 6/6)

2 3Metal salts 1

CH3OHCH3OH:CHCl3 (9:1 6/6) CH3OHCH3OH:CHCl3 (9:1 6/6)

2400931027954893LiSCN
12399NaSCN 1010960 38909300

28009140 18509320KSCN 56 20092470 98 200910 500
51 4009450030592615 1009780RbSCN

97930 62609750CsSCN 46309280
14909165NH4SCN 2530980 15 80091300

126913 13309120158914Zn(SCN)2

32409200Mg(SCN)2 29 60091700513919
6194 71009700Ca(SCN)2 847974

7109114Ba(SCN)2 51 300919 60022 3009400
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The azacrown (3) showed the following cation
selectivity: K : Zn2+BLi+BNa+BCs+BCa2+

BNH4
+BMg2+BBa2+BRb+BK+. This se-

lectivity order is distinct from that for 1 (K : Li+

BZn2+BMg2+BCa2+BNa+BNH4
+BCs+

BRb+ BBa2+ BK+) [16 – 18] and 2 (K : Li+

BCa2+ BCs+ BNa+ BZn2+ BRb+ BBa2+

BNH4
+BK+BMg2+)[15]. The order of K val-

ues for K+ is 2B1B3, indicating that the two
naphthalene rings and one pyrene ring inhibit the
complexation with metal ions to some extent
[4,15–18]. Comparison of the selectivity order for
1–3 confirms that the size and electronic property
of the aromatic pendants attached to the aza-
crown nitrogen atoms may control the selectivity
of the host toward metal cations in a delicate
manner. In spite of the small association constant
for 3 in methanol, the emission intensity of this
host was greatly enhanced in the presence of
metal salts, establishing that 3 has a high fluores-
cence switch-on ability for complexation with var-
ious metal ions.

Binding interactions of the host (3) with alkali
metal and bivalent metal ions were examined us-
ing 1H NMR spectroscopy. When alkali metal
salts were added, each resonance peak was shifted
to downfield or upfield depending on the nature
of added metal cations (Fig. 4b and c), while the
addition of bivalent metal ions decreased the orig-
inal-signal intensities with an increase in new-sig-
nal intensities (Fig. 4d and e).

These spectral changes confirm that the ex-
change rates are different between the alkali metal
and bivalent metal ions. The gradual upfield shift
of the proton signal in the azacrown unit with
added KSCN (Fig. 4b and c) shows that the
exchange process between the free host and its
potassium complex is rapid as compared to the
NMR time scale: time-averaged NMR shifts are
observed depending upon the guest concentra-
tions. On the other hand, the original (free host,
3) signal intensities decreased and the intensities
of new signals (of the corresponding complex
3–Ba(SCN)2) appearing at 3.79, 4.45 and 8.24
ppm increased as the Ba(SCN)2 concentration was
increased (Fig. 4d and e). Thus, the exchange
process for this complex is slow enough even at
room temperature, compared with the NMR time

Fig. 4. 1H NMR spectral changes of 3 (1.0×10−2 M) with
KSCN and Ba(SCN)2 in CD3CN–CDCl3 (1:1 6/6) at 298 K.
Concentration of metal salts: (a) 0, (b) [KSCN]=0.5×10−2,
(c) [KSCN]=1.0×10−2, (d) [Ba(SCN)2]=0.5×10−2, and
(e) [Ba(SCN)2]=1.0×10−2 M.

scale, to give new signal corresponding to the
barium complex (3– Ba(SCN)2). The difference in
exchange rate between KSCN and Ba(SCN)2
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should be responsible for a large difference in the
relative emission-intensity ratio for these metal
ions (Fig. 3).

Further detailed information on the cation
binding behavior for 3 was obtained by 1H/13C
NMR spectroscopy. The chemical (d) and in-
duced (Dd) shifts of the selected proton and car-
bon signals of the host (3) with and without
metal cations are summarized in Table 2. Inter-
estingly, Ba2+ produced an even more remark-
able chemical-shift change for the methylene
carbon signal.

bivalent metal salts induced a dramatic downfield
shift (Dd=0.80 for Mg(SCN)2, 0.79 for Zn(-
SCN)2, 0.53 for Ca(SCN)2, and 0.38 for
Ba(SCN)2) of the methylene proton signal of the
1-naphthylmethyl group. These downfield shifts
may be due to the strong interaction of the
cations with the azacrown nitrogen. On the other
hand, NaSCN, KSCN, RbSCN and CsSCN
caused distinct upfield shifts of the H-8 and
methylene proton signal of the 1-naphthylmethyl
group. These upfield shifts must be due to shield-
ing effects by thiocyanate anion. The interaction
between the thiocyanate anion and the naph-
thalene ring may be responsible for a large dif-
ference in the relative emission-intensity ratio for
metal salts.

4. Conclusions

The conclusion are: (1) the fluorescence
quenching of the host itself occurs by in-
tramoleculer electron transfer between the naph-
thyl group and the nitrogen atom in the crown
ring, and the bivalent cation binding to the host
azacrown results in an emision-intensity enhance-
ment; (2) the metal cation-induced emission-in-
tensity enhancement originates from the affinity
of the nitrogen atom in the azacrown ether for
cations; (3) the alkali metal salts induced fluores-
cence quenching is explained by intramoleculer
photoinduced electron transfer from the thio-
cyanate anion to the naphthyl group; and (4) the
azacrown ether having a 1-naphthyl pendant
may be utilized as a new fluorescent sensor for
metal cations and counter anions.
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Abstract

Degradation processes of amitraz in aqueous media have been studied by spectrophotometry, HPLC and GC-MS.
Amitraz undergoes hydrolysis reactions at any pH, but towards the acidic pH range hydrolysis proceeds at a faster
rate. Depending on the pH value, different products of the hydrolysis have been identified. The main degradation
products are 2,4-dimethylaniline at very acidic pH values (pHB3), N-(2,4-dimethylphenyl)-N %-methylformamidine
and 2,4-dimethylphenylformamide at less acidic media (pH 3–6) and 2,4-dimethylphenylformamide at basic pH. The
mechanisms of the different hydrolysis processes have been elucidated. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Amitraz; Hydrolysis; Kinetics; HPLC

1. Introduction

Amitraz (IUPAC name: N-methylbis(2,4-xy-
lyliminomethyl)amine and development code BTS
27419) is a non-systemic acaricide and insecticide,
with contact and respiratory action. Its mode of
action probably involves an interaction with octo-
pamine receptors in the nervous system of the ticks
causing an increase in nervous activity. Amitraz is
used to control all stages of tetranychid and erio-
phyid mites, pear suckers, scale insects, mealybugs,
whitefly, aphids and eggs and first instar larvae of
lepidoptera on pome fruit, citrus fruit, cotton,

stone fruit, bush fruit, strawberries, hops, cucur-
bits, aubergines, capsicums, tomatoes, ornamen-
tals and some crops. It is also used as an animal
ectoparasiticide to control ticks, mites and lice on
cattle, dogs, goats, pigs and sheep [1,2]. Addition-
ally, amitraz is often used against varroasis disease,
caused by the mite Varroa jacobsoni and affects
Apis Mellifera. Amitraz shows a high activity
against V. jacobsoni, and low toxicity for bees [3].

The degradation of amitraz in several fruit crops
and soil has been studied and more than 95% of the
residue left on the crop and soil samples can be
accounted for as compounds amitraz, N-(2,4-
dimethylphenyl)-N %-methylformamidine (BTS
27271) and 2,4-dimethylphenylformamide (BTS
27919). BTS 27271 and BTS 27919 arise from
amitraz by a hydrolysis process [4].

* Corresponding author. Tel.: +34 94 4647700; fax: +34
94 4648500; e-mail: qapgaheb@lg.ehu.es

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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When added to honey, amitraz was fully de-
graded over a period of 2–4 weeks, depending on
the honey type and the honey pH, and the degra-
dation products that were found mainly are BTS
27919, BTS 27271 and 2,4-dimethylaniline (BTS
24868) [5,6]. Among them, BTS 24868 and BTS
27271 retain toxic activity [7]. Spanish laws define
amitraz residues as the sum of amitraz and BTS
27271 and specify different maximum residue lev-
els (LMR) depending on the type of food from
0.02 to 1 mg kg−1.

Amitraz determinations are based on hydrolytic
conversion of both amitraz and its degradation
products to 2,4-dimethylaniline [8] and subse-
quent determination by HPLC [9] or GC [10–12].

The purpose of this research was to study ami-
traz degradation and the kinetics of the hydrolysis
reaction in aqueous media, this information being
relevant to evaluate the toxicity of amitraz
residues in some crops. The hydrolysis of amitraz
into buffers at different pH values and into ace-
tonitrile–buffer environments has been examined
and the reaction rate constants and half-life times
calculated, hydrolysis products being identified by
HPLC and CG-MS. Following these results, a
new hydrolysis mechanism has been proposed.

A partial hydrolysis study in aqueous media
has been recently reported by Pierpoint et al. [13]
in which the kinetics of amitraz hydrolysis in
relation to pH, as well as the effects of the hydrol-
ysis of cosolvent and metal ions have been stud-
ied. Our study provides new data on this subject
and proposes a novel hydrolysis mechanism con-
trolled by pH.

2. Experimental

2.1. Reagents and chemicals

The compounds studied, amitraz, BTS 27919,
BTS 24868 and BTS 27271 hydrochloride salt
(ZK 049844), were kindly supplied by Schering
Agrochemicals. The stock standard solutions of
these compounds were prepared in acetonitrile
(amitraz is not stable in methanol) at a concentra-
tion of 1000 mg ml−1 and were stored at 4°C in
the dark.

Acetonitrile (Romil, Harvehill, UK) was of
HPLC grade. The water used in all experiments
was purified on a Milli-Q system from Millipore
(Bedford, MA). Sodium acetate, acetic acid, phos-
phoric acid, sodium hydrogen and dihydrogen
phosphates, sodium carbonate, sodium hydrogen
carbonate and sodium hydroxide were of analyti-
cal quality from Merck (Darmsdt, Germany). The
aqueous buffers were: 0.05 M HCl (pH 1.3), 0.05
M H3PO4–NaH2PO4 (pH 2–3), 0.1 M HAc–
NaAc (pH 4–5), 0.1 M NaH2PO4–Na2HPO4 (pH
6–8) and 0.1 M NaHC03–Na2CO3 (pH 10).

The test hydrolysis solutions were prepared by
dilution of the amitraz stock solution with the
appropriate aqueous buffer. At pH 3.0 amitraz is
soluble in water since it is positively charged
(pKa=4.2 [1]) but at pH\3.0 the addition of
acetonitrile was necessary in order to solubilize
amitraz. The pH values tabulated are measured
after the addition of acetonitrile as apparent pH.
The effect of the cosolvent on the rate and the
product profile is negligible until 50% of the co-
solvent [13].

To study the hydrolysis of amitraz at pH values
in which hydrolysis is very fast, UV–Vis spec-
trophotometry was used. The change of the ab-
sorbance of 20 mg l−1 amitraz solutions in 0.05 M
aqueous buffer with time at a fixed wavelength
(285 nm) and 25°C was measured. For the cases
in which the hydrolysis is slow enough, HPLC
with spectrophotometric detection was used and
the variation of peak area or concentration of 20
mg l−1 amitraz solution in 0.1 M acetonitrile–
buffer (40:60 v/v) at 25°C against the hydrolysis
time was measured.

2.2. Instrumentation

A Shimadzu UV-260 spectrophotometer was
used for all the spectrophotometric measure-
ments. The absorbance was measured at a fixed
wavelength (285 nm) as a function of time.

HPLC was used to measure the amitraz peak
area decrease as a function of time. The chro-
matographic system consisted of two HPLC
pumps (LKB, Barcelona, Spain) 2150, a high
pressure mixer LKB 2152-400, an HPLC con-
troller LKB 2152, a Rheodyne (Cotati, USA)
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7125 sample injector with a loop of 50 ml and a
Waters (Barcelona, Spain) 484 UV–Vis detector.
A Waters Nova-Pack C18 column (15 cm×3.9
mm i.d., 4 mm) was used. The effluent was moni-
tored at 210 nm. The elution was performed
under binary gradient conditions. Pump A: ace-
tonitrile–0.01 M TEA (pH 6.1 with 0.75 M
H3PO4) (90:10 v/v) and pump B: acetonitrile–0.01
M TEA (pH 6.1 with 0.75 M H3PO4) (30:70 v/v).
The gradient profile was 0 min., 100% B; 1.5 min.,
100% B, 15 min., 0% B. The flow-rate was 1 ml
min−1.

GC-MS was used to confirm the identity of the
degradation products. A Hewlett-Packard (Palo
Alto, CA) series II 5890 gas chromatograph cou-
pled to a Hewlett-Packard Engine 5989B mass
spectrometer in the electronic impact mode was
used. The capillary column used was an HP-5
(Crosslinked 5% PH ME siloxane) 30 m×0.32
mm×0.25 mm film thickness. A 1 ml volume of

the hydrolysis solution was chromatographed un-
der the following conditions: injector temperature
was 250°C; the initial column temperature (40°C)
was held for 1.50 min., then increased to 150°C at
40°C min−1 and held for 1 min, then elevated to
250°C at 30°C min−1 and held for 2 min. The
carrier was helium and the pressure in the column
head was 100 kPa. In the spectrometer the source
and quadrupole temperature were kept at 250 and
100°C.

3. Results and discussion

In Fig. 1, variation of the absorption spectra
versus time for two solutions of amitraz buffered
at pH 2.1 and 10.7 (with 40% acetonitrile) is
shown. Study of absorption spectra reveals two
different behaviours as regards to pH. At pHs
around 2.0, the peak of absorption for amitraz

Fig. 1. Variation of the absorption spectra with hydrolysis time at room temperature for an amitraz solution of 10 mg ml−1 in (a)
buffer of pH 2.1 (each cycle 2 min) and (b) buffer of pH 10.7 with 40% acetonitrile (each cycle 30 min).
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Table 1
Apparent reaction rate constants (k) and half-life time values
for the hydrolysis of amitraz at different pH media

k (min−1)Apparent pH t1/2 (min)

0.79890.0030.86890.0031.36
0.143790.0004 4.8290.012.13
0.010390.0009 67963.99

4.90 0.0019090.00005 36199
5.97 0.0006390.00001 1108917

(4393)×103(1.790.1)×10−510.77

the cases in which the slow rate of the hydrolysis
process allows for it. In the first case, the ab-
sorbance was measured at a fixed wavelength (285
nm) as a function of the hydrolysis time (Fig. 2a).
When HPLC measurements were performed, a
decrease of the amitraz peak area with hydrolysis
time appeared (Fig. 2b and c). Using both tech-
niques, the apparent reaction rate constant and
the amitraz half-life time were calculated at each
pH value (Table 1). The ln (A0/A) for spectropho-
tometry and ln (C0/C) for HPLC as a function of
hydrolysis times were represented, being explained
by a first order kinetic.

Under the HPLC separation conditions, ami-
traz showed a peak at retention time 15.5 min.
When hydrolyzed solutions obtained at the vari-
ous essayed pHs were injected, a different number
of peaks were obtained. Retention times for these
peaks were 1.46, 2.47, 3.38, 4.31 and 7.88 min
which belong to amitraz hydrolysis products (Fig.
3). The peaks at 2.47, 3.38 and 4.31 min are the
most abundant and persistent and were identified
as BTS 27271, BTS 27919 and BTS 24868, respec-
tively, by the injection of standard solutions and

appears at 195 nm with a shoulder at 299 nm and
the spectra show a decrease in the band at 299 nm
with time, whereas one shoulder appears at 203
nm. Over this pH, two absorption peaks are
evident at 200 and 285 nm and a decrease of the
intensity of the peak at 285 nm is also observed.

Variations observed in the absorption spectra
suggest that amitraz suffers hydrolysis processes
in acid and basic media as has been reported by
other authors [1,13]. In order to study these pro-
cesses in depth, spectrophotometry was used for
the pH values in which the hydrolysis is very fast
and HPLC with spectrophotometric detection for

Fig. 3. HPLC chromatogram of amitraz hydrolysis solution at pH 1.36 after 1 min, (hydrolysis not completed).
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Table 2
Retention times of the degradation products and percentage against total peak area for each degradation product peak at different
pH values

Apparent pH Retention time of peaks (min)

4.31 (BTS24868) 7.88a1.46 2.47 (BTS27271) 3.38 (BTS27919) 15.50 (Amitraz)

51 N.D. N.D.1.3 1320 16
21 39 N.D. N.D.2.0 14 26

N.D.N.D.303.0 286 36
6 N.D.3.9 3 52 39 N.D.
1 N.D.4.9 N.D. 50 49 N.D.

N.D.2 N.D.6.2 51N.D. 47
5 N.D.8.2 N.D. N.D. 81 14

23 N.D.10.2 N.D. N.D. 1067

a Peak corresponding to an intermediate product of the hydrolysis.

comparison of the retention times. Additionally,
identity was confirmed by injection of the hy-
drolyzed samples in the GC-MS equipment. Ami-
traz and its degradation products give peaks at
retention times of 15.55, 4.53, 6.39 and 6.73 min,
respectively (Fig. 4). These peaks were identified
as the BTS 24868 (tR=4.53 min), BTS 27919
(tR=6.39 min), and BTS 27271 (tR=6.73 min) by
comparison of the retention times and mass spec-
tra with those of standard solutions (Fig. 4).
Pierpoint et al. [13] did not detect the for-
mamidine BTS 27171.

In Table 2 the retention times of the products
of hydrolysis and its percentage against total peak
area for each degradation peak at different pH
values are shown. This percentage has been calcu-
lated at acidic pH values just when the quantity of
amitraz becomes null (less than 3 hydrolysis
days), and at basic pH when the amitraz concen-
tration is lower than 15% (60–70 hydrolysis
days). The main degradation products, different
depending on the pH value, are: BTS 24868 at
pHB3, BTS 27271 and BTS 27919 at less acidic
media (pH 3–6) and BTS 27919 at basic pH. This
suggests at least, three different hydrolysis
reactions.

Fig. 5 aims to explain the nature of the reaction
proceeding at pHB3 where BTS 24868 is the
main degradation product. This figure shows the
evolution of the HPLC peak areas of the degrada-
tion products as a function of hydrolysis time for
an amitraz solution at pH 1.41. While the amitraz

peak disappears (a few minutes), five new peaks
become evident. One of them is a transitory peak
of the reaction (tR=7.88 min), which shows only
in the first moments of the hydrolysis in very
acidic media, whereas the other four (tR=1.46
min, BTS 24868, BTS 27919 and BTS 27171) are
the final products.

In view of these results, two reaction mecha-
nisms could be proposed (mechanism 1 and mech-
anism 2 of reaction 1, Fig. 6). The difference
between the two mechanisms is the way in which
the aniline BTS 24868 is generated: from for-
mamide BTS 27919 and/or formamidine BTS
27171 (mechanism 1) or from the amitraz (mecha-
nism 2).

To check if BTS 24868 is generated from for-
mamide BTS 27919 and/or formamidine BTS
27171, the stability of the standard solutions of
BTS 27919 and BTS 27271 at acidic pH and room
temperature have been studied. After only 5 days
at pHB2 a BTS 27919 instability has been ob-
served with a reaction half-life of 2–3 days at pH
1.4. This hydrolysis reaction derives from aniline
BTS 24868 as a reaction product (reaction 4 of
Fig. 6). On the other hand BTS 27271 is stable in
acidic pHs for at least 5 days.

In conclusion, the quick formation of aniline
BTS 24868 (less than 1 h) in hydrolysis of amitraz
observed in Fig. 5, implies, necessarily, the forma-
tion of the aniline directly from amitraz (mecha-
nism 2) and not from formamide BTS 27919
(much slower) or from formamidine BTS 27271
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Fig. 4. CG-MS chromatogram corresponding to a 100 mg ml−1 amitraz solution at pH 3.0 after total hydrolysis and mass spectra
corresponding to (a) BTS 24868, (b) BTS 27919 and (c) BTS 27271.
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(stable at acid pHs). This reaction is also confi-
rmed by the presence of the transitory peak at
7.88 min, that could not be identified, but it is
probably an intermediate compound of this re-
action (mechanism 2 of reaction 1, Fig. 6). As
shown in Table 2, mechanism 2 only happens at
acid pH and is the main hydrolysis process at
pHB3. This quick detection of aniline BTS
24868 in very acid media has not been de-
scribed by Pierpoint et al. [13]. Besides, the for-
mation of the aniline from formamide BTS
27919 can be observed in Fig. 5, but only after
2 or 3 h from the start of the hydrolysis, when
the peak of the formamide starts to decrease
slowly and that of the aniline increases slowly
(reaction 4, Fig. 6).

At pHs between 3 and 6, formamide BTS
27919 and formamidine BTS 27271 are the
main products and appear in equivalent quanti-
ties, this suggest a second reaction (reaction 2

of Fig. 6) that would be predominant at pHs
between 3 and 6.

In basic media, a third reaction happens lead-
ing to formamide BTS 27919 as the most im-
portant degradation product (reaction 3 of Fig.
6) although, significant quantities of BTS 24868
reappear. This BTS 24868 (Table 2) is now
from the BTS 27919 degradation (reaction 4 of
Fig. 6) and not directly from amitraz as hap-
pened at very acidic pH values. Reaction 4
takes place more slowly at basic pH than at
acid media (t1/2=2–3 days at pH 1.4), as estab-
lished by Pierpoint et al. [13] who calculated the
half-life time of BTS 27919 at pH 9.12 as 300
days.

4. Conclusions

Amitraz is unstable in the whole pH range,

Fig. 5. Evolution of the HPLC peak areas of the degradation products as a function of the hydrolysis time at pH 1.41. (�) tR=1.46
min, (") BTS 27171, (2) BTS 27919, (
) BTS 24868, () tR=7.88 min and (�) amitraz.
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undergoing faster hydrolysis at acidic pH values
(at pHB2 the degradation is almost instanta-
neous). The nature of the degradation products
depends on the pH. At very acidic pHs the main
degradation product is the compound BTS 24868,
at less acidic pHs the main products are BTS
27271 and BTS 27919 and at basic pH BTS 27919
is the principal hydrolysis compound. The iden-
tified degradation products could be found as
amitraz residues in food and surface waters sam-
ples. Some of these residues have toxicological
importance, as in the case of BTS 27271 and BTS
24868.
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Abstract

The synthesis of the pentaammine ruthenium(II) complex of N-isonicotinoyl–nortriptyline (NORPy-Ru2+) was
performed and its electrochemical properties at a nafion-loaded carbon paste electrode were examined. The
anodic oxidation of the positively charged labeled antidepressant proceeded at −0.06 V (versus Ag/AgCl, 0.05
M Cl−). A detection limit of 0.075 mM (S/N=3) was achieved at physiological pH by square-wave voltamme-
try after a 5-min preconcentration step, with a linear response over the range 0.075–5.0 mM. With a view to a
future triple-analyte immunoassay, the detection of NORPy-Ru2+ was also examined in the presence of two
labeled antiepileptics previously synthesised, i.e. phenytoin labeled by a ferroceneammonium salt (oxidation po-
tential at 0.26 V) and phenobarbital labeled by a cobaltocenium salt (reduction potential at −1.05 V). The
simultaneous detection of the three labeled drugs proceeded with analytical performances similar to those corre-
sponding to the separate accumulation of each tracer. However it was observed that the pentaammine rutheniu-
m(II) complexes of pyridine and its derivatives were not stable in the presence of serum, which does not allow
for their use as redox cationic labels in a multi-analyte immunoassay to be envisaged. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Ruthenium(II) complex; Nortriptyline; Antiepileptics; Multi-analyte immunoassay

1. Introduction

Multi-analyte immunoassays, in which several
analytes are measured simultaneously in a single

assay, present several advantages such as reduc-
tion of analysis time, work simplification, de-
crease in sample volume, and lowering of the
overall cost per test [1,2]. One of the two major
approaches developed to date involves the use of
more than one label [3]. Dual-analyte im-
munoassays have been reported with the simulta-
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neous use of two radiolabels [4], or two fluores-
cent [5], enzyme [6], spin [7] or metal–ion [8]
labels. Examples with more than two labels are
rare and have appeared only recently [9,10] us-
ing either a combination of lanthanide chelate
labels and their time-resolved fluorescence detec-
tion [9], or several IR-active organometallic la-
bels [10]. The main limitation to this approach is
the simultaneous detection of different labels in
the final step procedure, because it is difficult to
find a combination of labels which can be de-
tected distinctly and with similar sensitivities us-
ing a single technique. Moreover, it is often

each labeled drug after a 5-min accumulation
step [15]. The anionic perfluorosulfonated poly-
mer nafion was able to selectively preconcentrate
the cationic labeled drugs and therefore to en-
hance the sensitivity of the detection method.
Since the immunoassay was conducted in homo-
geneous media, it was not necessary to separate
the two free labeled drugs from the two anti-
body-bound labeled drugs, which provided an
important advantage compared with other multi-
analyte immunoassay formats. However the
moderate reproducibility of the data allowed
only semi-quantitative assays (positive/negative
test) for clinical serum samples to be envisaged.

necessary to separate the free labeled antigens
from the antibody-bound labeled antigens; only
dual-analyte immunoassays based on two spin
labels [7] and two fluorescent labels [5] avoided
this step.

Our group has recently developed an analyti-
cal technique that combines competitive homo-
geneous immunoassay with electrochemical
detection using a nafion-modified electrode and
an antigen covalently attached to a positively
charged redox label [11–14]. This technique al-
lows multi-analyte assays to be carried out and
it was possible to simultaneously detect sub-
micromolar concentrations of two antiepileptic
drugs, i.e. phenobarbital (PB) and phenytoin
(5,5-diphenylhydantoin, DPH) at a nafion-loaded
carbon paste electrode (CPE) [15]. PB and DPH
were labeled by a cobaltocenium salt (Cc+) and
a ferroceneammonium salt (N+Fc), respectively
[16], and the standard redox potentials of PB-
Cc+ and DPH-N+Fc were −1.05 and 0.26 V,
respectively. A square wave voltammetric (SWV)
detection limit of ca. 0.2 mM was reached for

In this paper we explore the possibility of using
the cationic pentaammine complex
(Ru(NH3)5(Py))2+ (Py=pyridyl) as another posi-
tively charged redox label with a view to a future
triple-analyte immunoassay using a nafion-loaded
CPE. A third labeled drug was synthesised start-
ing from the hydrochloride of isonicotinic acid
chloride. In the first step, the acid chloride was
covalently linked to the antidepressant nor-
triptyline. We thus obtained the pyridyl ligand
N-isonicotinoyl-nortriptyline (NORPy) which was
then bound to a pentaammine ruthenium(II) com-
plex. The accumulation and SWV detection of the
resulting (RuII(NH3)5(NORPy))2+ complex
(NORPy-Ru2+) within nafion were examined in
the absence and in the presence of the two labeled
drugs PB-Cc+ and DPH-N+Fc. Several studies
have addressed the redox and electrocatalytic
properties of (RuII(NH3)5(PyH))2+ or
(RuII(NH3)5(PyX))2+ (PyX=substituted
pyridine) in nafion [17–23]. They have shown that
the reversible oxidation of the complexes proceeds
at ca. 0 V, versus SCE, i.e. in a potential range
quite distinct from the potential range of the
cobaltocenium or ferroceneammonium salt.
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2. Experimental

2.1. Starting materials and reagents

Chloropentaammine ruthenium(III)dichloride
was obtained from Johnson Matthey, and nor-
triptyline hydrochloride (99%) and rabbit normal
serum (RNS) were purchased from Sigma. PB-
Cc+ [16], DPH-N+Fc [16] and (RuII(NH3)5

(PyH)) (PF6)2 [24] were prepared as described in
the references cited.

Phosphate buffer (4.35 mM NaH2PO4, 15.1
mM Na2HPO4, and 50 mM NaCl, pH 7.4) con-
taining 1% ethanol was used in all experiments
unless stated otherwise. Stock solutions of each
labeled drug in pure ethanol were stored at 0–
4°C. All reagents were of analytical grade and
water was deionized and doubly distilled.

2.2. General

NMR spectra were recorded on a Bruker AC
400 spectrometer. Infrared spectra were obtained
with a Nicolet Impact 400 FT spectrometer. Ele-
mental analyses and mass spectra were performed
by the Centre National de la Recherche Scien-
tifique (CNRS) at Vernaison. Preparative column
chromatography was performed on silica gel
(Merck 60 mesh). The air and water sensitive
reactions were carried out under an argon atmo-
sphere in purified solvents and were monitored by
thin layer chromatography (TLC) (silica gel on
aluminium foil, Merck 1.05554).

2.3. Synthesis of the labeled nortriptyline

2.3.1. Synthesis of NORPy
The hydrochloride of nortriptyline was treated

with aqueous 1 M NaOH solution. After vigorous
stirring for 30 min the product was extracted

several times with ether. The organic phase was
dried over MgSO4. Evaporation of the ether gave
the free base of nortriptyline as a white powder in
a 97% yield.

Triethylamine (5.31 g, 53 mmol) and isonico-
tinic acid chloride (1.99 g, 11 mmol) were added
under an argon atmosphere to a solution of nor-
triptyline (2.15 g, 8.2 mmol) in dried THF (120
ml). The mixture was stirred for 24 h at room
temperature. The reaction was monitored by
TLC. The less soluble acid chloride was dissolved
completely in the course of the reaction. The
hydrochloride of triethylamine generated formed
a white precipitate. After 24 h the mixture was
filtered over celite. The filtrate was concentrated
by evaporation of THF in a vacuum and diethyl
ether (140 ml) was added. The mixture was ex-
tracted four times with water (50 ml, pH 7). After
drying of the organic phase over MgSO4 the
solvents were evaporated and the crude white
solid product NORPy was collected in a 52%
yield (1.57 g). Recrystallisation from acetone (12.5
ml) afforded the pure product NORPy (1.02 g,
34% yield) with a melting point of 123–124°C. 1H
NMR (400 MHz, acetone-d6): dppm 8.64 (d, 1H, J
5.9 Hz, py C–H), 8.50 (d, 1H, J 5.9 Hz, py C–H),
7.33–6.98 (m, 10H, phenyl and py C–H), 5.96 (t,
0.4H, J 7.4 Hz, –CH�isomer A), 5.65 (t, 0.6H, J
7.8 Hz, –CH�isomer B), 3.73–3.59 (m, 1H), 3.35
(t, 2H, J 7.0 Hz, N–CH2), 3.32–3.15 (m, 2H),
3.00–2.70 (m, 5H), 2.52–2.42 (mc, 0.4H, J 6.7Hz,
–CH2–CH�isomer A), 2.36 (mc, 0.6H, J 6.7Hz,
–CH2–CH�isomer B). 13C NMR (400 MHz, ace-
tone-d6): dppm168.5/168.2, 150.1/150.0, 145.3/
144.7, 144.3, 141.2, 140.8, 140.0, 139.6, 139.4,
136.9, 130.1/130.0, 128.5, 128.23, 128.17, 128.07,
128.0, 127.7/127.6, 127.3/127.2, 126.0/125.9,
121.1, 121.0, 50.3/46.6, 36.5/31.9, 33.5/31.7, 28.5/
27.3. IR (KBr): n 3425 (w, large), 3061 (w), 3032
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Table 1
Elemental analysis for (RuII(NH3)5(NORPy))(PF6)2

N F P RuC H

11.9726.99 7.33Calcd. for C25H39N70F12P2Ru 11.6135.55 4.65
0.327 0.759 0.206Ratio relative to C 1 0.3370.131

—20.74 8.83Found 8.3827.08 3.60
0.309 0.766 —Ratio relative to C 0.3261 0.133

(w), 2980 (w), 2951 (w), 2925 (m), 2366 (m), 2336
(m), 1627 (s), 1592 (m), 1546 (m), 1498 (m), 1484
(m), 1443 (m), 1400 (s), 1273 (m), 1100 (m), 834
(m), 782 (m), 768 (m) cm−1. MS (EI, 70 eV): m/z
(relative intensity) 368 (9, (M+)), 178 (8), 165 (5),
151 (4), 140 (7), 128 (4), 117 (7), 115 (8), 106
(100), 91 (17), 79 (5), 77 (55), 51 (25), 44 (6), 42
(11), 28 (3). Anal. Calc. for C25H24N20 (368.48): C,
81.49; H, 6.57; N, 7.60. Found: C, 81.27; H, 6.79;
N, 7.40%.

2.3.2. Synthesis of (N-isonicotinoyl-nortriptyline)
pentaammine ruthenium(II) bis(hexafluorophos-
phate) (NORPy-Ru2+)

The synthesis of (RuII(NH3)5(NORPy)) (PF6)2

was carried out by applying the procedure of
Ford et al. [24] for the unsubstituted pyridine
complex.pThe whole reaction was carried out in
the dark. Trifluoroacetic acid (40 ml) was added to
a mixture of Ag2O (59 mg, 0.25 mmol) and bidis-
tilled water (1.2 ml). After 30 min at room tem-
perature chloropentaammine ruthenium(III)di-
chloride (79 mg, 0.27 mmol) was added. The
precipitated silver chloride was filtered off. The
filtrate, containing an aqueous solution of
chloropentaammine ruthenium(III)bis(trifluoro-
acetate) was sent over an activated zinc amalgam
column (diameter 1.5 cm, length 8 cm). The solu-
tion of the resulting aquapentaammine rutheniu-
m(II)bis(trifluoroacetate) was slowly added to a
stirred solution of NORPy (2.04 g, 5.54 mmol) in
distilled acetone (50 ml) at room temperature and
under an argon atmosphere. During the reaction
the color of the solution turned red. After 90 min
the solution was concentrated by evaporation of
the solvents under reduced pressure. The precipi-
tated NORPy was separated by filtration. After
adding bidistilled water (100 ml) the filtrate was

extracted four times with diethyl ether (50 ml).
The purity of the aqueous phase was confirmed
by TLC. The product NORPy-Ru2+ was precipi-
tated by adding potassium hexafluorophosphate.
The very fine orange powder had to be filtered
over celite and dissolved in methanol. The
product NORPy-Ru2+ (1.73 g) was finally ob-
tained as an orange solid by evaporation of the
methanol under reduced pressure. Decomposition
occured above 120°C. 1H NMR (400 MHz, ace-
tone-d6): dppm 8.87 (d, 1H, J 5.9 Hz, py C–H),
8.79 (d, 1H, J 5.9 Hz, py C–H), 7.35–7.03 (m,
10H, phenyl and py C–H), 5.95 (t, 0.6H, J 7.4
Hz, –CH�isomer A), 5.66 (t, 0.4H, J 7.4 Hz,
–CH�isomer B), 3.66 (mc, 1H), 3.45 (mc, 1H),
3.42-3.24 (m, 2H), 3.17 (mc, 2H), 3.00–2.75 (m,
\12H), 2.60 (s, large, 6H), 2.54–2.39 (mc, 2H).
MS (ELECTROSPRAY+, CH3CN– H2O, 80 V,
50°C): m/z 277.5 ((M–2×PF6)2+/2), 252.2 ((M–
2×PF6–3×NH3)2+/2), 243.4 ((M–2×PF6–4×
NH3)2+/2). 13C NMR (400 MHz, DMSO-D6):
dppm 168.6/168.1, 157.0, 144.4, 143.3, 140.7, 140.3,
139.4, 139.0, 138.3, 138.1, 136.6, 130.0, 128.2,
127.8, 127.3, 126.1, 125.8, 121.3, 121.2, 49.8/46.5,
36.7/32.3, 33.1/31.3, 28.2/27.1. IR (KBr): n 3638
(w), 3359 (m, large), 3066 (w), 3011 (w), 2930 (w),
1618 (s), 1511 (w), 1491 (m), 1450 (m), 1416 (m),
1368 (w), 1283 (m), 1202 (s), 1089 (s), 846 (s), 809
(m), 780 (m), 559 (s), 473 (s) cm−1.

The experimental values of the elemental analy-
sis in Table 1 are without exception lower than
the calculated percentages. Nevertheless all the
elemental ratios are in agreement with the pro-
posed formula. The observed presence of more
than 10% Si lead to the conclusion that silica had
been partially dissolved in methanol during the
filtration over celite.
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Table 2
Separate accumulation (5 min) of each labeled drug at a nafion-loaded CPE in phosphate buffer solutions (pH 7.4) containing 1%
ethanol

ReferenceDetection limit (mM) Sensitivity (A M−1)Labeled drug Linear range (mM)Epa

20 [15]PB-Cc+ −1.05 0.05 0.1–3.0
[15]50b0.05–1.0b0.025bDPH-N+Fc 0.26a

This study6NORPy-Ru2+ −0.06 0.075 0.075–5.0

a 10% Ethanol; b 4% ethanol.

2.4. Electrochemical instrumentation and detection

An EG&G PAR 273 potentiostat interfaced to
a IBM XT 286 computer system with PAR 270
software was used for SWV. The selected parame-
ters were given by Limoges et al. [11] (Esw=50
mV, f=100 Hz, dE=2 mV). The electrochemical
experiments were carried out at a controlled tem-
perature (25°C) in a one-compartment glass cell
with a working volume of 1 ml. The working
electrode was a nafion-loaded CPE prepared as
described in Ref. [13]. Graphite powder (125 mg)
of average diameter 100 mm (Johnson Matthey,
ref. 730181) was mixed with 500 ml of Aldrich
nafion solution, 120 ml of an ethanol solution
contaning LiOH (0.14 M), 80 ml 1-octanol and 3
ml ethanol. After the slurry was sonicated for 15
min, the solvent was removed under vacuum,
silicon oil (104 mg) was added to the residue and
thorough mixing was accomplished using a mor-
tar and pestle. A plastic tip with an i.d. of 3 mm
was filled with the modified carbon paste, which
was then pressed into the holder. An Ag/AgCl (50
mM NaCl) electrode was used as the reference
and a Pt wire as the counter electrode. For the
accumulation and detection procedures, the rotat-
ing nafion-loaded CPE was exposed to the solu-
tion at 600 rpm under an open electrical circuit
for 5 min. It was followed by a voltage scan in the
positive direction (−1.3–0.6 V). Between each
measurement, a small amount of paste was
pushed out of the tip and cut with a razor blade,
and then the resulting new electrode was polished
on a Teflon sheet [13].

The electrochemical study was carried out in
non-deaerated phosphate buffer (pH 7.4) contain-
ing 1% EtOH unless stated otherwise and in ab-

sence of light when the Ru(II) complexes were
involved. The photodegradation of the NORPy-
Ru2+ ion was confirmed by a rapid decrease of
the voltammetric currents when the electrochemi-
cal cell was not carefully protected from light.
Conversely, the Ru(II) tracer solutions were ob-
served to be stable for 8 h in the dark, in the
22–37°C temperature range, even in the presence
of oxygen.

3. Results and discussion

Table 2 indicates the anodic peak potential
values Epa obtained in the case of each labeled
drug at a nafion-loaded CPE by square wave
voltammetry under the following conditions. The
accumulation proceeded for 5 min at a rotating
electrode (600 rpm) under open circuit and it was
followed by a voltage scan in the positive direc-
tion (−1.3– +0.6 V) with a view to the simulta-
neous detection of the three drugs. One of the
advantages of the oxidation scan procedure was
that it avoided the need to deaerate the buffer
solution, because dioxygen was irreversibly re-
duced to hydrogen peroxide at the beginning of
the scan, as shown previously [13]. The data given
in Table 2 indicate that more than 0.3 V separates
the anodic peaks of DPH-N+Fc and NORPy-
Ru2+. Therefore the two peaks did not overlap
when the simultaneous SWV detection of the
three labeled drugs was carried out (Fig. 1).

The SWV calibration plot of NORPy-Ru2+ at
a nafion-loaded CPE was obtained and the corre-
sponding electroanalytical data, i.e. detection limit
(S/N=3), linear range and sensitivity, were com-
pared with those of PB-Cc+ and DPH-N+Fc
separately accumulated under similar conditions
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Fig. 1. SWV curve for PB-Cc+ (1 mM; Epa= −1.05 V), NORPy-Ru2+ (1.25 mM; Ep= −0.06 V) and DPH-N+Fc (1 mM;
Ep=0.26 V) at a nafion-loaded CPE in phosphate buffer (pH 7.4) containing 1% ethanol. Preconcentration time 5 min at 600 rpm.

(Table 2). The best sensitivity was achieved with
DPH-N+Fc in a phosphate buffer containing 4%
ethanol. It was previously observed [14,15] that
the ethanol content interfered with the accumula-
tion of cationic labeled drugs in a complex man-
ner. In the case of DPH-N+Fc and PB-Cc+ the
maximum anodic peak current (ipa) values were
reached with ethanol contents of 4 and 1%, re-
spectively [15]. The following experiments were
conducted at a constant 1% ethanol content,
which led to similar sensitivities for the three
labeled drugs, after separate or simultaneous ac-
cumulation, as shown in Fig. 1 and Table 3. This
Table indicates that the SWV detection does not
differ significantly, whatever the mode of accumu-
lation. It also indicates rather high values (11–
26%) for the R.S.D., which confirms the moderate
reproducibility of the experimental data, as al-
ready emphasized in Section 1.

The possible interference of the serum on the
SWV detection of the novel labeled drug was
examined with the aim of performing a triple-ana-
lyte immunoassay in clinical serum samples. The
effect of RNS on the peak current of PB-Cc+ and

DPH-N+Fc was previously studied in detail [15].
Fig. 2 shows the influence of increasing amounts
of RNS on the relative current response of
NORPy-Ru2+ after 1 h of incubation (curve A).
A dramatic decrease is observed even at very low
serum contents, since the decrease reaches ca. 80%
of the initial peak current with as low as 1% RNS.
This unexpected result suggests that the Ru2+

(NH3)5(Py) label is not adapted to immunoassay,
owing to non-specific interactions between the
labeled drug and the serum proteins and/or the
instability of the tracer in a seric medium. It was
previously shown [14] that serum proteins associ-
ate to some extent with labeled drugs by non-spe-
cific interactions and that the resulting bulky
complexes cannot accumulate within nafion,
which leads to a decrease of the current response.
However this decrease remains moderate with hy-
drophilic cationic labels. For instance if the PB-
Cc+ and DPH-N+Fc labeled drugs are
considered, the decrease reaches in each case ca.
20% of the initial peak current in the presence of
1% RNS, [15]. Clearly, non-specific interactions
cannot account exclusively for the steep decrease
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Table 3
SWV peak current values of the labeled drugs after accumulation (5 min) at a nafion-loaded CPE in phosphate buffer (pH 7.4)
containing 1% ethanol

Simultaneous accumulationSeparate accumulationC° (mM)Labeled drug

R.S.D.b (%)ipa (mA)R.S.D.a (%)ipa (mA)

21 19.493.7PB-Cc+ 1 20.094.2 19
14.991.626 1117.594.5DPH-N+Fc 1

23 7.191.7NORPy-Ru2+ 1.25 248.592

a Nine measurements; b four mesurements.

of curve A in Fig. 2, and so the stability of the
Ru2+(NH3)5(Py) label in seric media appears
questionable. The effect of RNS on the accumula-
tion and detection of the more hydrophilic unsub-
stituted Ru(NH3)5(PyH)2+ ion was examined in
order to throw light on this. Curve B of Fig. 2
shows that the current response decreases linearly
with increasing amounts of RNS, to reach 60% of
its initial value in the presence of 5% RNS incu-
bated for 1 h. The current response became lower
when the incubation period was prolonged, as
shown in Fig. 3 (curve A) and it was as low as

15% of its initial value after 4 h of incubation.
These results are consistent with a slow degrada-
tion of the Ru(NH3)5(PyH)2+ complex in a seric
medium, since non-specific interactions are in
equilibrium in less than 1 h, as previously ob-
served [25] and confirmed with DPH-N+Fc
(curve B, Fig. 3).

4. Conclusions

The simultaneous detection of three cationic
labeled drugs at micromolar concentrations was

Fig. 2. Effect of RNS on the SWV peak current of (A)
NORPy-Ru2+ (1.25 mM) and (B) Ru(NH3)5(PyH)2+ (1.25
mM) in phosphate buffer (pH 7.4) containing 1% ethanol, after
1 h of incubation at 37°C. Preconcentration time 5 min at 600
rpm.

Fig. 3. Effect of the incubation time at 37°C on the SWV peak
current of (A) Ru(NH3)5(PyH)2+ (1.25 mM) and (B) DPH-
N+Fc (1 mM) in phosphate buffer (pH 7.4) containing 1%
ethanol and 5% RNS. Preconcentration time 5 min at 600
rpm.
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successfully performed at a nafion-loaded CPE,
owing to their distinct redox potentials. No signifi-
cant cross interferences between the tracers were
observed, which is a major advantage with a view
to multi-detections. However triple-analyte im-
munoassay cannot be envisaged with pentaammine
ruthenium(II) complexes of pyridine derivatives,
owing to their instability in the presence of serum.
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Abstract

The luminescence of the lasalocid-terbium(III) system in the presence of Triton X-100 and trioctylphosphine oxide
has been studied by obtaining kinetic and equilibrium measurements and using the stopped-flow mixing technique.
The initial rate and luminescence signal of this system are directly proportional to the lasalocid concentration, which
allows one to develop very simple, fast, automatic methods for the determination of this analyte. Kinetic and
equilibrium data can be obtained in only 0.1 and 10 s, respectively. The calibration graphs were linear over the range
0.004–5.0 mg ml−1 (kinetic method) and 0.01–5.0 mg ml−1 (equilibrium method) and the detection limits achieved
were 1 and 3 ng ml−1, respectively, equivalent to 2 and 6 ng g−1 lasalocid in a chicken liver sample, which are similar
to those afforded by the chromatographic methods described for this determination. The relative standard deviation
of both methods was close to 2%. The analytical recoveries obtained by applying the kinetic and equilibrium methods
to drinking water, poultry feed and chicken liver samples ranged from 95.6 to 102.1% and from 95.9 to 104.9%,
respectively. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Lasalocid; Lanthanide-sensitized luminiscence; Kinetic and equilibrium methods; Stopped-flow technique;
Samples analysis

1. Introduction

Lasalocid is a carboxylic polyether antibiotic
used in veterinary practice as an antiprotozoal
agent for the prevention of coccidiosis in poultry
and, also, as a growth promoter when added at
sub-therapeutic levels to improve the efficiency of
feed conversion. Together with other compounds
such as salinomycin, narasin and monensin, lasa-

locid belongs to the group of ionophore antibi-
otics, which show special structural properties.
Thus, they form complexes with monovalent and
divalent cations and are capable of acting as
carriers of these ions across biological membranes
[1]. These properties have given also rise to the
development of ion-selective electrodes based on
these compounds [2,3].

The interest in the control of lasalocid in poul-
try and animal tissues justifies the numerous chro-
matographic methods reported. Although thin
layer [4–6] and gas chromatography [7,8] have

* Corresponding author. Tel.: +34 957 218614; fax: +34
957 218606.
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been used, most of these methods are based on
the use of liquid chromatography with fluorimet-
ric detection, either by measuring the intrinsic
fluorescence of lasalocid [8–13] or by using a
derivatization reaction with 1-(bromoacetyl)
pyrene [14,15] or 9-anthryldiazomethane [16]. The
lowest detection limit of these methods was 5 ng
g−1 [13], which is ten-times higher than that
obtained by using liquid-chromatography-electro-
spray mass spectrometry [17].

As known, chromatography is the best way to
achieve the simultaneous determination of two or
more analytes, such as mixtures of lasalocid with
other ionophore antibiotics [14–16], or to deter-
mine a single analyte in a complex sample, such as
lasalocid in animal tissue samples [8–13]. Al-
though all these methods require a previous clean-
up step in order to remove the most part of the
sample matrix, the chromatographic separation is
also required to avoid the interference of the
remaining sample matrix in the intrinsic fluores-
cence of lasalocid. However, the use of chro-
matography can be avoided by developing a
selective method which allows the chemical and/
or spectral discrimination of the analytical signal
as alternative to the physical separation of the
analyte from the remaining sample matrix. Thus,
this paper reports a non-chromatographic lu-
minescence method for the determination of lasa-
locid in different samples. With the aim of
obtaining adequate sensitivity and selectivity lev-
els, instead of measuring the intrinsic fluorescence
of lasalocid, which can be interfered by other
components of the sample matrix, its luminescent
complex with terbium(III) in the presence of a
surfactant (Triton X-100) and a synergistic agent
(trioctylphosphine oxide, TOPO) has been studied
for the first time. Lanthanide chelates show large
Stokes shifts and narrow and intense emission
bands, as a result of the intramolecular energy
transfer process from the ligand to the central ion,
which avoids or minimizes selectivity limitations
of photoluminescent methods. This study has
been carried out by using stopped-flow mixing
technique, which allows the automation of the
measurement step and the simple adaptation of
the method to routine analysis. Although this
technique is generally used together with the ki-

netic methodology, both kinetic and equilibrium
measurements have been obtained, as the equi-
librium of the system is rapidly reached, with the
aim of comparing the analytical features of both
methodologies.

2. Experimental

2.1. Instrumentation

An SLM-Aminco (Urbana IL) Model 8100
photon-counting spectrofluorimeter, equipped
with a 450 W continuous xenon arc source and a
R928 photomultiplier tube, was used. The instru-
ment was furnished with an SLM-Aminco Mil-
liflow stopped-flow module, which was fitted with
an observation cell of 0.2 cm path length and
controlled by the associated electronics, the com-
puter and a pneumatic syringe drive system. The
solutions in the stopped-flow module were kept at
a constant temperature of 25°C by circulating
water form a thermostated tank.

2.2. Reagents

All chemicals used were of analytical-reagent
grade. A stock solution (1 mg ml−1) of sodium
lasalocid (Sigma) was prepared in ethanol and
stored at 4°C for up to 2 months. Working solu-
tions (20 mg ml−1) were made weekly by suitable
dilution in distilled water. A 10−2 M terbium(III)
solution was made by dissolving an appropriate
amount of terbium(III) nitrate pentahydrate
(Aldrich) in distilled water. A 3×10−3 M solu-
tion of TOPO (Sigma) was prepared in 80% of
ethanol. An 1% Triton X-100 aqueous solution
and an ammonium acetate buffer solution (0.2 M,
pH 6.2) were also used.

2.3. Procedure

A solution containing terbium(III) (9×10−4

M), TOPO (4.2×10−5 M), Triton X-100 (0.05%)
and ammonium acetate buffer (3×10−2 M, pH
6.2) was used to fill one of the two 10 ml reservoir
syringes of the stopped-flow module. The other
syringe was filled with a solution containing lasa-
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locid standard solution, in the range 0.004–5.0 mg
ml−1 (kinetic method) or 0.010–5.0 mg ml−1

(equilibrium method), Triton X-100 (0.05%) and
the same buffer concentration. After the two 2 ml
drive syringes had been filled, 0.04 ml of each
solution was mixed at a flow-rate of 20 ml s−1 in
the mixing chamber in each run. The variation of
the luminescence intensity with time throughout
the reaction was monitored at lex 318 nm and lem

545 nm up to a constant signal was reached (ca.
10 s), in order to obtain kinetic and equilibrium
measurements. All measurements were carried out
at 25°C and by using the direct fluorescence
mode. Kinetic data were obtained by applying the
initial rate method to the values acquired from the
detector, which were processed by the microcom-
puter, furnished with a linear regression program
for application of this kinetic method. The initial
rate was determined in �0.1 s. Each sample was
assayed in triplicate and the blank signal was
found to be negligible.

2.4. Determination of lasalocid in real samples

Lasalocid was determined in three different
samples, namely drinking water, poultry feed and
chicken liver samples, which were spiked with
appropriate amounts of the analyte. The drinking
water sample did not require any pretreatment, so
that an appropriate amount of sample was treated
as described above. The poultry feed sample (0.5–
1 g) was digested with ethanol (25 ml) and 36%
hydrochloric acid (0.5 ml) for 20 min in an ultra-
sonic bath at 40°C. The solution was filtered and
diluted to 100 ml with ethanol. An appropriate
volume (1 ml) of this solution was treated as
described above. The chicken liver sample was
treated similarly to the poultry feed sample but,
after the solution was filtered, it was diluted to
100 ml with distilled water and passed through a
C18 cartridge where the analyte was retained. Fi-
nally, lasalocid was eluted with 1 ml of 70%
ethanol solution and treated as described above.

3. Results and discussion

Although lasalocid (Fig. 1) shows intrinsic

fluorescence (lex 310 nm, lem 420 nm), its inten-
sity is not very high and its emission band can
be interfered by species present in the sample
matrix. Thus, as indicated above, the aim of this
study was to develop a selective method for the
determination of this compound which avoids its
chromatographic separation [8–13]. Taking into
account the capability of lasalocid to form very
stable complexes [2] and the special features of
lanthanide chelates in the presence of surfactants
and synergistic ligands [18], a systematic study of
the behaviour of lasalocid was carried out. An
intense luminescence signal with the terbium(III)-
TOPO-Triton X-100 system was found at the
characteristic emission bands of terbium(III)
(490, 545 and 580 nm), as Fig. 2 shows, where
the excitation and emission spectra of this system
are compared with those obtained for lasalocid
alone. As can be seen, the lanthanide complex
shows a luminescence signal about 6-fold higher
than that of lasalocid. According to the reaction
of terbium(III) with other compounds such as
p-aminobenzoic acid [19] and salicylic acid [20],
it can be suggested that the main functional
group of lasalocid responsible for the complex
formation with terbium(III) is the aromatic car-
boxylic acid.

Fig. 1. Chemical formula of lasalocid.
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Fig. 2. Excitation (1,2) and emission (1%,2%) spectra of lasalocid (1,1%) and lasalocid-terbium(III)-TOPO-Triton X-100 system (2,2%).
[Lasalocid], 1 mg ml−1; [terbium(III)], 10−3 M; [TOPO], 4.2×10−5 M; [Triton X-100], 0.05%.

In addition to TOPO, other synergestic ligands
such as EDTA and 1,10-phenanthroline were as-
sayed but EDTA did not increase the lumines-
cence of the lasalocid chelate and the signal
obtained in the presence of 1,10-phenanthroline
was lower than that obtained with TOPO. With
regard to the surfactants assayed, any lumines-
cence signal was obtained in the presence of a
cationic surfactant such as cetyltrimethylammo-
nium bromide, while an anionic surfactant, such
as sodium dodecyl sulfate, increased the blank
signal at the same value than that of the lasalocid
chelate. However, the luminescence of the chelate
notably increased in the presence of Triton X-100,
a non-ionic surfactant, as can be seen in Fig. 2.
Under these conditions, the maximum of the exci-
tation band of the system was 318 nm, which
suggests an interaction between lasalocid and this
surfactant. Other non-ionic surfactants such as
Tween-20 and Tween-40 also caused a positive
effect on the system but the luminescence signal

obtained was about a 50% lower than that ob-
tained with Triton X-100.

Fig. 3 shows the kinetic curves obtained by
using stopped-flow mixing technique for the lasa-
locid-terbium(III) chelate in the absence or pres-
ence of Triton X-100 and TOPO, where the
positive effect of the surfactant and the synergistic
ligand in the initial rate and luminescence signal is
evident. The initial rate can be measured in only
0.1 s and the equilibrium signal is reached in
about 10 s, so that both parameters can be used
for the rapid determination of lasalocid. The ki-
netic behaviour of this system was very dependent
on the distribution of the reactants between the
two syringes of the stopped-flow module. The best
results were obtained when terbium(III) and
TOPO were placed in one syringe, lasalocid in the
other and Triton X-100 and the buffer solution in
both syringes, so that the micelle concentration
and the pH in the mixing chamber were the same
as in the syringes. However, while the static lu-



M.P. Aguilar-Caballos et al. / Talanta 48 (1999) 209–217 213

Fig. 3. Kinetic curves obtained for the lasalocid-terbium(III) system alone (1), and in the presence of TOPO (2), Triton X-100 (3)
and TOPO and Triton X-100 (4). [Lasalocid], 0.2 mg ml−1; [terbium(III)], 10−3 M; [TOPO], 4.2×10−5 M; [Triton X-100], 0.05%.

minescent signal obtained by placing TOPO to-
gether with lasalocid was the same than that
obtained when this ligand was placed together
with terbium(III), the rate of formation of the
chelate was so high that the time constant of the
instrument used did not afford its measurement.

3.1. Effect of 6ariables

The variables affecting the system were opti-
mized by the univariate method and by using
kinetic and equilibrium measurements. All con-
centrations given are initial concentrations in the
syringes (twice the actual concentrations in the
reaction mixture at time zero after mixing). Each
result was the mean of three measurements.

The study of the effect of the pH on the system
was carried out by adjusting the pH value of each
solution in the syringes, which allowed the same
value to be obtained in the mixing chamber as
checked in the wastes. Fig. 4(A) shows the varia-
tion of the initial rate and equilibrium signal with
this variable where can be seen that the optimum
pH range is 5.8–6.8 and 5.5–7.5, respectively.

Three buffer solutions (hexamine, imidazole and
ammonium acetate) were assayed to adjust the
pH. An ammonium acetate buffer of pH 6.2 was
chosen because the other two buffers slightly de-
creased both measurement parameters. The opti-
mum concentration range of that buffer was
2.1–4.2×10−2 M. As described above, the pres-
ence of Triton X-100 in the system is essential to
obtain the luminescence signal. The initial rate
and the equilibrium signal were constant and
independent of the concentration of this surfac-
tant in the range 0.02–0.08 and 0.02–0.06%, re-
spectively. As the critical micelle concentration of
this surfactant is 0.018%, these results show that
the positive effect of Triton X-100 can be mainly
ascribed to the formation of the micelles, which
shield the chelate and favour the intramolecular
energy transfer process. However, as indicated
above, this surfactant could also enter into the
coordination sphere of the terbium(III) chelate,
which would justify the slight red shift observed in
the excitation spectrum of this system.

Fig. 4(B) shows the effect of terbium(III) con-
centration on the initial rate and luminescence
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Fig. 4. Effect of pH (A) and terbium(III) concentration (B) on the initial rate (1) and luminescence intensity (2) of the lasalocid
system. [Lasalocid], 0.2 mg ml−1; [TOPO], 4.2×10−5 M; [Triton X-100], 0.05%.

signal, where it can be seen that the optimum
concentration range is 2×10−4–10−3 M. Al-
though a higher terbium(III) concentration de-
creased both parameters, its effect was more
marked in the luminescence signal. The study of
the TOPO concentration in the system showed a
constant and positive effect of this synergistic
ligand on both the initial rate and equilibrium
signal in the range 1.6–5×10−5 M. As organic
solvents are known to alter and eventually destroy
surfactant micelles and lasalocid and TOPO are
dissolved in ethanol, the effect of this solvent on
the system was studied, finding that both the
initial rate and equilibrium signal are not affected
by the presence of ethanol up to a concentration
of 7%. The temperature has no effect on the
initial-rate and equilibrium signal over the range
15–30°C, so that a temperature of 25°C was
selected to carry out all the experiments.

3.2. Features of the method

Kinetic and equilibrium measurements were
made from the luminescence intensity-time curves
obtained at lex 318 nm and lem 545 nm from
solutions prepared under the above-described op-
timum conditions and containing different lasa-

locid concentrations. The initial rate was
measured in ca. 0.1 s and the equilibrium signal in
ca. 10 s. Table 1 summarizes the features of the
calibration graphs of both methods. The wide
linear ranges obtained required using two differ-
ent instrumental sensitivities. The correlation co-
efficients suggest very good calibration linearity.

The detection limit obtained, calculated accord-
ing to IUPAC recommendations [21] was 1 ng
ml−1, based on initial-rate measurements, and 3
ng ml−1, based on equilibrium measurements.
Similar detection limit values were obtained in the
presence of a sample of chicken liver spiked with
lasalocid and treated as described in Section 2.4.
Taking into account this treatment, the detection
limits referred to the sample were 2 and 6 ng g−1

by using kinetic and equilibrium measurements,
respectively. The precision was determined by cal-
culating the relative standard deviation (n=11) at
two analyte concentrations, namely 0.02 and 1.2
mg ml−1. The results obtained were 2.1 and 1.9%
(kinetic method) and 2.2 and 2.0% (equilibrium
method).

The selectivity of the lasalocid determination
was studied by assaying several compounds used
in veterinary practice (Table 2). The maximum
concentration tested for each potential interferent
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Table 1
Quantitative performance of the kinetic and equilibrium methods

Slope9SDaLinear range (mg ml−1) rbIntercept9SDMethod

9.790.3 (3.090.2)×10−3Kinetic 0.004–1.8 0.998
0.9971.8–5.0 (8.090.1)×10−30.8590.03

0.01–1.8 5.190.3 (7.191)×10−3 0.998Equilibrium
1.8–5.0 0.3290.03 0.390.07 0.996

a Kinetic method (s−1 mg−1 ml), equillibrium method (mg−1 ml).
b Correlation coefficient, n=10.

was 100-fold that of the analyte. None of the
compounds assayed was found to interfere at the
same concentration level of lasalocid and the se-
lectivity was very similar for both kinetic and
equilibrium methods. The most important inter-
ference was caused by carbadox, which shows an
intense fluorescence emission at 492 nm, but its
use has been prohibited following reports of
carcinogenicity.

As can be seen, although the kinetic method
allows a lower detection limit to be obtained, both
methods show very similar features and are suit-
able for the determination of low lasalocid
concentrations.

3.3. Applications

The proposed kinetic and equilibrium methods

were applied to the analysis of drinking water,
poultry feed and chicken liver samples. Although
lasalocid is generally determined in the latter two
samples, a drinking water sample was also ana-
lyzed taking into account that the treatment to
the poultry at present is preferably given in the
drinking water instead of the feed. Different
amounts of lasalocid were added to each sample
in order to carry out the recovery study. The
drinking water sample was directly analysed while
the other two samples required the treatment
described in Section 2.4. With regard to the
chicken liver sample, which required a previous
clean-up treatment involving the use of a C18

cartridge, the composition and amount of the
eluent necessary to attain the complete separation
of lasalocid from the column was studied. The
results obtained showed that 1 ml of 70% ethanol
allowed lasalocid to be completely eluted. Table 3
lists the analytical recoveries obtained, which
ranged from 95.6 to 102.1% and from 95.9 to
104.9% by the kinetic and equilibrium method,
respectively. These results show that both meth-
ods are adequate for the determination of lasa-
locid in these samples.

4. Conclusions

Based on the results obtained, the luminescent
system of lasalocid with terbium(III) in the pres-
ence of Triton X-100 and TOPO can be used with
analytical purposes and is a valid alternative to
existing chromatographic methods for the deter-
mination of lasalocid. Although the analysis of
complex samples such as chicken liver requires the

Table 2
Effect of foreign substances over the determination of 0.2 mg
ml−1 of lasalocid

Maximum concentration toleratedCompound
(mg ml−1)

EaKa

Tylosin 20b 20
20 20Amikacin
20Ampicillin 20
20 18Spyramicin
20Tetracycline 18

Sulphaquinoxaline 20 18
18Monensin 18

16 20Vancomycin
Carbadox 4 2

a K, kinetic method; E, equilibrium method.
b Maximum concentration tested.
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Table 3
Recovery of lasalocid added to real samples

Sample Lasalocid concentrationa

Recovery (%)FoundbAdded

EcKcKc Ec

10.290.4 95.6Drinking water 10 102.49.890.2
19.890.3 97.820 20.390.4 99.0

102.138.490.6 95.940.190.340

98.7100.1749275.190.7Poultry feed 75
9992 10495 99.2 103.7100

100.212691 100.912594125

19.190.4 21.090.6 95.6Chicken liver 104.920
98.297.829.590.429.390.230

102.1 100.640 40.890.5 40.290.8

a Drinking water and chicken liver (ng g−1); poultry feed (mg g−1).
b Average of three determinations.
c K, kinetic method; E, equilibrium method.

previous separation of the most part of the sam-
ple matrix, which is also a general prerequisite
for the chromatographic determination, the for-
mation of the luminescent chelate allows the se-
lective determination of lasalocid avoiding its
physical separation from the remaining compo-
nents of the sample matrix. After the previous
treatment, the use of stopped-flow mixing tech-
nique allows the manipulations involved in the
determination step to be reduced and kinetic
and/or equilibrium measurements are obtained
shortly after mixing. Hence, this approach can be
adapted to the routine determination of lasalocid
in a simpler way than a chromatographic
method.

As described elsewhere [22,23], some methods
based on the formation of lanthanide chelates
and the use of stopped-flow mixing technique
attain the adequate selectivity by combining the
special spectral features of these chelates with
kinetic measurements. However, the results ob-
tained from this study show that only the forma-
tion of the lasalocid-terbium(III) chelate is
enough to obtain the adequate selectivity and
both dynamic and static measurements can be
indistinctly used for the rapid and automatic de-
termination of lasalocid.
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Abstract

A simple spectrophotometric flow-injection method is reported for the highly sensitive and fast determination of
copper(II). The method is based on the formation of coloured Cu(II)-(4-methylpiperidinedithiocarbamate)2 complex
when the copper solutions are introduced into a tertiary reagent stream containing 4-methylpiperidinedithiocarba-
mate. The coloured complex is then selectively monitored at 435 nm. To increase interactions between copper(II)
and colour forming reagent and preconcentrate of copper(II), a microcolumn containing strong cation exchange
resins was placed between injection manifold and spectrophotometer. The system required no mixing chamber and
allowed a sample throughput \60 sample h−1. The calibration graph was linear in the range 5–100 mg l−1. The
detection limit was B0.5 mg l−1 for 20 ml injection volume of copper(II) ion solution. The developed method was
applied to environmental, copper processing water, and ore samples. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Flow-injection photometric method; Copper(II) determination; 4-Methylpiperidine-dithiocarbamate; Mi-
crocolumn

1. Introduction

Copper is known as one of the main toxic
elements in the environment. Several methods
such as atomic absorption spectrometry (AAS)
[1], inductively coupled plasma-mass spectrometry
(ICP-MS) [2], and ion selective electrode (ISE) [3]
have been developed to determine the copper(II)
ions in solutions depending on its concentration.

However, some of them suffer from either sensi-
tivity or selectivity, and also analyses are time
consuming.

The determination of metal ions in flow-injec-
tion systems have received a growing amount of
attention in recent years since its simplicity, speed
and versatility which allows the method to be
used in conjunction with a variety of detection
systems such as spectrophotometry [4], ISE [5],
AAS [6], and ICP-MS [7].

Copper(II) has been selectively determined in
flow-injection systems by forming coloured com-

* Corresponding author. Tel.: +90 362 4450118; fax: +90
362 4450300; e-mail: oandac@ihlas.net.tr
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plexes with chelating agents which often show a
strong absorption at a characteristic wavelength.
Dithiocarbamates are the most frequently re-
ported complexing agents due to the strong
chelating ability of the sulphur groups and their
ability to form nearly insoluble metal salts with all
metals except alkali and alkaline earth metals.
Most of the copper chelates of dithiocarbamates
were insufficiently soluble even at trace levels for
aqueous solutions which it makes difficult the
on-line determination in flow-injection systems. In
an earlier work [8], a water-soluble copper chelate
formed with diethanoldithiocarbamate as a colour
forming reagent was utilised for direct spec-
trophotometric determination of copper(II) ion in
the mg l−1 range using an aqueous carrier solu-
tion. A highly sensitive method for the direct
spectrophotometric determination is required due
to lower concentrations of copper(II) ions present
in most river, sea and copper processing solutions.

The possibility of on-line preconcentration by
inclusion of solid sorbents such as chelating
agents or ion exchange resins in flow through
microcolumns can provide an improvement in
sensitivity and selectivity [9]. The presence of alkyl
group in dithiocarbamate does not significantly
alter its complexing ability, but it can determine
other physical properties of the complex such as
solubility and absorbtivity. Choosing the
methylpiperidine derivative of dithiocarbamate as
the colour developing reagent can offer a greatest
sensitivity of the alkyl dithiocarbamate derivatives
due to the presence of a chromophore.

In this communication, a flow-injection method
being capable of determining copper(II) ions in
the low mg l−1 ranges by incorporating a strong
cation exchange microcolumn in flow-line for on-
line preconcentration, and a tertiary solvent sys-
tem to have direct determination of Cu(II) using
4-methylpiperidinedithiocarbamate as a colour
developing reagent is described.

2. Experimental

2.1. Reagents and samples

All chemicals were of analytical reagent grade

and deionized water was used throughout. A cop-
per stock solution (ca. 63 mg l−1) was prepared
from Cu(NO3)2 · 3 H2O (E.Merck). Copper work-
ing standard solutions were prepared daily by
several dilutions of the stock standard solution
with 0.001 mol l−1 nitric acid or deionized water.
During the determination of copper in real sam-
ples, copper working standard solutions were pre-
pared by several dilution of fresh standard stock
solution with deionized water only. Interference
studies were carried out by using the chloride or
nitrate salts of the metal cations.

4-Methylpiperidinedithiocarbamic acid potas-
sium salt (K-MPDC) was synthesised according
to the method described previously [10].

The M-(4-MPDC)n complexes were prepared
by mixing equal volumes of 0.001 mol l−1 stan-
dard solutions of each metal in 0.001 mol l−1

nitric acid with 0.01 mol l−1 (K-MPDC) in deion-
ized water [10]. The precipitates were filtered,
washed with deionized water and ethanol and
dried at 100–110°C. When required, the solutions
of M-(4-MPDC)n complexes were prepared in
chloroform.

Reagent carrier solution was composed of (K-
MPDC) in chloroform 10%, ethylalcohol 80% and
0.1 mol l−1 acetate buffer solution 10%, pH 4.2.

The cation exchange resin used was the sodium
form of A650 W (100–200 mesh) from BioRad
Labs.

2.2. Apparatus

A high pressure liquid chromatography pump
furnished with stainless-steel tubing was used to
propel the samples and reagent solutions. Samples
(20 ml) were injected into the carrier stream by a
Rhodyne injection valve provided with a loop.

The absorbance of the coloured complex
formed was measured with a Perkin Elmer series 3
UV visible spectrophotometer equipped with a
flow-through microcell and connected to a strip
chart recorder.

The cation exchange resin column (25–2 mm
i.d.) was machined in a perspect block and was
connected to the outlet of the injection value with
the shortest possible length (5 cm×0.8 mm i.d.)
of polyethylene tubing. The resin was held inside
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the column by plugging the two ends with discs of
porous polyethylene held in by O-rings.

UV-visible spectra of M-(4-MPDC)n complexes
were taken using a UV-visible spectrophotometer
(GBC Cintra 20, Australia).

2.3. Procedure

The FI system used is simple and shown sche-
matically in Fig. 1. The sample (S) injected into
the reagent carrier solution (RCS), soon loads the
column filled with the cation-exchange resin. 4-
MPDC in the carrier solution interacts with metal
ions retained in the microcolumn (MC), and then
elutes by coloured complex forming. The inter-
acted zone containing coloured complex is carried
toward the flow-through spectrophotometric de-
tector cell (SD) in which the Cu-(4-MPDC)2 com-
plex is selectively monitored at 435 nm and
recorded continuously on the chart recorder (R).

For the determination of copper(II) in sea and
river water samples, 50 ml of undiluted river and
sea water samples in Nalgene plastics were filtered
over a 0.45 mm filter from Millipore (Milford,
MA), and then 20 ml of each filtered water sample
was used as in the procedure described above. For
the determination of copper(II) in copper ore
samples; 1 g of a powdered copper ore sample was
weighed in a glass beaker and dissolved in concen-
trated HNO3+HCl mixture by heating on a me-
chanical heater. The cooled solution was filtered
and diluted with deionized water then proceeded
as described above.

2.4. Spectrophotometric studies

Metal ions react with 4-MPDC in aqueous
medium to form several complexes with different
stoichiometry. These complexes are slightly solu-
ble in aqueous medium but fairly soluble in chlo-
roform. Absorption spectra those correspond to
solutions of 10–100 mg l−1 of metal complexes
were taken in chloroform. There are absorbance
maximums at 254 and 274 nm for all metal com-
plexes, although Cu-(4-MPDC)2 complex has an
absorbance maximum at 435 nm. But Fe(II),
Ni(II), Mn(II) and Cr(III)-(4-MPDC)n complexes
also show negligible absorption at this wave-
length. So this phenomenon can specifically be
used for the determination of copper(II) ion in
solutions.

2.5. Cation-exchange resin microcolumn

The cation exchange resin microcolumn has
been employed in FIA for on-line preconcentra-
tion and a fast interaction of metal ions with
4-MPDC in the carrier solution to develop
coloured complexes. A strongly cation-exchange
resin was selected because metal ions are strongly
bound by the resin so that a low amount of the
resin can be used. Higher amounts of the resin
minimised the use of higher flow-rates due to an
increase of hydrodynamic pressure. On the other
hand, both the retention time in the cation ex-
change microcolumn, and the residence time in
the tubing in the flow-path determine the sam-
pling time. At a flow-rate of 0.8 ml min−1, a
throughput of 60 sample analyses per hour was
achieved for samples with concentrations ranging
from 5 to 500 mg l−1 at a 20 ml injection volume.

It was ensured that all connections in the flow
path had a tight fit. This was necessary to prevent
leakage, which could occur because of the in-
creased hydrodynamic pressure caused by insert-
ing the column in the analytical path.

A mixing coil was inserted instead of the
cation-exchange resin microcolumn in the analyti-
cal path. But peak shape and sensitivity for cop-
per(II) was poorer and lower, respectively, for all
concentration levels studied.

Fig. 1. Schematic diagram of the flow-injection system used
for spectrophotometric determination of copper (II). RCS,
reagent carrier solution (4-MPDC) in 80% ethanol, 10% chlo-
roform+10% 0.1 M acetic acid-acetate buffer in water (pH,
4.2). P, HPLC pump; S, Rhodyne sample injection valve;
MC, microcolumn; SD, spectrophotometric detector; R,
recorder.
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Fig. 2. Recorder outputs obtained with cation-exchange micro-
column in the flow-injection system. (a) Standard solution of
Cu(II) (5–320 mg l−1) injected. (b) Real sample solutions (for
concentrations see Table 2). Figures above the peaks indicate
concentrations in mg l−1.

0.85%. Under optimised solutions the detection
limit was �0.5 mg l−1 for a 20 ml injection
volume.

For rapid and sensitive continuous spectropho-
tometric analyses of copper(II) ion in solutions
the use of the cation exchange microcolumn for
on-line preconcentration is satisfactory, providing
low ranges to be determined (mg l−1). Such a high
sensitivity is well suited to the determination of
copper(II) in sea, river, and copper processing
water samples.

3.1. Effect of concentration of 4-MPDC

The effect of concentration of 4-MPDC in the
reagent carrier solution on the peak height was
examined in the FI system using 0.63 and 3.2 mg
l−1 copper(II) solutions. The concentration of
4-MPDC was varied over the range 0.1–1% (w/v),
at pH 4.2 and a flow rate of 0.8 ml min−1. For
each concentration level of copper(II) ion, peaks
were maximal at a concentration of 0.5% (w/v).
Therefore, a concentration of 0.5% (w/v) of 4-
MPDC as colour developing reagent in the carrier
solution was chosen.

3.2. Effect of flow-rate

The flow-rate of reagent carrier solution was
varied from 0.5 to 1.5 ml min−1. The peak height
decreased with increasing flow-rate (Fig. 3). Tak-
ing into consideration of the stability of the
pump, peak shape and sampling time, the flow-
rate of the reagent carrier solution was adjusted
to 0.8 ml min−1.

3.3. Effect of pH

Using 4-MPDC (0.5% (w/v)) in acetate buffer
(as 10% (v/v) in the reagent carrier solution)
system the effect of the pH was examined over the
range 3.2–5.2. The peak height decreased with
increasing pH (Fig. 4). Only at higher concentra-
tions of Cu(II) in standard sample solution, the
peak height decreased with increasing the pH. As
the peak height was not strongly affected by the
change of pH at lower concentrations of Cu(II).
The pH of the acetate buffer system was fixed to
4.2 throughout the study.

3. Results and discussion

The specific absorbance maximum of the Cu-
(4MPDC)2 complex at 435 nm can be applied for
the selective determination of copper(II) in the
flow-injection system shown in Fig. 1. The Cu-
(4MPDC)2 complex was found to be insufficiently
soluble even at trace levels for aqueous solutions
to be used directly. For the direct spectrophoto-
metric determination of Cu(II), chloroform which
dissolves the Cu-(4MPDC)2 complex must be used
as a reagent carrier solvent But this can reduce
the life time of components of the system. There-
fore, a tertiary solvent system (ethylalcohol–chlo-
roform–acetate buffer solution in ratio 80:10:10)
has been developed as a reagent carrier solution.
The introduction of copper(II) ion in solution into
the reagent carrier solution from the injection
valve produces a positive response on the chart
recorder, which was free from background ab-
sorption from the reagent as illustrated in Fig.
2(a).

Fig. 2(a) indicates that the flow signals for
copper(II) ion show good reproducibility. The
responses to 20 ml injection volumes of 5–100 mg
l−1 solutions of copper(II) ions were linear. The
relative standard deviation for 10 injections of
samples containing 30 mg l−1 copper(II) was
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Fig. 3. Effect of flow-rate of reagent carrier solution on the
peak height, 3.2 mg l−1 of Cu(II), 4-MPDC 0.5% (w/v).

Table 1
Tolerance limits of foreign ions on the determination of 50 mg
l−1 copper(II) ion

Ion addedTolerance limit
(mg l−1)

Over 100 000 Na(I), K(I), Ca(II), Mg(II), NO3−,
PO4

3−, SO4
2−, Cl−, CO3

2−, Br−

10 000 Zn(II), Pb(II), Sn(II), Cd(II)
5000 Hg(II), Mn(II), Fe(III), Cr(VI), Cr(III)
500 Co(II), Ni(II), Fe(II)

l−1 copper(II). Most of the ions examined did not
interfere with the copper(II) concentrations up to
at least 500-fold excesses. But cobalt(II) and
Ni(II) at the amounts of 700 mg l−1, and iron(II)
at the amounts of 900 mg l−1 gave positive inter-
ference. They did not interfere at amounts B500
and 700 mg l−1, respectively.

The levels of this metal ions normally presented
in sea and river water samples, and copper pro-
cessing solutions were tolerable.

3.5. Applications

To evaluate the applicability of the proposed
flow-injection method, it was applied to the deter-
mination of copper(II) in river and sea water
samples, and copper processing solutions. The
samples collected from different sources were
filtered and directly injected into the flow line.
Both calibration curve and standard addition
methods were carried out. The values obtained
from the calibration curve and the standard addi-
tion methods are in good agreement with each
other. Examples of recorded output for different
water samples and copper processing solutions are
shown in Fig. 2(b). The results are summarised in
Table 2.

The proposed method was also applied to the
analysis of copper(II) in solutions obtained con-
ventionally from ore samples. For the copper rich
ore sample the results obtained are in good agree-
ment with the certified values (Table 2). However,
for the ore sample processed to waste in which
iron(II) is present in significant amounts severe
interference was produced.

3.4. Effect of foreign ions

The effects of some likely interfering ions were
examined. Table 1 summarizes the tolerance limits
of interfering ions on the determination of 50 mg

Fig. 4. Effect of pH on the peak height. Flow-rate: 0.8 ml
min−1; 4-MPDC 0.5% (w/v). (1) 6.4 mg l−1; (2) 3.2 mg l−1;
(3) 1.6 mg l−1; (4) 0.8 mg l−1.
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Table 2
Determination of copper(II) in water, copper processing solution and ore samples

Copper(II) in sampleb (mg l−1)Samplea

Foundd CertifiedeFoundc

Seashore water
83.00 (0.15)Seaport

37.65 (0.06)38.10 (0.08)Atakum
44.78 (0.12)Baruthane

77.50 (0.08)Organized industry 78.25 (0.12)

River water
59.85 (0.08)Selyeri

54.55(0.06)Kurtun 55.12 (0.08)

Copper processing solution
53.70 (0.03)Pipe water 54.00 (0.04)
59.65 (0.03)Storage water 60.05 (0.04)

Ore samplesf

24.44 (0.32) 24.16 (0.20)Copper rich ore —
18.50 (0.40) 2.10 (0.20)Copper ore processed to waste ‘Iron(II) rich ore’ 20.67 (0.55)

a Samples were collected at Samsun, Turkey.
b Values in parenthesis are the relative standard deviations for n=5.
c Calibration curve method.
d Standard addition method.
e Provided by copper processing factory body.
f Values indicated as % (w/w).
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Abstract

A novel chemiluminescence (CL) system for ammonium ion combined with flow-injection analysis is presented in
this paper. It is based on the CL reaction between luminol, immobilized electrostatically on an anion-exchange
column, and chlorine electrochemically generated on-line via a platinum electrode from hydrochloric acid in a
coulometric cell. Ammonium ion reacts with chlorine and decreases the observed CL intensity. The system responds
linearly to ammonium ion concentration in the range 1.0–100 mM, and the detection limit is 0.4 mM. A complete
analysis, including sampling and washing, could be performed in 1 min with a relative standard deviation of B6.0%.
The system is stable for over 500 determinations and has been applied successfully to the determination of ammonium
ion in rainwater samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chemiluminescence; Flow-injection analysis; Ammonium ion

1. Introduction

Flow injection chemiluminescence (CL) analysis
has received much attention in various fields for
its high sensitivity, rapidity, simplicity and feasi-
bility. However, a limitation to widespread appli-
cation of this technique is the requirement to
prepare large quantities of analytical reagents and
continuously deliver them into the reaction zones.
This is undesirable not only for operational con-
venience and the simplicity of detection device,

but also for the cost, environment and resource
considerations [1]. An effective approach to solve
this problem is to employ CL reagents in immobi-
lized or solid-state format. So far these solid-state
CL flow injection systems have been extensively
investigated [2–6]. In these systems, analytes are
detected by the CL reactions either with the im-
mobilized reagents directly or with the dissolved
reagents which are released from the immobilized
substrates or the solid-state forms by some appro-
priate eluents.

For the continuing development of such solid-
state CL flow injection systems, this paper reports* Corresponding author. Fax: +86 29 5308748.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Schematic diagram of the flow system for the determination of ammonium ion.

a new CL system for the determination of ammo-
nium ion based on the inhibition of ammonium
ion in the CL reaction between luminol and chlo-
rine [7]. In this system, not only was luminol
immobilized on an anion exchange column, but
also a coulometric cell with platinum electrodes
was introduced into the flow line for on-line elec-
trochemical generation of the unstable and toxic
analytical reagent chlorine from hydrochloric
acid. By passing sodium phosphate through the
column with immobilized luminol, luminol is
eluted from the resin and then mixes and reacts
with chlorine under basic conditions to produce a
CL signal. Ammonium ion is detected by the
decreased CL intensity from the reaction with
chlorine. The proposed method offers advantages
of simplicity, rapidity and high sensitivity for the
determination of ammonium ion.

2. Experimental

2.1. Apparatus

The flow system employed in this work is
shown in Fig. 1. A peristaltic pump delivered all
flow streams at a flow rate (per tube) of 3.5 ml
min−1. PTFE tubing (1.0 mm i.d.) was used to
connect all components in the flow system. The
stream of 0.15 M hydrochloric acid was passed
through the coulometric cell for on-line electro-

generation of chlorine and then mixed and reacted
with the sample stream in a mixing coil (1.0 mm
i.d.) of 25 cm length to form nitrogen trichloride,
thus reducing the chlorine. Before reaching a spi-
ral flow cell (200 ml), the resulting stream merged
with the stream of 0.3 M sodium carbonate and
that of luminol which was eluted by the injection
of 2×10−3 mol dm−3 sodium phosphate solu-
tion through the column with immobilized
reagent, prepared as described before [5], via a
six-way injection valve.

The coulometric cell was made of a mini glass
column (30×3 mm i.d.), which contained a set of
two platinum electrodes with an area of 2×10
mm and a distance of 1 mm between them. The
constant coulometric current was supplied by a
KLT-1 coulometer (Jiangsu Electroanalytical In-
strument Plant, China).

The CL emission was transduced to an electric
signal by a Hamamatsu R456 photomultiplier
tubed placed close to the flow cell and recorded
with an XWT-204 recorder (Shanghai Dahua In-
strument and Meter Plant, China).

Absorbance monitoring was done using a UV-
spectrophotometer Model-752 (Shanghai Third
Analytical Instrument Plant, China).

2.2. Reagents

All the reagents were of analytical grade; dou-
bly distilled water was used for the preparation of
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Table 1
Characteristics of eluents for the determination of ammonium iona

Relative CL intensityType of CL intensity

NaNO3 NaCl NaAcNa3PO4 Na2SO4 NaOHNa2CO3

60 45I 270 155 105 4075
2344 28II 38138 90 53
22 12III 132 65 52 37 16

aThe concentration of each eluent was 2×10−3 M. (I): CL intensity in the absence of ammonium ion; (II): CL intensity in the
presence of 6 mM ammonium ion; (III): decreased CL intensity.

solutions. A stock solution of ammonium ion
(0.01 M) was prepared by dissolving 0.5349 g of
ammonium chloride in 1000 ml bidistilled water.
Standard test solutions were prepared by appro-
priate dilution of the stock solution. A 0.25 mol
dm−3 luminol solution was prepared by dissolv-
ing 4.43 g of luminol in 100 ml of 0.5 mol dm−3

NaOH solution. D201 anion exchange resin pur-
chased from Nankai University was used for im-
mobilization of luminol.

2.3. Procedures

Reagents and samples were pumped at a con-
stant speed until a stable baseline was recorded.
Then 0.15 ml of eluent containing 2×10−3 M
sodium phosphate was injected into the carrier
stream and luminol was released quantitatively.
The concentration of ammonium ion was
quantified by the CL intensity.

3. Results and discussion

3.1. Selection of eluent

The immobilized luminol can be eluted from
the resin by various anions injected through the
anion exchange column. The characteristics of
some eluents including NaCl, NaNO3, NaAc,
NaOH, Na2SO4, Na2CO3 and Na3PO4 were evalu-
ated and the results are shown in Table 1. It can
be seen that sodium phosphate was the best eluent
with the highest CL intensity and decreased CL
intensity. Therefore, sodium phosphate was used
as eluent for subsequent work.

3.2. Effect of eluent concentration

The release of luminol was controlled by the
concentration of sodium phosphate injected.
The eluent concentration was varied in order to
maximize the CL signal. As shown in Fig. 2,
increasing the eluent concentration gives in-
creasing CL intensity. Considering a compro-
mise between high CL intensity and long
lifetime of the column, 2×10−3 M sodium
phosphate was chosen as optimum. In this case,
the amount of luminol released was 6.5×10−8

mol measured by UV-vis absorbance and the
column with immobilized luminol could be used
over 500 times.

Fig. 2. Effect of eluent concentration on CL intensity.
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Fig. 3. Effect of HCl concentration on CL intensity.

chlorine thus decreasing the suppression by am-
monium ion.

3.5. Effect of sodium carbonate concentration

Due to the nature of the luminol reaction,
which is more favored in basic conditions, sodium
carbonate was introduced into the manifold by a
flow line to mix with the downstream containing
hydrochloric acid and to create the carbonate
buffer suitable for the CL reaction. The effect of
sodium carbonate concentration on CL intensity
was investigated for the range 0.1–1.0 M. Sodium
carbonate (0.3 M) was found to be optimum for
higher CL intensity and better reproducibility. In
this case, the pH at the mixing point was �10.2.

3.6. Performance of the system for ammonium
ion measurements

Since ammonium ion is measured by the de-
creased CL intensity from the oxidation reaction
with the CL reagent chlorine, it is obvious that
small amounts of ammonium ion can be detected
linearly by small amounts of chlorine, and vice
versa. Therefore, the linear range of the system is
determined by the amount of chlorine electro-
chemically generated in the coulometric cell, and
is in turn determined by the constant coulometric
current values employed. In this system, 0.02 and
0.10 mA of currents were chosen for the determi-
nation of ammonium ion over the range 1.0–10
mM and the range 10–100 mM, respectively; the
corresponding regression equations were I=
24.5–2.0[NH4

+] (mM) with a correlation coeffi-
cient 0.997 and I=38.2–2.5[NH4

+] (10 mM) with
a correlation coefficient 0.996. Increasing the cur-
rent value can widen the linear range, but unfor-
tunately may produce a large amount of gaseous
hydrogen in the coulometric cell, which would
cause a poor reproducibility. At a flow rate of 3.5
ml min−1, a complete analysis for the determina-
tion of ammonium ion could be performed in 1
min including sampling and washing. The detec-
tion limit was 0.4 mM (3s) and the relative stan-
dard deviation was B6.0% for 4 mM ammonium
ion (n=7).

3.3. Effect of hydrochloric acid concentration

To prevent the oxidation of H2O to oxygen at
the anode platinum electrode, hydrochloric acid
was employed as the electrolyte for the efficient
on-line generation of chlorine. The effect of hy-
drochloric acid concentration was examined and
the results are shown in Fig. 3. It can be seen that
maximum CL intensity could be obtained at 0.15
M of HCl concentration; lower or higher than this
value would cause a decrease of coulometric effi-
ciency due to the oxidation of H2O or that of
platinum electrode itself. Hence 0.15 M of hy-
drochloric acid was employed in subsequent
experiments.

3.4. Effect of length of mixing coil

For the efficient reaction between chlorine and
ammonium ion, a mixing coil was added after the
merging point of the chlorine and sample streams
and its length was tested from 5 to 60 cm. It was
found that a suitable length leading to a high CL
intensity and an effective inhibiting effect was 25
cm; longer lengths decreased the CL intensity due
to the instability of dilution chlorine, while
shorter lengths caused incomplete reduction of
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Table 2
Results of analysis of ammonium ion in rainwater

Proposed methoda (mM)Sample Spectrophotometrya (mM)Recovery (%)

92 49 (96.5%)Rainwater 1 45 (94.8%)
12 (98.3%)105Rainwater 2 15 (95.5%)

96 24 (97.5%)Rainwater 3 22 (95.0%)
106 60 (95.5%)Rainwater 4 64 (94.2%)

a Average of four measurements (9RSD).

3.7. Interferences

The influences of foreign species were investi-
gated by analyzing a standard solution of 4 mM
ammonium ion to which increasing amounts of
interfering species were added. The tolerable limit
of a foreign species was taken as a relative error
�5%. The tolerated ratio of foreign ions to 4 mM
ammonium ion was \1000 for Na+, K+, Cl−,
Br−, H2PO4

−, SO4
2−, NO3

− and HCO3
−, 100 for

Ca2+ and Mg2+, and 10 for Al3+ and Zn2+,
respectively. Equal amounts of reducing sub-
stances such as Fe2+, S2− and SO3

2−, which
could destroy the chlorine, or those of transition
metal cations such as Fe3+, Mn2+, Ni2+, and
Cu2+, which might affect the mechanism of lumi-
nol–chlorine reaction [8], interfered with the de-
termination of 4 mM ammonium ion. However,
these interferences can be eliminated by a distilla-
tion step, which is described below.

3.8. Sample analysis

An appropriate volume of rainwater samples
collected on different days was poured into a 500
ml flask, then 15 ml of 0.01 M borate was added,
the solution adjusted to pH 9.5 with 6 N NaOH
and diluted to 250 ml with bidistilled water. The
flask was connected to the distillation system.
Then 25 ml of 0.04 N H2SO4 was added to a 250
ml absorption bottle; the lower end of the con-

denser pipe should be immersed in the absorption
liquid. The solution was heated until �100 ml of
distillate was collected. The pH of the distillate
was then neutralized and the resulting distillate
was diluted to 150 ml with bidistilled water. The
concentration of ammonium ion was determined
by the present system and the results are given in
Table 2, which agree well with those obtained by
indophenol spectrophotometry [9].
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Dear sir:
The technique of aqueous phase ethylation,

carbon or Tenax trap collection, followed by
isothermal GC separation, and atomic fluores-
cence detection has been extensively used for de-
termination of methyl mercury in a variety of
environmental samples [1,2]. Since the matrix in-
terferences on ethylation reaction are very severe,
to minimize the interferences, several procedures
including distillation [3,4], alkaline digestion/sol-
vent extraction [5], and solvent extraction after
KBr/H2SO4/Cu leaching [6,7] were used for isola-
tion of methyl mercury from sediment samples.
Recent publications have demonstrated the for-
mation of significant artifactual methyl mercury
in the distillation procedure [8,9]. In response to
questions of colleagues on whether the alkaline
digestion/solvent extraction makes significant ar-
tifacts, this letter presents results showing that
methyl mercury artifact formation is much less
significant when sediment samples are prepared
using alkaline digestion/solvent extraction.

The procedure of alkaline digestion/solvent ex-
traction was evaluated for methyl mercury arti-

fact formation by analyzing sediment samples
spiked with large amounts of Hg2+ and un-
spiked prior to using the entire alkaline diges-
tion/solvent extraction procedure. Analysis
followed by aqueous phase ethylation, Tenax
trap precollection, isothermal GC separation,
and atomic fluorescence detection. The difference
in methyl mercury concentrations between the
spiked and unspiked samples was considered to
be artifactual methyl mercury. The percent ratio
of percent artifactual methyl mercury to percent
methyl mercury found in unspiked samples was
considered as percent error.

Four bog type sediment samples from Duluth
and Portland were used, two lake sediments
(c1,c3), and two river sediments (c2,c4).
Sample c1 was spiked at five different levels
between 5 and 62 mg g−1. Percent methyl mer-
cury artifact is presented relative to Hg2+ spike
added. The other samples were spiked at one
higher level only. The results are shown in Table
1. It was found that the methyl mercury artifacts
increased linearly with increasing spiked Hg2+

concentration within spiked levels of 5–20 mg
g−1. Methyl mercury artifacts were observed for
each sample, ranging from 0.001 to 0.002% of
the total Hg (spiked plus unspiked) concentra-

* Corresponding author. Tel.: +1 206 6329097; fax: +1
206 6322417: e-mail: Cebam@wolfenet.com

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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tion. The artifactual methyl mercury ratios are
small compared to the ratios found in the un-
spiked sediment samples of 0.22–0.40%. Artifact
formation by the alkaline digestion/solvent extrac-
tion procedure is thus found to be insignificant for
these sediment samples. In fact, the percent error
caused by artifacts may be even much smaller
than those listed in Table 1 due to the equilibrium
between concurrent methylation and demethyla-
tion processes [10]. Samples containing Hg2+ as
high as the spiked samples would also contain
higher levels of methyl mercury. Therefore, arti-
fact methyl mercury as a percent of true methyl
mercury would be even lower than that found in
this study.

It should be pointed out that previous research
has demonstrated that the use of low-quality ethy-
lation reagent (sodium tetraethyl borate, NaBEt4)
could result in the formation of artifactual methyl
mercury during the ethylation reaction when large
amounts of Hg2+ are present [3]. Thus, new

batches of NaBEt4 should be checked for artifact
formation prior to use.
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Erdoğan, S., 229
Eremin, S., 153
Erog' lu, A.E., 585
Erog' lu, T., 585
Escrig-Tena, I., 43
Esteve-Romero, J., 43
Evgen’eva, I.I., 891
Evgen’ev, M.I., 891
Experiandova, L.P., 213

Fang, H.-Q., 561
Fang, Y., 487
Fatibello-Filho, O., 11
Fehér, Z., 1021
Feng, X.-Z., 1223
Feng, Y., 833
Fernández, M.D., 861
Fernández, P., 1255
Fetsch, D., 401
Fetzer, J., 943
Fetzer, J.C., 769
Fogg, A.G., 797
Fraile, L.J., 1245
Fujita, Y., 631
Fukushima, M., 899

Galal, A., 987
Gammelgaard, B., 503
Gao, H.-W., 355
Garcı́a-Alvarez-Coque, M.C., 43
Garcı́a de Marı́a, C., 121
Garcı́a, M.A., 1245
Garcia de Torres, A., 463
Garcia Rodriguez, A.M., 463
Garmonov, S.Y., 891
Garribba, E., 343
Gautier-Sauvigné, S.M., 169
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Lima, É.C., 613
Li, N., 1099
Lindner, E., 367
Lin, Z., 1223
Li, R., 1121
Liu, B.-f., 291
Liu, C., 1129
Liu, J., 833, 1129
Liu, L.-b., 291
Liu, S., 487
Liu, S.-j., 711
Liu, W.-H., 33, 243
Li, Y., 355, 869
Li, Y.-F., 25
Lokhande, T.N., 823
Long, X., 735
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Editorial

Aims and scope

The editors are very pleased to announce that
Talanta has been experiencing an increase in the
number of papers submitted to the journal. This
steady increase in submissions will require the
journal to become more strict in its editorial
policy and to reject papers that do not closely fit
the journal’s aims and scope. To this effect, au-
thors are encouraged to carefully read the aims
and scope of the journal, and to consider the
following criteria before submitting a paper to
Talanta.

Talanta provides a forum for fundamental
studies and original research papers dealing with
all branches of pure and applied analytical chem-
istry. Classical analytical techniques such as volu-
metric titrations, UV-visible spectrophotometry
(including derivative spectrophotometry),
fluorimetry, polarography and related pulsed
voltammetric techniques, and so forth, are consid-
ered as routine analytical methods, and
manuscripts dealing with these methods should be
submitted for publication in Talanta only if sub-
stantial improvement over existing official or stan-
dard procedures is clearly demonstrated. New
reagents should demonstrate clear advantages,
and their presentation should be comprehensive,
rather that generating a series of similar papers.

Solvent extraction methods are well established,
and new methods should demonstrate improve-
ments in waste generation, non-hazardous mate-
rial substitutes, and ease of use (automation).

Application of an original method to real ma-
trices is encouraged, provided that it is properly
validated following recommendations of official
institutions. The developed method should espe-
cially comprise information on selectivity, sensi-
tivity, detection limits, accuracy, reliability and
speciation capabilities (e.g. in the case of trace
metal analysis). Proper statistical treatment of the
data should be provided.

Application of classical analytical approaches
such as polarography, voltammetry (pulsed), UV-
visible spectrophotometry (and derivative), and
fluorimetry to relatively simple matrices having no
major interference, such as drug formulations or
reconstituted samples, are discouraged unless con-
siderable improvements over other methods in the
literature (time saving, accuracy, precision,
cleaner chemistry, automation) are highlighted.

Papers dealing with analytical data such as
stability constants, pKa values, etc. should be
published in more specific journals, unless novel
analytical methodology is demonstrated, or im-
portant analytical data are provided which could
be useful in the development of analytical proce-
dures.

Gary D. Christian
Jean-Michel Kauffmann

Editors-in-Chief
April, 1998.
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Abstract

The assessment of conditional stability constants of aquatic humic substance (HS) metal complexes is overviewed
with special emphasis on the application of ultrafiltration methods. Fundamentals and limitations of stability
functions in the case of macromolecular and polydisperse metal–HS species in aquatic environments are critically
discussed. The review summarizes the advantages and application of ultrafiltration for metal–HS complexation
studies, discusses the comparibility and reliability of stability constants. The potential of ultrafiltration procedures for
characterizing the lability of metal–HS species is also stressed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Humic substances; Metal complexes; Stability constants; Ultrafiltration

1. Introduction

In aquatic environments humic substances (HS)
contribute the major part to the refractory or-
ganic carbon dissolved there [1]. Generally, HS
consist of complex mixtures of related organic
polyelectrolytes of varying molecular size,
(sub)structures and functionalities hardly separa-
ble even by high-performance separation proce-
dures [2]. In our preceding paper we reported on
the size fractionation of aquatic HS and their

metal species by means of sequential-stage ultrafi-
ltration (UF) processes stressing their analytical
capabilities and limitations [3]. The present report
summarizes the application of UF to metal–HS
complexation studies.

The necessity to incorporate the contribution of
HS in chemical modeling of natural aquatic sys-
tems has been well recognized [4]. Particularly, the
toxicity, bioavailability, transport processes and
hydrogeochemical cycles of metals depend on the
nature and the thermodynamic stability of their
complexes formed. In the case of heavy metals
their complexes with humic substances (HS) are
the main class of their species in natural waters

* Corresponding author. Fax: +7 095 9382054; e-mail:
concentr@glas.apc.org

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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[5]. Such modeling requires reliable stability con-
stants (K) of metal–HS complexes (or metal–ful-
vic acid (FA) and metal–humic acid (HA)
complexes in the case of subdivided HS) for input
as parameters. However, the progress in quantify-
ing metal–HS interactions has been troublesome
up to now. The physical and chemical heterogene-
ity of such substances, the variety of polymeric
effects inherent to the system hamper the thermo-
dynamic description of the complexation reac-
tions. A comprehensive thermodynamic model for
metal–HS interactions has to take into account
that: (i) K decreases with metal loading because
HS include many coordinating sites of different
nature and the strongest sites are saturated first;
(ii) K decreases with metal loading because attrac-
tive, negative charge of HS is compensated by the
bound metal; (iii) the formation of metal ion
bridges and compensation of charge influence the
changes in conformation of polymeric molecule
and result in intra- or intermolecular condensa-
tion, which may cause a decrease in the number of
sites available to form complexes. The same ef-
fects should be taken into account while concern-
ing the K dependence on pH and ionic strength.
Thus, it is evident that the K values obtained from
one set of parameters can not be applied to
another set of experimental conditions.

Due to the absence of a model completely
describing the K dependence on different factors
the possibility of measurement of conditional sta-
bility constants in natural water is of practical
interest. This means that the analytical method
used for this purpose should be applicable to the
study of metal speciation even at low concentra-
tions. A variety of methods (e.g. potentiometric
titration with ISE, voltammetry, ion exchange,
spectrofluorometry, gel filtration chromatogra-
phy, dialysis, ultrafiltration) are conventionally
used for the assessment of conditional stability
constants of metal–HS complexes overviewed in
Table 1 [6–50]. According to various environmen-
tal studies, UF methods are merely limited by the
detection limits of the applied determination
method (e.g. atomic spectrometry) [51]. Potentio-
metric methods, which are probably the most
used method for metal–HS complexation studies
(see Table 1), suffer from the lack of sensitivity

Table 1
Analytical methods used for the assessment of stability con-
stants of metal–humic substances (HS), metal–humic acid
(HA) and metal–fulvic acid (FA) complexes

ReferenceMetal SourceLigand

Potentiometric titration with ion-selective electrodes
HA SoilCd(II) [6]

[7,8]FA River, soil
AquaticHS [9]

FACa(II) River [10]
Peat, [11]
Armadale, Lauren-
tian
Lake [12]

Cu(II) [6]SoilHA
Soil [13,14]FA
Lake, river, peat [14,8]
Sewage sludge [15]

[16]Sea
Lake [17]HS
Swamp [18]
Estuarine [19]

FAMg(II) Soil [13]
Pb(II) HA Lake, river [20]

Soil [6]
FA Lake, river [20]

[21]Sewage sludge
[8]

Voltammetric techniques
1. Anodic stripping voltammetry

HACu(II) Peat [22]
Lake [23]

[24]SoilFA
Lake [23]

[21]Sewage sludge
[8]
[25,26]HS Sea
[27]Swamp

Sewage sludge [28]
Cd(II) FA [8]

Sewage sludge [21]
HS Sewage sludge [28]

Pb(II) [8]FA
[21]Sewage sludge

HS Sea [29]
Zn(II) HS Sea [30,31]

2. Cathodic stripping voltammetry
[32]SeaHSCu(II)

HSCo(II) Sea [33]
HS Sea [31]Zn(II)

3. Differential pulse polarography
Co(II) HA Aldrich [34]

HA Aldrich [34]Ni(II)
Eu(III) AldrichHA [34]
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Table 1 (Continued)

ReferenceSourceLigandMetal

III. Ion exchange
FA Surface watersCu(II) [35]

[36]River, swamp, soilHS
HA AldrichCo(II) [34]
FA Armadale [37]

Armadale [37]FAZn(II)
Surface waters [35]

[36]River, swamp, soilHS
HA AldrichNi(II) [34]
FA Surface waters [35]

[36]River, swamp, soilHS
FA Ground waterCd(II) [38]

[35]Surface waters
River, swamp, soil [36]HS
Aldrich [34]Eu(III) HA

FA Armadale [37]
[39]FA Bersbo

Soil [40]U(VI) HA

IV. Spectrofluorimetry
[41]Soil, riverCo(II) FA

FA Soil, riverNi(II) [41]
[24]SoilCu(II) FA

HS River, swamp, sea [42]
[27]SwampEu(III) HS
[43]River
[44]AldrichCm(III) HA

V. Gel filtration chromatography
Peat [45]Ca(II) FA
Lake, sea, soil [45]HS

[45]PeatCd(II) FA
HS Lake, sea, soil [45]
FA PeatCo(II) [45]

[45]Lake, seaHS
Peat [45]Cu(II) FA

HA Peat [45]
Lake, river, sea [45]HS

FA PeatHg(II) [45]
Lake, river, sea [45]HS

FA PeatMg(II) [45]
HS Lake, sea [45]
FA Peat [45]Mn(II)
HS Lake, sea [45]

Peat [45]FANi(II)
[45]Lake, seaHS
[46]Ground waterAm(III) FA

HA Aldrich [46]

VI. Dialysis
[34]Co(II) AldrichHA

Peat [47]
FACd(II) [8]

Sewage sludges [21]
Sewage sludges [28]HS

Table 1 (Continued)

Source ReferenceLigandMetal

FACu(II) [8]
[21]Sewage sludges

HS [28]Sewage sludges
Ni(II) [34]HA Aldrich

[8]Pb(II) FA
Sewage sludges [21]

Sn(II) [34]HA Aldrich
HA Aldrich [34]Eu(III)

VII. Ultrafiltration
FA [11]Ca(II) Peat, Armadale, Lau-

rentian
HSCo(II) Oxic waters [48]
HSCu(II) Oxic waters [48]

Swamp [27]
Ground water [38]Cd(II) FA

HS Swamp [27]
[49]AquaticHS

HSNi(II) Oxic waters [48]
Mn(II) HS [48]Oxic waters

[3]LakeZn(II) HA
HS [27]Swamp
HS [48]Oxic waters

AquaticEu(III) FA [39,50]
HA Aldrich [51]

Th(IV) AquaticFA [50]
U(VI) [50]AquaticFA

and could not be applied to the measurements in
natural waters [52–54]. The limitation of voltam-
metric methods, which are among the most sensi-
tive and theoretically advanced, is their usefulness
for only some elements, while UF is applicable to
a wide range of different elements [52,54]. Com-
pared to other separation techniques used for K
determinations, an important advantage of UF is
that this method takes not so long time as dialysis
and does not disturb the complexation equilibria
like ion-exchange chromatography [54].

2. Complexation models for metal–HS species

The various complexation models applied to
describing metal–HS interactions can be classified
as discrete ligand models [55–57] and continuous
multiligand models [19,56,58–60]. In the discrete
ligand approach only a few ligands or binding
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sites are required to fit experimental data. On the
other hand, in the continuous distribution ap-
proach it is assumed that a large number of
heterogeneous ligands with a range of binding
affinities are involved in metal binding character-
ized by a continuous distribution (e.g. Gaussian)
of the stability constants. There are several mod-
ifications of the discrete model, considering the
polymer molecule, e.g. as separate microphase or
rigid sphere [55,61,62]. In such refined models
electrostatic (surface) complexation is also consid-
ered and contributions due to ionic strength ef-
fects may be incorporated. The comparison of
different types of models is given elsewhere
[4,58,63,64]. It should be noted that though the
continuous models have several distinct advan-
tages, the literature survey indicates that the most
popular is still the discrete model. This model has
been applied in the UF stability constant
determinations.

The discrete model offers different kinds of
approaches which enable the explanation of com-
plexation of metal ions by fulvic and humic acids.
1:1 stoichiometry is usually assumed for metal–
ligand complexes and Scatchard method [65,66] of
K calculation is widely used for single and rather
often also for two-site models. Buffle et al. [20]
have observed the failure in many cases by apply-
ing the Scatchard method to describe the metal
complexation producing the suggestion for the
formation of both 1:1 and 1:2 metal–ligand
complexes.

3. Metal–humic substance complexation studies
by ultrafiltration

The literature survey shows that in the studies
of the stability constant determinations carried
out by UF methods only the 1:1 stoichiometry
model has been applied. The overall stability con-
stant (more correctly overall complex formation
function [39] or average equilibrium function [52])
is defined as

K=
%
i

[MLi ]

M%
i

[Li ]
=

Mb

M ·L
(1)

Where Mb=�iMLi is the total concentration of
the metal bound to all the active sites, M is the
free metal concentration, L=SLi is the total lig-
and concentration.

Marinsky and Ephraim [55,67] incorporated to
this equation also the term concerning the metal
concentration correction due to separate phase
effects.

Let us assume that the UF retention R of both
the ligand and complex by the membrane are
complete (RL=1, RML=1), whereas the free
metal ions pass through the membrane (RM=0).
The free metal concentration in Eq. (1) is thus
accepted to be equal to the total metal concentra-
tion in the filtrate. Furthermore, Mb is the total
concentration in the cell, which can be obtained
from the difference between the total metal con-
centration in the sample and the free metal ion
concentration. This kind of approach has been
usually applied in different studies
[11,27,38,39,49,68–70]. However, the retention of
100% (R=1) is seldom obtained in actual prac-
tice. This is probably due to the polydispersity in
the dimension of the membrane pores. Moreover,
the molecular weight cutoff limits depend very
strongly on the configuration and charge of the
compounds which are depending on the pH, ionic
strength and other conditions of the solution [71].
The values of RM for divalent and trivalent
cations have also been found to be greater than
zero [52,39,68,71] and the values vary, e.g. with
pH, ionic strength and the nature of inorganic
anions present. Thus, the assumption that the UF
retentions of both the ligand and the complex
over the membrane may sometimes result in sys-
tematically wrong values of K.

A more refined method proposed by Buffle [52]
permits the determination of complexation data in
the case when RM\0 and RLB1. Eq. (1) has
been applied to the cell solution:

K=
Mb

c

Mc ·Lc=
a c−1

Lc (2)

where superscript c denotes the concentration in
the UF cell, a=Mt/M is the ratio of the total
metal concentration to its free concentration.
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The retention coefficient Rx of each species x is
defined as

Rx=1−
x f

xc (3)

where x=M, L or ML, superscripts f and c
denote the concentration in the filtrate and in the
UF cell, respectively.

Combination of Eq. (2) with Eq. (3) for M and
L and with mass balance equation for M and L
for both cell and filtrate solutions leads to

Mt
f

Mt
c=

RML−RM

a c + (1−RML) (4)

At a low ratio of [ML]c/Lc the conformation
and size of the ligand are only slightly changed by
the presence of bound M, so that RML, which is
not always easily measurable, can be now re-
placed by RL. Thus, a c from Eq. (4) and then K
from Eq. (2) can be calculated by simply measur-
ing the total metal and ligand concentrations both
in the cell and in the filtrate, and separate measur-
ing RM and RL. It was found that the maximum
range in which a c can be precisely measured is
1.2Ba cB50 [52]. This range is more narrow than
the range obtained by potentiometry or voltam-
metry that was considered as a drawback of this
method. However, the main pitfall of this ap-
proach is probably the fact that by describing
metal–HS interactions the values of RM are ob-
tained for metal retention in the absence of lig-
and. If RM increases, for example, with increasing
of pH, as it was the case with for Zn [71], Eu
[39,70] and Sr [70], it may be due to the formation
of hydroxocomplexes of the metal ions and their
adsorption on the membrane or walls of the cell,
to the formation of colloid particles, etc. How-
ever, in the presence of natural organic ligand the
competitive reactions of the complexation may
decrease the importance of this process and thus
decrease the real RM values.

Besides the estimation of the overall stability
constant, the approach for describing metal–HS
interactions may be based on the calculation of
the stability constants for each acidic site of the
polymer molecule:

bi=
MLi

M ·Li

(5)

If inter-site interactions are not taken into ac-
count, the relation between K and bi can be
expressed [39,49] as

K=
%
i

biai Abi

%
i

ai Abi

(6)

where ai is the degree of ionization of site i, and
Abi is the abundance of the site i. For example,
for well characterized Bersbo fulvic acid, five
acidic sites with varying pK values and corre-
sponding abundances are: pK1=1.70, Ab1=0.20;
pK2=3.3, Ab2=0.25; pK3=5.0, Ab3=0.30;
pK4=6.50, Ab4=0.20; pK5=7.0, Ab5=0.05 [72].
ai values can be computed at each pH. Initial
guesses for the bi are made with the aid of re-
ported values obtained of the complex formation
constant for the reaction between the envisaged
functionality of each site and the metal ion. After
the UF determinations of the overall stability
constants, the values of bi may be obtained by
iterative matrix manipulations. The results of such
experiment was obtained for Eu [39] and Cd [38]
complexes with fulvic acids by Ephraim et al.

However, as it was mentioned above, the
Scatchard method is the most widely used for the
determination of stability constants for different
binding sites. But in this case only two or maxi-
mum three sites can be considered. The Scatchard
parameter is defined [62] as:

n=
Mb

L
(7)

Then Eq. (8)

n

M
=bi n−bin (8)

is employed where n is the number of binding sites
per molecule. A plot of n/M versus n yields a
straight line with a negative slope equal to the bi.
The Scatchard plots usually show two linear
parts: (1) a linear part with a large slope at low
free metal concentrations, which is attributed to
the strong binding sites on the polymer molecule
and (2) a linear part exhibiting little slope at high
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free metal ion concentration, attributed to binding
at weaker sites. This kind of method was applied
by Tuschall and Brezonik for the UF determina-
tion of b1 and b2 for Cu–HS complexes [27].
Langmuir plots were applied by Caceci [68] to
calculate b2 for Eu complexes with HA after UF
separation.

Thus, different complexation models and meth-
ods of calculations have been applied to the re-
sults of UF investigation of metal–HS
complexation. It should be noted, however, that
all the obtained parameters (constants, binding
site concentrations) should be regarded as no
more than mathematical curve-fitting parameters
without any chemical meaning. Their principal
utility is their ability to accurately predict overall
metal complexation by humic substances within
the experimental conditions.

John et al. [49] demonstrated a good example
of the possibilities of UF as a method of charac-
terizing metal–humic substance interactions.
Combination of the size fractionation data of HS
and Cd with UF stability constant calculations
make it possible to obtain fractional K for each
fraction of HS, having Mw in the range 500–103,
103–104 and \104. It was found that the binding
strength of the second UF fraction (103–104) is
about ten times higher than for two other
fractions.

4. Comparability and reliability of stability
constants.

For the critical evaluation of the complexation
data obtained from the UF method, their com-
parison with the results of other analytical tech-
niques should be made. The problem, which is
often encountered while comparing the literature
data, is the variety of methods for determining the
L concentration in Eq. (1) and thus the value and
unity of the obtained stability constants. The
most simple way is to express the ligand concen-
tration in gram of HS per liter, or gram of total
organic carbon per liter (the carbon content of
humic matter is �50%). However, HS concentra-
tion (g l−1) is usually multiplied by the total
hydrogen capacity (eq g−1), which is obtained by

the potentiometric titration in aqueous or non-
aqueous media. The obtained value should be
multiplied by the degree of dissociation at a par-
ticular pH. For rigorous calculation at high metal
loading the concentration of bound metal should
also be subtracted to obtain free carboxylate
concentration.

The other approach by estimating L values in
Eq. (1) is based on the determination of complex-
ation capacity (CC) of HS, which is the total
maximum concentration of bound metal (mol) per
gram of carbon or per gram of HS and is ob-
tained from the results of metal titration of HS.
CC appears for various reasons to be lower than
the hydrogen capacity [1] and the calculated K
values may be higher than those obtained from
the previously described approach. It should be
noted also that CC depends not only on the initial
degree of dissociation but also on the nature of
metal ion. For example, it was shown, that CC
value for Cu(II) was higher than that for several
other metals [27,73]. This deflection was at-
tributed for the existence of binding sites specific
for the Cu(II) ion [73]. In determining CC of HS
under natural conditions the attention should be
paid to the fact that some of binding sites could
be occupied by the metal ions initially present in
water.

Sometimes for HS with known average molecu-
lar mass Mw the ligand concentration is expressed
in mol l−1. For example, John et al. [49] defined
average molecular weight 750 for the HS-fraction
having Mw in the range of 500–103, 5×103 for
the HS-fraction having Mw in the range 103–104

and 2×104 for the HS-fraction \104. An inter-
esting result was obtained when the calculated K
values were converted to per weight basis. The
order of K in this case was changed for the two
weak fractions. It should be underlined, however,
that the nominal molecular weight obtained from
UF separations may not fully correspond to the
actual molecular weight of the original HS-frac-
tion. The cut-off characteristics of membranes are
given for filtration of spherical compounds, while
the structure and properties of humic molecules
are quite different. This can result in a retention
of HS molecules which molecular weight is con-
siderably smaller than the cut-off value of the
respective membrane [49].
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It is also remarkable that in the case of stability
constant calculations by using of the Scatchard
plots the method of expressing L concentration
does not affect the K values. However, the main
problem, which is encountered in stability con-
stants data analysis, is that the rigorous compari-
son can be done only for the data obtained under
the same experimental conditions: ionic strength
of the solution, pH (or more correctly degree of
ionization of polymer molecule) and metal load-
ing. If the fulfilment of all of these criteria is not
possible, such a comparison may be rather rough
or ambiguous.

As the nature and properties of HS differ sig-
nificantly, depending on various factors such as
origin (river or sea water, soils, etc.) and methods
of isolation and purification, the most desirable is
the comparison of K values generated with differ-
ent analytical methods only for those obtained
from the same sample of HS. Tuschall and Bre-
zonic [27] compared b1 and b2 values for Cu
complexes of HS obtained by UF, anodic strip-
ping voltammetry (ASV), ion-selective electrode
(ISE), fluorescence spectroscopy (FS) and differ-
ential spectroscopy using a competing ligand
(CLDS). The investigation was performed with
two swamp water samples at single pH value of
6.25, constant ionic strength and different metal
loading. From the titration data obtained
Scatchard plots were constructed. The UF
method yielded results comparable with those ob-
tained by ISE, CLDS and FS. The stability con-
stants based on ASV titration were considerably
lower than other. This was explained by the fact
that the metal complexes of HS were reduced at
the mercury electrode under the experimental
conditions.

A comparison of K- and b-values obtained by
UF, ISE and ion-exchange (IE) methods in Cd–
FA complexation studies was made by Ephraim
and Hao [38]. The investigation was performed in
the pH range of 3–8, at two ionic strength values
and different FA concentrations. The obtained
stability constants were in the order: IE\UF\
ISE. For example, at pH 6 the values for log K
were 4.8, 3.3 and 2.7, respectively. This corre-
sponds the variance of the previously discussed
results, when UF and ISE yielded similar values

for stability constants. The observed deflection
may be due to the fact that ISE measurements in
[38] were made under considerably higher metal
loading than in UF experiments, where a trace
amount of 115Cd was used, and thus the effect of
decreasing K with increasing metal loading is ob-
served. However, a comparison of K values for
Ca–FA complexes obtained from UF and ISE
studies [11] under the equal metal loading reveals
the same order for stability constants (IE, UF\
ISE). Most probably, the above discussed stability
constant values for Cu–HS complexes of UF
method obtained by Tuschall and Brezonic [27]
probably have a small error due to the fact that
the measurements were performed with natural
water samples and atomic absorption spectrome-
try (AAS). In this case the AAS measured not
only the free Cu ion concentration, as in ISE
method, but also the concentration of Cu present
in inorganic complexes and in complexes of small
organic ligands. Thus, taking this into account, it
is possible that the K values obtained by UF
studies may also have larger values then those
obtained by ISE measurements.

A comparison of K- and b-values obtained by
UF and IE methods in Eu–FA complexation
studies was made by Ephraim [39]. The investiga-
tion was performed in the pH range of 3–8, at
single ionic strength value for two FA concentra-
tions. The obtained stability constants were in the
order: IE\UF. Unexpected results were obtained
for the dependence between the pH and stability
constants. While the IE method showed a typical
growth for log K values with increasing pH,
log KEu obtained from the UF experiments were
insensitive to changes in the pH of the system.
The same effect was observed by Caceci [51] when
studying Eu–HA interaction by UF. This phe-
nomenon was explained by possible fragmenta-
tion of HS molecules by Eu ions into
low-molecular-weight complexes which pass
through the membrane [39]. This behavior seems
to be unique for the Eu–HS interaction (normal
log K dependences on pH were obtained by UF
for Cd [38,49], Sr [70] and Ca [11]) which becomes
detectable only by the UF experiments.

When considering different UF techniques, the
survey of literature shows that K determinations
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are usually performed by using the ‘batch’ method
[52,11,39,38,68]. In order to minimize as much as
possible the perturbation of the medium due to
the separation step, only a small fraction of the
original solution is filtrated (�10%). A special
UF cell was designed to minimize the surface area
of the membrane in order to avoid both signifi-
cant losses due to adsorption effects and contami-
nation from the membrane surface [52]. The
comparison of mathematical models for the
‘batch’ and two ‘continuous flow’ UF methods
used for the measurements of complexation prop-
erties of HS is given elsewhere [74]. A continuous
flow UF method was applied by Tuschall and
Brezonic for K determination of Zn, Cu, Cd
complexes of HS [27]. A comparison of their
results for Zn–HA interaction with those assessed
by Buffle and Staub [52] using batch UF, shows
good agreement of K values obtained at the same
metal loading.

5. Lability of metal–HS species studied by UF

Metal–HS species are preferably considered as
macromolular complexes which can be more or
less characterized by thermodynamic stability
functions. In the case of dissolved HS naturally
occurring in aquatic environments it has to be
realized, however, that these substances and their
metal species are constituents of a complex and
dynamic colloid system [75] which can hardly be
described by thermodynamic functions. The reac-
tivity of such colloidal HS–metal species can be
better characterized by kinetic methods, for in-
stance by assessing the ‘availability’ of the metal
fractions bound to HS. Ligand exchange reactions
of immobilized and dissolved EDTA-type chela-
tors have been shown to be an efficient method
for the specification of labile and inert metal
species in aquatic HS samples [76].

Performing a time-controlled EDTA exchange
of metal–HS species in a conventional UF cell
their reaction kinetics can be studied by stepwise
short filtration (1–2 min) of the EDTA-metal
complexes formed [76]. The results of such ex-
change reactions between original metal species
(e.g. Al, Fe, Mn, Zn) in a HS-rich bog water and

dissolved EDTA is shown in Fig. 1, compared to
an analogous EDTA exchange of artificial metal
loadings of the same HS. As can be seen, the
natural Al and Fe species in this HS sample
(VM6-UF) gently pre-concentrated by preparative
UF are only partially available to EDTA, even
after reaction periods of 3 days. On the other
hand, equivalent artificial metal loadings of the
same HS (VM6-XAD8) pre-isolated as practically
metal-free humic sample by conventional sorption
onto XAD8 [1] are much more reactive towards
EDTA. Such significant lability differences be-
tween natural and artificial metal–HS species are
well comparable to those previously obtained by
ion exchange methods [77].

Just recently, exchange reactions of metal iso-
topes (e.g. 53Cr(III), 65Cu(II)) complexed with HS,
which were assessed by UF and isotope dilution
analysis (IDA) using inductively coupled plasma-
mass spectrometry (ICP-MS), have been shown to
be a promising procedure for the evaluation of
their lability [78]. Accordingly, Cr(III) species in
aquatic HS were exhibited to be practically ex-
change-inert, in contrary to the studied Cu(II)
species being very labile towards isotope
exchange.

6. Conclusions

According to the literature studies discussed
above the conclusion can be drawn that UF has
been established as an efficient and reliable tech-
nique for the evaluation of metal–HS stability
functions. Its main advantages are: (i) the possi-
bility of measuring stability constants in waters
under nature-like conditions hardly altering the
original equilibria of the system to be studied, and
(ii) its applicability to a wide range of metals. It is
worth to mention that the most promising advan-
tage of this technique namely based on the combi-
nation of molecular-size fractionation of
metal–HS species by sequential-stage UF [3] and
simultaneous determination of their conditional
stability constants in the obtained fractions is still
unexploited. It would be also interesting to com-
pare the conditional stability constants K deter-
mined for metal complexes in size-classified HS



T.I. Nifant ’e6a et al. / Talanta 48 (1999) 257–267 265

Fig. 1. Ligand exchange between metal–HS species and EDTA as a function of time characterized by time-controlled UF (HS:
VM6-UF and -XAD8 from Venner Moor, Münster, Germany; 200 ml sample, 1.0 mg ml−1 HS, pH 5.0, 1.2 mmol ml−1 EDTA;
UF: 1 kDa as nominal cut-off; total metal concentrations: 5.1 mg ml−1 Al, 14.5 mg ml−1 Fe, 0.32 mg ml−1 Mn and 0.44 mg ml−1

Zn, pH 5.0) (according to [76]).

fractions by using such online UF technique with
those estimated by conventional titrimetric proce-
dures. Taking into account the polydisperse char-
acter of HS the existence of several fractions of
HS molecules with different complexation abilities
seems to be reasonable. For this purpose com-
plexation models taking into consideration the
uneven distribution of binding sites in HS mix-
tures are needed. It has to be kept in mind,
however, that, besides such thermodynamic func-
tions, for a more refined characterization of
metal–HS species in aquatic environments de-
tailed informations on their kinetic stability are
required, too.
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Abstract

A flow injection method is described for the selective measurement of chromium(VI) in aqueous solutions. This
method is based on the dynamic quenching of ruthenium(II) fluorescence. The detection limit is 0.43 ppm and 40
samples can be analyzed per hour. Selectivity is demonstrated over ferrous, nickel, cupric and zinc cations and no
effect is observed from sulfate, chloride, borate and phosphate. Some interference quenching was measured for
cyanide and nitrate, but the method is more responsive to chromium(VI) by factors of 10.2 and 82, respectively. The
effects of solution pH, carrier stream flow rate and ruthenium concentration are demonstrated. Results indicate the
method is suitable for measuring chromium(VI) in effluents from electroplating baths. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Chromium(VI); Fluorescence quenching; Electroplating baths

1. Introduction

Chromium is an important element in environ-
mental science and water pollution control. Natu-
ral levels of chromium in unpolluted water are
below 2 ppb and its toxicity effects demand a
maximum permissible chromium level of 50 ppb
in drinking water [1]. Of its various oxidation
states, chromium(VI) poses the greatest risk to

human health because of its known actions of
toxicity, its high solubility in aqueous solutions
and its relatively rapid mobility in soil and solid
wastes. Chromium(VI) is known to damage ex-
posed skin, irritate mucous membranes, produce
pulmonary sensitivity, create dental erosion, cause
loss of weight, induce renal damage, and target
the respiratory tract and skin [2–4]. In addition,
experimental evidence links chromium(VI) with
various types of cancer [5].

Environmental chromium(VI) is generated
largely by metal cleaning processes, surface finish-
ing and metal coating processes, ink pigments,
dye manufacture and chromate water treatment
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[6]. Effluents from these processes must be moni-
tored to ensure proper chromium removal prior to
releasing these effluents into the environment.

Many analytical methods are available for mea-
suring chromium in water samples. General meth-
ods include gravimetry, titrimetry [7], colorimetry
[8], potentiometry [9], spectrophotometry [10–14],
fluorometry [15–17], chemiluminescence spec-
trometry [18,19], chromatography [20], and solid-
phase spectrophotometry coupled with anion
exchange membrane for preconcentration [21]. Al-
though, the lowest detection limits are provided by
graphite-furnace atomic absorption spectrometry
[22], this technique is not well suited for field
applications. Flow injection methods coupled with
ion exchange [23], co-precipitation or extraction
pre-concentration steps have been proposed for
field applications.

This work evaluates the use of dynamic quench-
ing of a ruthenium dye for chromium(VI) measure-
ments. Ruthenium dyes are well known reagents
for measuring oxygen in gaseous and aqueous
media [24–27]. These measurements are based on
dynamic quenching of ruthenium fluorescence by
oxygen. In the presence of ambient oxygen ruthe-
nium fluorescence quenching can be detected in the
presence of chromium(VI) and this quenching can
be used to measure chromium(VI) at sub-ppm
concentrations.

2. Experimental work

2.1. Apparatus

All fluorescence measurements were made with
an SLM-Aminco SPF 500 C spectrofluorometer
equipped with a 250 watt xenon arc lamp for
excitation. Ruthenium fluorescence was measured
by setting the excitation monochrometer to 450 nm
with a 1.0 nm slit width and the emission
monochrometer to 610 nm with a 7.5 nm slit width.

2.2. Chemicals and reagents

Hypophosphorous acid 50% was purchased
from Aldrich (Mikwaukee, WI). Methanol (GR
grade) was obtained from EM Science (Gibbstown,

NJ). Ethanol (dehydrated, 200 proof) was obtained
from Pharmco (Brookfield, CT). 4,7 Diphenyl 1,10
phenanthroline (dpp) was used as received from
Lancaster (Windham, NH). Potassium petachloro-
ruthenate monohydrate III (K2(RuCl5.H2 O)) was
purchased from Alpha (Ward Hill, MA). Phospho-
ric Acid 85%, KH2PO4, and Na2HPO4 were pur-
chased from Fisher Scientific (Fairlawn, NJ).

All standard solutions were prepared with ana-
lytical grade materials used as received. Buffer
solutions were prepared according to Christian and
Purdy [28]. Ruthenium II tris 4,7-diphenyl 1,10
phenanthroline was made according to the pub-
lished procedure by Lin et al. [29]. All ruthenium
standard solutions were prepared by dissolving the
dried ruthenium II tris 4,7-diphenyl 1,10 phenan-
throline powder in a minimum amount of ethanol
and then diluting to mark with distilled-deionized
water. Chromium standard solutions were made by
dissolving dried potassium dichromate in distilled-
deionized water.

2.3. Procedures

Dynamic quenching of ruthenium by chromi-
um(VI) was initially characterized by adding the
appropriate materials to a disposable polymethyl-
methacrylate cuvette and measuring the resulting
solution fluorescence in the SLM-Aminco
fluorimeter. In general, batch measurements of this
type were carried out in aqueous solutions of the
ruthenium reagent with different amounts of
Cr(VI).

The flow injection manifold was constructed
according to the schematic diagram presented in
Fig. 1. A Harvard model 44/1 syringe pump was
used to flow equal volumes of the buffered ruthe-
nium reagent and the carrier buffer through the
system. The sample was carried from a six-port
injector loop (Upchurch, model V 450) to a mixing-
tee where it was mixed with the ruthenium reagent.
These two solutions were allowed to mix for
60–100 s as they proceed to the fluorometer for
detection. A micro-flow through quartz fluores-
cence cell was used for detection. The sample loop
of the injection port was made to hold 1.0 ml of
solution.
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Fig. 1. Flow injection manifold for the determination of chromium(VI) by ruthenium fluorescence quenching.

The response to chromium(VI) was measured
as the decrease in luminescence according to the
well known Stern–Volmer relationship (I0/I=
1+KSV [Q]). In this expression, I0 and I corre-
spond to the fluorescence intensity in the absence
and presence of the quenching agent, KSV corre-
sponds to the Stern–Volmer constant and [Q]
denotes the concentration of the quenching agent.
In the FIA experiments, I0 was taken as the mean
intensity measured for the carrier buffer just be-
fore the sample was injected and I was taken as
the peak fluorescence signal following sample
injection.

3. Results and discussions

Chromium(VI) quenches the fluorescence of
ruthenium in a linear Stern–Volmer manner. A
plot of (I0/I−1) versus chromium(VI) concentra-
tion is linear over a chromium concentration
range from 3 to 28 ppm. Least squares regression
analysis of these data gives a slope of 3.6 (90.1)
ppm−1, y-intercept of −3.7 (92.0) and r-square
of 0.9956.

The effect of ruthenium concentration on the
extent of fluorescence quenching was established
by using the FIA system and comparing responses
observed for a series of chromium(VI) solutions
ranging in concentration from 0.25 to 5.0 ppm. At
all chromium concentrations tested, the extent of

fluorescence quenching increased as the ruthe-
nium concentration increased from 5 to 50 mM.
These findings indicate greater sensitivity can be
obtained with higher levels of ruthenium. Unless
indicated otherwise, the ruthenium concentration
was set at 15 mM in order to conserve reagent.

The effect of carrier buffer flow rate was exam-
ined over a range of flow rates from 2 to 7 ml
min−1. The degree of fluorescence quenching was
recorded for a series of chromium concentrations
with a fixed ruthenium level of 15 mM. The results
are shown in Fig. 2 where the magnitude of
fluorescence quenching is plotted versus solution
flow rate. The measurement is relatively indepen-
dent of flow rate at values below 3.0 ml min−1.
The magnitude of the signal drops significantly at
faster flow rates corresponding to insufficient mix-
ing times before detection. The flow rate was set
at 2.0 ml min−1 unless specified otherwise.

In an attempt to identify the ideal pH for the
measurement, the effect of solution pH on the
excitation and emission spectra of ruthenium was
established. Fig. 3 shows the results of this exper-
iment where the excitation and emission spectra
are superimposed for the different pHs tested. The
greatest excitation and emission intensities were
observed when the solution pH was 2.9 and 3.6.
Luminescence falls sharply at pH values below 2.9
and above 9.9. The emission intensity is relatively
insensitive to pH over the broad range from 6.5 to
9.0.
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The observations described above, motivated
an experiment to establish the degree of
chromium based fluorescence quenching of ruthe-
nium at pHs between 6.5 and 9.0. This experiment
was carried out with the FIA configuration where
the magnitude of response was recorded for a
series of chromium concentrations with different
pHs for the sample and carrier buffer. The results
are summarized in Fig. 4 where pH 8.0 is optimal
over this tested pH range.

A Stern–Volmer plot and typical time trace are
provided in Fig. 5 for the FIA system operating at
pH 8.0. In this experiment, the carrier flow rate
was 2.0 ml min−1 and the ruthenium concentra-
tion was 15 mM. The Stern–Volmer plot is linear
over the tested concentration from 5 to 60 ppm.
This line is characterized by a slope of 0.049
(90.001) ppm−1, a y-intercept of 0.02 (90.02)
and an r-square of 0.9991. The corresponding
estimated limit of detection (S/N=3) is 1.22 (9
0.02) ppm.

We also examined the Stern–Volmer plot for
data collected with the FIA system operating at
pH 3.0. Again, the flow rate was 2 ml min−1, but

Fig. 3. Excitation and emission spectra for ruthenium II tris
4,7-diphenyl 1,10 phenanthroline at the indicated pH values.

the ruthenium concentration was increased to 50
mM in this experiment in order to enhance the
measurement sensitivity. The resulting Stern–
Volmer plot and a typical time trace are presented
in Fig. 6. The response to chromium is more

Fig. 2. Effect of carrier stream flow rate on the magnitude of
fluorescence quenching measured for chromium concentra-
tions of 20 (circle), 25 (square), 30 (up-triangle), 40 down-tri-
angle, and 50 (diamond) ppm.

Fig. 4. Effect of carrier buffer pH on the magnitude of
response to 10 (circles), 30 (square), 50 (up-triangle) and 60
(down-triangle) ppm of chromium.
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Fig. 5. Fluorescence intensity time trace for the indicated concentrations of chromium when the FIA system operates at pH 8.0.
Inset shows the corresponding Stern–Volmer plot.

sensitive under these conditions. Linear regression
analysis indicates a slope of 0.29 (90.02) ppm−1,
a y-intercept of 0.21 (90.04), and an r-square of
0.9795 over the tested chromium concentration
range (0.1–5 ppm). The computed limit of detec-
tion is 0.43 (90.027) ppm under these conditions.

Selectivity for chromium(VI) was investigated
by monitoring the response observed after inject-
ing samples with high concentrations of potential
interfering cations and anions. The list of tested

cations includes nickel(II), copper(II), zinc(II),
and iron(II). These cations represent the most
likely interferences in effluents from common elec-
troplating baths. Each cation was tested by inject-
ing a 1000 ppm solution of the cation prepared
with the chloride salt. No fluorescence quenching
was observed from any of these cations. The
tested anions include cyanide, sulfate, nitrate,
chloride, borate, and phosphate. Again, these an-
ions were tested at 1000 ppm concentrations from
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Fig. 6. Fluorescence intensity time trace for FIA system oper-
ating at pH 3.0 and 50 mM ruthenium. The corresponding
Stern–Volmer plot is provided at the inset.

for on-site measurements of environmental sam-
ples. The method provides sufficient selectivity
over interferences prevalent in the metal finishing
industry e.g. electroplating. Finally, the method
does not require a sample pretreatment step to
remove iron and copper which are the primary
interferences of in the 1,5 dipheylcarbazide
method [30].
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Abstract

A liquid core waveguide (LCW) has been used to extend the sensitivity of conventional absorbance spectroscopy
for chromium(VI) and molybdenum(VI). Analysis of Cr(VI) and Mo(VI) concentrations in water samples with a 5.0
m pathlength LCW made of Teflon AF-2400 provides 0.2 and 0.6 nM detection limits, respectively. No preconcentra-
tion is required in this analysis. The proposed procedures were applied to the determination of chromium(VI) and
molybdenum(VI) in natural waters and commercial drinking water. The analytical apparatus is very simple and
robust and is amenable to miniaturization and autonomous operation. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Chromium; Molybdenum; Liquid core waveguide; Long pathlength absorbance spectroscopy

1. Introduction

Chromium and molybdenum are essential nu-
trients for life which, in excess, can cause
metabolic disturbances [1]. Both elements exist in
nature in variable oxidation states. In natural
environments, the most stable oxidation states of
chromium are Cr(VI) and Cr(III). Cr(VI) is con-
sidered much more toxic than Cr(III). Even
though thermodynamic calculations show that
Cr(VI) should predominate in oxic conditions,
Cr(III) coexists due to the slow kinetics of Cr(III)

oxidation. Cr(III) has a strong tendency to adsorb
onto surfaces while Cr(VI) (as CrO4

2−) has a high
mobility in natural waters [2]. The most abundant
species of molybdenum in oxic aquatic environ-
ments, molybdate (MoO4

2−), also has a generally
high mobility. In anoxic environments, Mo(VI) is
reduced to lower oxidation state sulfides and ox-
ides [3].

Although the concentration of molybdenum in
seawater is relatively high (�0.1 mM), the con-
centrations of chromium and molybdenum in
most natural waters are very low. Consequently,
most procedures reported for chromium and
molybdenum analysis of natural waters include
preconcentration and/or a separation step prior to

* Corresponding author. Tel.: +727 5531508; fax: +727
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Fig. 1. Overview of the LPAS experimental setup.

detection [4–9] via spectrophotometry or atomic
spectroscopy techniques. The one method cur-
rently available for direct determination of Mo
in natural waters at nanomolar levels is catalytic
adsorption polarography [10]. Compared to
most analytical techniques, spectrophotometric
analysis is inexpensive and easy to perform. Al-
though spectrophotometric analysis also has the
advantage of being species specific (eg. Cr3+

versus CrO4
2−), relatively poor sensitivity (i.e.

detection limits on the order of 20–50 nM) has
greatly limited the direct application of spec-
trophotometry for analysis of Cr and Mo in
natural waters.

The inherent sensitivity of colorimetric Cr(VI)
and Mo(VI) analysis is limited principally by
optical pathlength. Liquid core waveguides
(LCW) provide long optical pathlengths by con-
straining light propagation within a liquid
medium which has a higher refractive index
(R.I.) than the surrounding solid tubing [11]. An
amorphous fluoropolymer form of Teflon desig-
nated AF-2400 (Dupont), has an R.I. of �1.29
and many of the desirable chemical properties
of Teflon [12,13]. An LCW constructed of
Teflon AF-2400 with a water core provides total
internal reflection for light rays intersecting the

water/tubing interface at 19° or less. We have
recently used a Teflon AF-2400 LCW to lower
the detection limit of colorimetric Fe(II), nitrite
and nitrate analysis [14,15] by more than an or-
der of magnitude. In the work described here,
we apply long pathlength absorbance spec-
troscopy (LPAS) to the colorimetric determina-
tion of Cr(VI) and Mo(VI) at nanomolar
concentrations. The methods outlined in this
work are simple and sensitive.

Many colorimetric reagents have been pro-
posed for spectrophotometric determination of
chromium(VI) and molybdenum(VI) [16]. One
widely used colorimetric reagent for chromi-
um(VI) is diphenycarbazide. The molar extinc-
tion coefficient of the colored product formed
through procedures using diphenycarbazide is
4.2×104 at 546 nm [17]. Deguchi et al. [18]
proposed a method involving bromopyrogallol
red–Zephiramine for colorimetric analysis of
molybdate. The molar absorptivity of the col-
ored complex in this case is 5.6×104 near 630
nm [18]. Our 5.0 m LPAS analyses for Cr(VI)
and Mo(VI), utilizing species with molar absorp-
tions in the order of 5×104, provide ab-
sorbances in the order of 0.025 at one nM levels
of Cr(VI) and Mo(VI).
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2. Experimental

2.1. Apparatus

The compact experimental setup for LPAS anal-
ysis of Cr(VI) and Mo(VI) is shown in Fig. 1. The
heart of the setup is a Teflon AF-2400 LCW
(Biogeneral), with an inner diameter equal to 560
mm and an outer diameter equal to 800 mm. A 5.0
m length of LCW was coiled and placed in a 10 cm
diameter chamber to prevent introduction of am-
bient light into the LCW. A custom ‘T’ was
designed to interface the LCW to an optical fiber
(Polymicro Technologies, 150 mm core diameter)
and standard 5 mm ID TYGON tubing (Fig. 1).
This ‘T’ allows insertion of the optical fiber in the
Teflon AF-2400 tubing. Sample solutions enter
and exit the LCW through an annular gap be-
tween the fiber and tubing. A palm-sized CCD
array spectrometer (Ocean Optics S2000) and
fiber-coupled tungsten halogen lamp (Ocean Op-
tics LS-1) provide spectral absorbance measure-
ments. Continuous sampling is achieved with a
peristaltic pump (Rainin, model RP-1) at a flow
rate of �2 cm3 min−1. In order to avoid forma-
tion of bubbles in the system, the pump is active
only during periods of sample introduction. Bub-
bles inadvertently introduced to the system are,
however, easily flushed out by continuous pump-
ing of sample.

2.2. Reagents

All solutions were prepared with distilled water
purified in a Milli-Q system (Millipore Super Q, 18
MV) and were stored in PTFE bottles. All
reagents were analytical-reagent grade unless oth-
erwise noted and were used without further
purification.

Cr(VI) was analyzed using the diphenycarbazide
method [16]. A 25% diphenylcarbazide solution
was prepared by dissolving 0.25 g of the reagent in
100 ml of acetone. H2SO4, diluted 1:1 with Milli-Q
water, was prepared from trace-metal grade sulfu-
ric acid. A Cr(VI) stock standard solution (1 mM)
was prepared from K2Cr2O7. Serial dilutions of
the stock solution with Milli-Q water and seawater
were used to construct calibration curves.

Mo(VI) was analyzed using the bromopyrogal-
lol red–Zephiramine method [18]. The three
reagents used on this analysis were 0.003% (w/v)
bromopyrogallol red (BPR), 0.01 M Zephiramine
(benzyldimethyltetradecylammonium chloride),
and 5 M HCl (trace-metal grade). A Mo(VI) stock
standard solution (1 mM) was prepared from
Na2MoO4.

2.3. Procedures

2.3.1. Cr(VI) analysis
H2SO4 1:1 (0.2 ml) and diphenylcarbazide

reagent (0.2 ml) were added to 25 ml of each
sample and the resulting solution was mixed thor-
oughly. Absorbance at 546 nm (546A) was used for
the determination of Cr(VI) concentrations. Ab-
sorbances were referenced to a non-absorbing
wavelength (700 nm) in order to compensate for
baseline drift.

2.3.2. Mo(VI) analysis
Sample solutions (25 ml) were combined with

0.5 ml of 5 M HCl, 0.1 ml of 0.01 M Zephiramine
and 0.1 ml of 0.003% BPR, and mixed thoroughly.
Absorbances at 630 nm (630A) were measured after
allowing 20 min for color development. Ab-
sorbances were referenced to a non-absorbing
wavelength (700 nm) to compensate for baseline
drift.

All sample absorbances (A) were obtained as
ratios of transmitted light intensity (A= log I0/I)
using samples with (I) and without (I0) reagents.

3. Results and discussion

3.1. Chromium(VI) analysis

Fig. 2 shows LPAS absorbance response (546A)
as a function of Cr(VI) concentration. The simple
analytical apparatus shown in Fig. 1 produced a
linear absorbance response for Cr(VI) concentra-
tions between 0 and 30 nM. The seawater used to
construct the Fig. 2 calibration curve had been
subjected to a Fe(II) co-precipitation [19] in order
to remove trace amounts of Cr(VI) as well as
Cr(III). Standard curves in water and seawater
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Fig. 2. Cr(VI) standard curves (0 to 30 nM) for Milli-Q water and seawater using a 5.0 m LPAS system.

are identical (Fig. 2) indicating that there are no
significant ionic strength effects and no specific
ion effects from the major components of seawa-
ter. The colored-complex molar adsorptivity ob-
tained using the 5.0 m pathlength (4.4×104) is in
good agreement with the value (4.2×104) deter-
mined with conventional 10 cm spectrophotomet-
ric cells [17]. The Cr(VI) detection limit, defined
as three times the standard deviation of the mea-
surement blank (Milli-Q water+reagents), was
0.2 nanomolar. The relative standard deviation
for five measurements of 5.0 nM Cr(VI) was 2%.

Reagent absorbance is often negligible for col-
orimetric analysis at micromolar concentration
levels. LPAS analysis is, however, capable of de-
tecting absorbance contributions from species
which have very low concentrations or molar
absorptivities. In order to perform accurate analy-
sis at nanomolar levels, the inherent contribution
of reagent absorbances must be rigorously evalu-
ated. Our analyses, resulting in an absorbance
intercept of only 0.020 (Fig. 2), demonstrate that
reagent absorbance contributions in LPAS Cr(VI)
analyses are very small.

The diphenycarbazide method is highly specific
for chromium(VI). Interference in the determina-
tion of chromium is produced only when Fe, V,

Mo, Cu, or Hg are present in much higher con-
centrations [16]. None of these elements, except
Mo, is present in substantially higher concentra-
tions than chromium in most natural waters. Our
analyses indicated that molybdenum(VI) concen-
trations on the order of �0.1 mM produced no
interference in the determination of 5 nM
chromium(VI).

3.2. Mo(VI) analysis

Fig. 3 shows the calibration curve for Mo(VI)
in Milli-Q water for concentrations between 0 and
30 nM. No calibration curve was obtained for
Mo(VI) in seawater because of the relatively high
(�0.1 mM) Mo(VI) concentrations in seawater.
However, major components of seawater (such as
Ca2+, Mg2+, Sr2+, SO4

2−, Br−) have been
shown not to interfere with Mo(VI) analysis [18].

The detection limit for Mo(VI), defined as three
times the standard deviation of the measurement
blank (Milli-Q water+reagents), was 0.6 nM.
The relative standard deviation for five measure-
ments of 5.0 nM Mo(VI) was 6%. The higher
detection limit of Mo(VI), relative to that of
Cr(VI), is due to a relatively high reagent ab-
sorbance at 630 nm and, additionally, the poorer
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Fig. 3. Mo(VI) standard curve (0 to 30 nM) for Milli-Q water using a 5.0 m LPAS system.

precision of Mo(VI) analysis. In Mo(VI) analysis
the reagent absorbance spectrum is not com-
pletely separated from that of the Mo–BPR com-
plex, resulting in the relatively large intercept in
Fig. 3 (0.110). In addition, we observed that the
Mo–BPR complex adsorbs to the LCW tubing to
some extent, causing absorbance (630A) to in-
crease continuously as a sample solution is
pumped through LCW. This contributes to the
poorer analytical precision for Mo(VI) relative to
Cr(VI), which does not exhibit this behavior. In
our work, absorbances (630A) were recorded after
the sample solution had been pumped for 3 min.
Following this procedure, the Mo–BPR complex
molar adsorptivity obtained with the 5.0 m path-
length is 5.5×104. This is in good agreement with
the value, 5.6×104, determined with conventional
10 cm spectrophotometric cells [18]. Mo–BPR
complex adhering to LCW walls can be easily
removed by flushing the LCW with 1.0 M HCl.
Since Milli-Q water is insufficient for this pur-
pose, LPAS systems should be cleaned with HCl
between each Mo(VI) analysis.

Many kinds of ions have been shown not to
interfere with the determination of Mo(VI). How-
ever, antimony(III), iron(III), tin(IV), zirconiu-
m(IV), hafnium(IV), vanadium(V), chromium(VI)

and tungsten(VI) begin to interfere with Mo(VI)
analysis when their concentrations are compara-
ble to that of Mo(VI) [18]. Many of these ele-
ments are highly reactive and are unlikely to be
present at concentrations comparable to Mo(VI)
in most natural waters. Exceptions might include
chromium(VI) and vanadium(V). The interference
of these elements can be masked with 1% (w/v)
ascorbic acid plus 0.05 M EDTA [18]. Our analy-
sis indicated that 5 nM Cr(VI) has a negligible
effect on the determination of 5 nM Mo(VI),
while 50 nM Cr(VI) decreases the signal of 5 nM
Mo(VI) by �11%.

3.3. Application

The LPAS analysis described above was used to
determine concentrations of Cr(VI) and Mo(VI)
in a variety of natural samples (Table 1). Surface
seawater, collected in Gulf of Mexico, showed a
Cr(VI) concentration equal to 3.6 nM. Typical
Cr(VI) concentrations in surface seawater ob-
tained by AAS analysis after preconcentration are
between 3.0 and 4.0 nM [20]. The Mo(VI) concen-
tration in seawater was determined after five-fold
dilution with Milli-Q water. A Mo(VI) concentra-
tion of 98 nM was obtained using the calibration
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Table 1
LPAS determination of Cr(VI) and Mo(VI) in natural waters

Sample Cr(VI) Mo(VI)

98 nMa3.6 nMSurface seawater (Gulf of
Mexico)

B0.2 nM B0.5 nMRain water
Spring waters (bottled)b

B0.2,B0.2 40.0, 39.2Brand c1
41.4, 43.514.4, 15.0c2

1.6, 1.5 5.2, 6.8c3
6.0, 5.78.7, 10.1c4

260a, 273a10.3, 9.8c5

a Measured after dilution.
b Concentration (nM) measured in two different bottles.

be used for routine monitoring of harmful chemi-
cal species in drinking waters.
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curve constructed in Milli-Q water (Fig. 3). This
value is comparable to the typical Mo(VI) concen-
tration of seawater (�107 nM) obtained by AAS
analysis [21].

The concentrations of Cr(VI) and Mo(VI) in
rain waters were below the detection limits.
Cr(VI) and Mo(VI) levels differed significantly in
various brands of bottled spring waters. Cr(VI)
concentrations ranged from below the detection
limit to as much as 15 nM. These concentrations
can be viewed in the context of a 2 mM maximum
contaminant level for current drinking water stan-
dards [22]. Mo(VI) concentrations in the bottled
spring waters ranged from 5.2 to 273 nM. The
agreement between Cr(VI) and Mo(VI) concentra-
tions in different bottles of the same brand of
water is generally excellent.

4. Conclusions

One of the most significant advantages of
LPAS analysis is its substantial simplicity and
amenability to miniaturization and autonomous
analysis. The sample size requirement for LPAS
analysis obtained using a liquid core waveguide is
very low. The internal volume of a 5.0 m LCW
(560 mm ID) is �1.2 cm3. The techniques pre-
sented in this work increase the sensitivity of
conventional colorimetric Cr(VI) and Mo(VI)
analysis by approximately two orders of magni-
tude without preconcentration. LPAS analysis can
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Abstract

Artificial neural networks (ANNs) are among the most popular techniques for nonlinear multivariate calibration in
complicated mixtures using spectrophotometric data. In this study, Fe and Ni were simultaneously determined in
aqueous medium with xylenol orange (XO) at pH 4.0. In this way, after reducing the number of spectral data using
principal component analysis (PCA), an artificial neural network consisting of three layers of nodes was trained by
applying a back-propagation learning rule. Sigmoid transfer functions were used in the hidden and output layers to
facilitate nonlinear calibration. Adjustable experimental and network parameters were optimized, 30 calibration and
20 prediction samples were prepared over the concentration ranges of 0–400 mg l−1 Fe and 0–300 mg l−1 Ni. The
resulting R.S.E. of prediction (S.E.P.) of 3.8 and 4.7% for Fe and Ni were obtained, respectively. The method has
been applied to the spectrophotometric determination of Fe and Ni in synthetic samples, some Ni alloys, and some
industrial waste waters. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fe; Ni; Artificial neural networks; Xylenol orange

1. Introduction

The various multivariate calibration methods
that exist today differ in the mathematical form of
the model and the way in which the model equa-
tions are solved. Most models rely on the prop-
erty that the contributions of the measurement

variables to the result are additive. Multiple linear
regression (MLR), principal component regres-
sion (PCR), and partial least-squares regression
(PLS) fall into this category.

Nonlinear calibration models are required if
interactions between the different components in
the sample have to be accounted for. Sometimes
this is accomplished by extending the measure-
ment vector with quadratic and cross-terms of the
measurements [1] and followed by the application

* Corresponding author. Tel.: +98 21 2401765; fax: +98
21 2403041; e-mail: a-massoumi@cc.sbu.ac.ir

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. (a) Schematic representation of a three-layer artificial neural network. Each circle is a node.

of a linear method to the extended measurement
data. If the measurement vector is large and no
a priori knowledge about the interaction terms
which are important is available, this approach
drowns in the large number of input data. Ar-
tificial neural networks (ANNs) are particularly
suited as calibration models in this situation [2].

The aim in this study was the simultaneous
determination of Fe and Ni in some complex
mixtures using xylenol orange (XO), which is a
popular reagent in spectrophotometric determi-
nation of different metal ions such as Ni and Fe
[3–9]. In most cases the metal chelates formed
by this ligand have ML-type composition (or
M2L2), but as XO behaves as a polybasic ligand
with two coordinate sites, the composition of
the resulting chelates are usually complicated [6],
particularly in the case of the Fe cation in
acidic solution [10]. Interaction between the spe-
cies and, as a result, spectral nonlinearity in the
system containing XO is probable. Therefore a
nonlinear calibration model such as principal
component–artificial neural networks (PC-ANN)
[11] could be used for the calibrations. This cali-
bration method consists of principal component

analysis (PCA) which is a statistical method for
reducing the number of data without loss of any
valuable information [12] and artificial neural
networks (ANN) which have generated wide-
spread interest and popularity for nonlinear cali-
bration in the past few years [11,13,14].

On the other hand, it is reported that the
difference between lmax of Fe(II)–XO (at about
530 nm) and Ni–XO (570 nm) complexes is
more than that of Fe(III)–XO (550 nm) and
Ni–XO [6]. On that basis, we selected Fe(II)–
XO as a suitable system for study and decided
to reduce all Fe(III) ions to Fe(II), although
there is not much quantitative information
about the stability and stoichiometry of Fe(II)–
XO complex in the literature.

In this way, the simultaneous determination
of Fe(II) and Ni(II) in the presence of a limited
excess of reagent, using nonlinear multivariate
calibration with PC-ANN, were carried out and
gave satisfactory results. The same procedure
was suitable for the simultaneous and satisfac-
tory determination of Fe and Ni in nichrome
and chromel alloys, and some waste water sam-
ples.
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Table 1
Artificial neural network specifications and parameters

Simulated dataParameter

Input nodes Variable (see text)
Hidden nodes Variable (see text)

2Output nodes
0.2Learning rate

Momentum 0.5
1.0Gain
SigmoidInput layer transfer function
SigmoidHidden layer transfer function
SigmoidOutput layer transfer function
25 000Maximum number of iterations

Optimum number of iterations 5000

f(x)=
1

1+e(−x/u) (1)

The function has an output in the range from 0 to
1, where x is the weighted sum of the inputs and
u is the gain. The gain serves to modify the shape
of the sigmoid curve.

It has been claimed that an arbitrary nonlinear
mapping of input domains to output domains can
be achieved by using three layers in an artificial
neural network [16]. In this paper, also, a feed-
forward network was constructed by using three
layers of nodes: an input layer, a hidden layer,
and an output layer, as shown in Fig. 1. The input
nodes transfer the weighted input signals to the
nodes in the hidden layer. A connection between
node i in the input layer and node j in the hidden
layer is represented by a weighting factor wji.
These weights are adjusted during the learning
process. Each layer also has one bias input, as
shown in Fig. 1, to accommodate nonzero offsets
in the data. The value of the bias input is always
set to 1.0. A term is included in the vector of
weights to connect the bias to the corresponding
layer. This weight is also automatically adjusted
during the training process. The number of hid-
den nodes is an adjustable parameter and deter-
mines the complexity of the neural network. The
output of each hidden node is a sigmoid function
of the sum of that node’s weighted inputs. The
gain, u, in the sigmoid function is also an ad-
justable parameter. The outputs from each node
in the hidden layer are sent to each node in the
output layer. For our calibration applications,
two output nodes were used in the output layer,
having two outputs equal to the scaled concentra-
tion of the components of interest. The concentra-
tion values were scaled to lie in the range from 0.0
to 1.0 by adding an offset and multiplying by a
constant. Scaled outputs are necessary to accom-
modate the bounded range of the sigmoid output
function (0.0–1.0) when it is used for the output
nodes. During the learning procedure, a series of
input patterns (e.g. principal components from
spectra) with their corresponding expected output
values (e.g., scaled concentrations) are presented
to the network in an iterative fashion while the
weights are adjusted. The training process is ter-
minated when the desired level of precision is

2. Theory

2.1. ANNs

The fundamental processing element of an ar-
tificial neural network is a node (Fig. 1). Each
node has a series of weighted inputs, wi, which
may be either external signals or the output from
other nodes. In our application, the external input
signals are principal components calculated from
absorbance values, Ai, measured at I wavelengths
in a spectrum. The sum of the weighted inputs is
transformed with a linear or nonlinear transfer
function. A popular nonlinear transformation
function is the sigmoid function [15]:

Fig. 2. Absorption spectra of XO and the XO complexes of
Fe(II) and Ni(II) and their mixture at pH�6.0: (···) CXO=1.0
mmol l−1; (- - -) CFe=5.00 mmol l−1; (——) CNi=5.00 mmol
l−1; (——) CTot=10.00 mmol l−1.
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Fig. 3. Effect of pH on the absorption spectra of the XO complexes of Fe(II) and Ni(II): CXO=1.2 mmol l−1; CFe=CNi=5.00
mmol l−1.

achieved between the expected output and the
actual output. In this work, the error in the
expected output is back-propagated through the
network by using the generalized delta rule to
determine the adjustments to the weights [15].
When the output transfer function is sigmoid, the
output layer error term is given by:

dpk= (tpk−opk)opk(1−opk) (2)

where dpk is the error term for observation p at
output node k, tpk is the expected output for
observation p, and opk is the actual node output.
The term opk(1-opk) is the derivative of the sig-
moid function. The error term at the node j of the
hidden layer that uses a sigmoid transfer function
is:

dpj=opj(1−opj) %
K

k=1

dpkwkj (3)

The error terms from the output and hidden
layers are back-propagated through the network
by making adjustments to the weights of their
respective layers. Weight adjustments, or delta
weights, are calculated according to [15]:

Dwji(n)=hdpj opj+aDwji(n−1) (4)

where Dwji is the change in the weight between
node j in the hidden layer and node i in the input
layer. In Eq. (4), h is the learning rate, dpj is the
error term for observation p at node j of the
hidden layer, opj is the observed output for node i
of the input layer for observation p, and a is the
momentum. The terms n and n−1 refer to the
present iteration and the previous iteration, re-
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Fig. 3. (Continued)

spectively. The presentation of the entire set of p
training observations is repeated when the num-
ber of iterations, n, exceeds p. An equation similar
to Eq. (4) is used to adjust the weights connecting
the hidden layer of nodes in the output layer.

Prior to the start of training, all of the weights
in the network are set to random values and the
learning rate and the momentum are initialized.
When the learning rate is set too high, a local
minimum may be encountered during the descent
down the error surface. If it is set too low, the
rate of learning can be too slow. To help resolve
this dichotomy, Rumelhart et al. [15] suggested
the use of a momentum term that would act to
reinforce the general trends in the changes in the
weights, filter out high frequency fluctuations, and

increase the speed of lower learning rates.
ANN have been observed to give stable behav-

ior for subtle perturbations and random noise in
the input signals compared to other nonlinear
methods. This behavior is attributed to the signal-
averaging effect of the summations and the
bounded output domain of the sigmoid transfer
function. In addition, ANN have been observed
to be fault tolerant due to the automatic incorpo-
ration of the redundant nodes.

2.2. PCA

The back-propagation training algorithm for
ANN belongs to a class of function minimization
technique called the steepest descent methods [13].
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These methods for function minimization perform
poorly, especially when the input variables are
highly correlated. In order to address the above
deficiencies experiments have been begun with
orthogonal transformations of the input variables
using singular value decomposition (Eq. (5)) of
training set spectra (Y) to give q columns of
orthogonal input variables, or principal compo-
nents, in the matrix, Y*Uq :

Y=UqSqVT
q (5)

The columns in U associated with very small
singular values are not included in Uq. These new
variables are used instead of the original vari-
ables. Validation spectra or unknown sample
spectra, ym, are projected into the space spanned
by the row basis vectors Vq to give the new
transformed variables, ym*:

ym*=ymVqS−1
q (6)

When principal components (input variables)
having significant information for the calibration
problem are pruned, a large increase in the S.E. of
calibration (S.E.C.) can be observed. The addition
of insignificant orthogonal variables to the cali-
bration model, on the other hand, results in an
increase in the S.E. of prediction (S.E.P.). The
selection of the optimum number of orthogonal
input variables is necessary and will be discussed
in the next sections.

3. Experimental

3.1. Chemicals

Stock solutions of Fe(III) and Ni(II) containing
100 mg l−1 of each metal were standardized gravi-
metrically or by EDTA titration. Xylenol orange
(XO) was supplied by Merck, Darmstadt.
Aqueous stock solutions (10 mmol l−1) were
used. Hydroxylammonium chloride and buffer so-
lutions were also obtained from Merck, Darm-
stadt. All other chemicals used were of analytical
grade quality and bidistilled water from a silica
apparatus was used.

3.2. Instruments, software, and conditions

A Milton Roy 3000 spectrophotometer with 10
mm quartz cells was employed. A digital pH-me-
ter, Metrohm 691, with a combined glass calomel
electrode 6.0202.100 was used. A back-propaga-
tion neural network having three layers was cre-
ated with a Visual-Basic software package written
in our laboratory. The specifications for the net-
work created for the calibrations are listed in
Table 1. They were found to be optimal for fast
learning with low prediction errors. The concen-
tration of the components were uniformly dis-
tributed over the range from 0.00 to 5.11 mmol
l−1 and from 0.00 to 7.16 mmol l−1 for Ni and
Fe, respectively. In each set of experiments, 30
calibration standards and 20 test standards were
prepared. The UV–visible spectra of the mixtures
were obtained over the wavelength range 300–620
nm in increments of 10 nm. PCA calculations on
the spectra obtained for the estimation of network
input variables were performed using a MATLAB
version 4.2a software package, based on the fac-
tor analysis methods [12].

3.3. Procedure

To the mixture of metal nitrates 0.5 ml 10%
(w/v) hydroxylammonium chloride was added and
after 10 min of slight shaking, successively 4.0 ml
of acetic acid–acetate buffer (pH 4) and 2.5 ml 10
mmol l−1 XO was also added. The pH was

Fig. 4. Effect of XO concentration on the absorption spectra
of the XO complexes of Fe(III) and Ni(II): CFe=CNi=5.00
mmol l−1; CXO is 100, 250, 500, and 600 times CFe.
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Fig. 5. Plots of S.E.C. (a) and S.E.P. (b) as functions of the number of applied principal components and the number of hidden
layers. The minimum in the S.E.P. surface is when the number of applied principal components and hidden layers are 5 and 8,
respectively.

adjusted to 4.0 by adding some drops of 0.1 mol
l−1 NaOH. The solution was heated on a boiling
water bath for 20 min, cooled with water to room
temperature, and transferred to a 10.0 ml volu-
metric flask and made up to the mark with water.
The spectra was measured 10 min after making
up. To mask interfering ions such as Al(III),
Zr(IV), and Ti(IV), 0.5 ml 0.4% (w/v) F− was
added to the prepared solutions 5 min after
the development of Fe(II)–XO and Ni(II)–XO

chelates. The spectra was measured 3 min after
addition of F−.

3.4. Alloy samples

Accurately weighted amounts of approximately
0.1 g of metal was treated with 10 ml 13 mol l−1

HNO3 and evaporated to near dryness three
times. The solution was transferred into a 1000 ml
calibrated flask and made up to the mark with
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distilled water. The volume required to obtain Fe
and Ni concentrations within the range of calibra-
tion graph on dilution to 10 ml was prepared and
the process was continued as described above.

4. Results and discussion

The absorbance spectra of the Fe–XO and
Ni–XO complexes, and a mixture of both com-
plexes and the corresponding reagent blank are
shown in Fig. 2. It is obvious that the linearly
summing the spectra of the solutions containing
the Ni and Fe complexes results in an spectrum
different from that of the solution containing
both metal complexes. Therefore, a nonlinear cal-
ibration model is necessary.

4.1. Optimization of experimental 6ariables

The absorbance of the solution of XO–metal
complexes decreases gradually with the time of
standing at most wavelengths. About 10% of the
intensity was diminished within the first 2 h, and
about 2% within an additional 2 h. So, the mea-
surements of spectra were made 10 min after
preparation of the solutions. To obtain the total
concentration of Fe in solution, probable Fe(III)
was reduced quantitatively to Fe(II) over 10 min
using hydroxylammonium chloride, and before
the addition of the ligand, because the reduction
takes place slowly after the formation of the
Fe(III)–XO complex. The effect of pH on the
absorbance spectra of each metal complex was
studied over the pH range 2–8. As shown in Fig.
3, the maximum selectivity, and better sensitivity
for Ni and Fe occurs approximately at pH 4.
Therefore pH 4 was chosen as the optimum work-
ing pH. The ionic strength of the solution studied
was adjusted with sodium nitrate. It was found
that an increase in ionic strength had no consider-
able effect on the complexes spectra, even when
the concentration of the salt was 4.0 mol l−1. The
influence of XO concentration on the spectra of
the solution containing both Fe and Ni and the
corresponding blank solution was studied. It is
illustrated in Fig. 4 that the difference between the
absorption spectrum of the solution containing
both metal complexes and that of the correspond-
ing reagent blank solution increases with an in-
crease in XO concentration. The concentration of
both metals at this stage of the study is about 5.00
mmol l−1 and considerable changes in differences
between the XO complexes and the blank (ligand)
spectra are obtained until the reagent to Fe molar
ratio is about 500 ([XO]=2.5 mmol l−1). There-
fore 2.5 mmol l−1 was selected as the optimum
XO concentration for the study.

4.2. Optimization of networks 6ariables and
number of factors

A learning rate of 0.2 was found to work well
with the spectroscopic data sets. If the learning
rate was set too high, the network became un-
stable and divergent. The presence of such diver-

Table 2
Estimated and actual concentrations of Fe(II) and Ni(II) in
synthetic and real mixtures.

Fe (mg l−1)Samples Ni (mg l−1)

Actual Found Actual Found

Synthetic
0 71 0 −2

183 2591882 276
91883 371357

3584 357117123
1125 115247 243

6 71 179 18664
7 160 237 232152

3523571838 188
9 269 51 63266

183 18510 180 187
82214611 149

16 1112 295 280
10 813 239 247

116 10714 226 213
15 15 24 61 51

Reala

839680297912310Nichrome
290 301914Chromel 100 10095

Waste water 24697210 21596 250
(I)b

Waste water 50 384984598 380
(II)b

a Found values format is: average9S.D.
b Actual values for waste water samples are the reported
values from flame atomic absorption spectrometry.
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gent behavior increased with the size of the net-
work (e.g. the number of hidden layers). As vari-
ous learning rates were being investigated,
momentum values were also varied in the hopes
of finding a ratio for the relative combination of
the two parameters that would give the most
rapid optimization of the network. A momentum
of 0.5 was found to work well with the data.

The most versatile transfer function that can
be used to model a variety of relationship is the
sigmoid type [17]. In our nonlinear system, also,
sigmoid hidden and output layers functions were
found to be optimum for calculations. The gain
for the sigmoid functions was set to 1.0 which
resulted in subtle improvements in the network
performance, i.e. lower prediction errors.

The proper number of nodes in the hidden
layer and principal components, or nodes, in the
input layer were determined simultaneously by
training ANN with different number of nodes in
the hidden and output layers, and then, compar-
ing the prediction errors from an independent
test set for each network. Fig. 5 shows two plots
of the S.E.C. and the S.E.P. as a function of
number of nodes in the hidden layer and princi-
pal components in the input layer. The values for
S.E.C. and S.E.P. are the root mean squared
errors for the calibration set and the test set,
respectively. As illustrated in Fig. 5b, a minimum
in S.E.P. occurred when eight and five nodes
were used in the hidden and input layers, respec-
tively. For this data set we believe that networks
with fewer than eight nodes in the hidden layer
do not have sufficient complexity to model the
data precisely, while networks with more than
nine nodes are unnecessarily complex, thereby
propagating too much random noise through the
net to the output nodes. Fig. 5b also shows that
introduction of more than five principal compo-
nents in the calculations causes an increase in
S.E.P. These principal components are physically
not significant and are associated entirely with
experimental noise, although they result in a de-
crease in S.E.C. (Fig. 5a).

In the optimized experimental and network
conditions obtained, the resulting relative S.E.P.
for Fe and Ni in the validation samples (20 sam-

ples) were 3.5 and 4.2%, respectively [18]. Ac-
cording to the Wilcoxon signed rank test method
[19] at the significance level of 95% (P=0.05),
there is no evidence for the systematic difference
between the estimated and actual values of con-
centrations.

Continued training beyond 5000 iterations fre-
quently resulted in a slight increase in S.E.P. as
the learning iteration increased while S.E.C. lev-
eled off or continued to decrease slightly. We
believe this behavior is due to overfitting, where
the network begins to model random noise spe-
cific to the calibration data.

4.3. Interferences

The interference effect of several anions were
studied, along with that of the corresponding
sodium salts. Chloride, nitrate, and sulfate an-
ions did not interfere. Large amounts of phos-
phate, tartrate, and citrate reduced the
absorbance considerably. EDTA which could
form stable complexes with Ni(II) and Fe(II) de-
creased the absorbance.

Among the different cations tested Ca(II),
Mg(II), Na(I), K(I), Cd(II), Pb(II), Tl(II), and
Zn(II) did not interfere. The interference effect of
Al(III), Zr(IV), and Ti(IV) were eliminated by
the addition of a 0.4% solution of F−, and that
of V(IV) and Cr(III) were eliminated by chang-
ing their concentrations in the calibration steps,
in addition to the concentrations of the analytes.

4.4. Synthetic samples

The results of the prediction of the concentra-
tions of Fe(II) and Ni(II) in the synthetic sam-
ples, containing different concentrations of some
interfering cations and F− as a masking agent,
are summarized in Table 2. The resulting relative
S.E.P. for Fe and Ni in this case were 3.8 and
4.7%, respectively. The calculated relative error
values in this case is higher than that of 20
without interference validation samples, which
are 3.5 and 4.2% for Fe and Ni, respectively.
This is due to the presence of interferences in the
synthetic samples.
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4.5. Alloy samples

For the simultaneous evaluation of Ni and Fe
contents in nichrome and chromel alloys, using the
proposed method, a set of 17 calibration solutions,
eight validation (prediction) solutions, and eight
alloy test solutions were used. The spectral interfer-
ence effect of Cr(III) was eliminated by changing
its concentration in the calibration and validation
samples, in addition to the concentration of Fe and
Ni ions. The results obtained for alloy samples are
shown in Table 2.

4.6. Waste water samples

The proposed method was also applied to the
determination of Ni and Fe in two industrial waste
water samples. The results of the determinations,
using the proposed method, was compared with the
results obtained by FAAS (five measurements:
mean9S.D.). The results are shown in Table 2 and
shows good agreement between the two methods.

5. Conclusion

On the whole, this study indicates that even when
a completely nonlinear response is present, ANN
may be capable of giving a satisfactory perfor-
mance for spectroscopic calibration in real samples.
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Abstract

The leaching of Na+ ions from NASICON of composition Na3Zr2Si2PO12 to the aqueous solution was evidenced.
The origin of the Na+ leaching was studied using Na+ concentration and pH measurements as well as solution and
X-ray analyses. The Na+ released was mainly attributed to the dissolution of a second phase, predominantly
amorphous. The rate of Na+ release was found to be dependent on the inverse of the square of the particle size. It
is proposed that it is controlled by diffusion within the particle. An effective diffusion coefficient was deduced to be
of the order of 5×10−10 cm2 s−1. The nature of the detection limit of the NASICON based Na+ ion selective
electrodes is discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: NASICON; Ion selective electrode; Detection limit

1. Introduction

Since the work of Hong and Goodenough [1,2],
a NASICON of formula Na3Zr2Si2PO12, has been
proposed for many electrochemical devices, e.g.
batteries and electrochemical sensors. NASICON
stands for ‘Na Super Ionic Conductor’. It consists
of ZrO6 octaedra linked by corners to (Si,P)O4

tetrahedra. This rigid oxide network forms a three

dimensional lattice of intersecting conduction
channels in which are localized the Na+ ions. For
migration, the Na+ ions must pass through ‘bot-
tlenecks’ well adjusted to the size of the Na+

ions. This material was proposed as the sensitive
membrane for the analysis of Na+ ions in solu-
tions [3–5]. Compared to commercially available
glass electrodes, the main advantages of NASI-
CON based ion selective electrodes (ISE) are low
impedance, robustness and better selectivity with
regard of H+, Li+ and K+ ions, due to the well
calibrated size of the conduction sites [6]. How-
ever, the detection limit is only of the order of
10−4 M, that is almost ten times higher than that
of glass membranes at pH 8. It is generally ac-
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cepted that the detection limit of ISEs is governed
by the solubility of the membrane or leaching out
of the active ion originating from ionic exchange
or dissolution. It can also be due to proton inter-
ference, as seen in silica glass membranes. Re-
cently, the detection limit of carrier-based ISEs
was related to the extraction of the inner elec-
trolyte leading to a net flux of ions from the inner
filling solution to the sample solution [7]. In the
case of NASICON, the proton interference is
lower than in glass electrodes and transmembrane
electrolyte diffusion cannot occur. The origin of
the detection limit is still not well understood.

In the 1980s, NASICON was reported to be
insensitive to degradation by moisture and stable
in water, contrary to b alumina [8,9]. About 10
years ago, Ahmad et al. [10] had revised this point
and showed that all NASICON, irrespective of
their mode of preparation, react with water to
some extent. According to these authors, the ma-
terials prepared by a ball-milling process were
found to react faster than those prepared by gel
processing. An exchange of sodium for hydro-
nium ions in acid aqueous solutions was also
shown on NASICON, at room temperature [11].
The results from these authors indicate that NA-
SICON strongly prefers Na+ ions relative to
H3O+ ions. Impedance studies performed on NA-
SICON demonstrate that the NASICON–
aqueous NaCl interface changes as a function of
time [12], whereas the interface between NASI-
CON and polyethylene oxide based ionic polymer
is very stable [12,13]. This would suggest that
NASICON reacts with water. Previous studies of
the stability of such material in water [5] have
shown that Na+ ions were released from the
NASICON. Two phenomena were proposed: (i) a
solubility product effect, and/or (ii) sodium ex-
change by the proton.

The purpose of this study was to examine fur-
ther the behavior of NASICON in contact with
water in order to identify the origin of the Na+

leaching and to interpret the detection limit in
NASICON based ISE. Solutions of suspended
NASICON powder were studied as a function of
the purity of the sample. The kinetics of Na+

leaching was evaluated as a function of the size of
the particle. The results are discussed in terms of

ionic exchange or dissolution. They were analysed
with respect to the detection limits previously
determined [5].

2. Experimental

2.1. Materials and procedure

NASICON of composition Na3Zr2Si2PO12 was
prepared by the sol-gel process as previously de-
scribed [5]. The starting materials were
Si(OC2H5)4 (VENTRON), Zr(OC3H7)4 (VEN-
TRON), NaOH (R.P. PROLABO) and
NH4H2PO4 (R.P. NORMAPUR). The sol-gel
powder was calcined at 1000°C in air. It is well
known that sintered NASICON may show the
presence of second phases. The purity of the
samples was checked by X-ray diffraction (XRD).
Single phase NASICON powders as determined
from XRD were tested. NASICON powders con-
taining different amounts of monoclinic zirconia
as the second phase were also tested for
comparison.

The diameter of the particles was measured
with a particle size analyzer (Cilas 1064) based on
light scattering. Scanning electron microscopy was
also performed to confirm the particle size and to
determine the morphology of the particle. A typi-
cal example of the particle size distribution of the
NASICON powder suspension is given in Fig. 1.
The average diameter of the particles and the S.D.
were deduced from this histogram. Three mean
sizes of particle were tested i.e. 10, 30 and 160 mm.

A weighed amount of NASICON powder was
suspended in distilled water and placed in a ther-
mostated cell. Argon (U) was bubbled through
the suspension to minimize the effects due to CO2.
The experiments were performed in pure distilled
water or with 0.1 M BaCl2 as the supporting
electrolyte. The solution was stirred magnetically.
The Na+ concentration and pH of the suspension
were measured as a function of time. At the end
of the experiment, the solution was separated
from the powder by filtration for ICP-AES analy-
ses. The NASICON residual powder was analysed
by X-ray diffraction.
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Fig. 1. Particle size distribution of a typical NASICON suspension.

2.2. Na+ concentration and pH measurements

The pH measurements were performed at 25°C
with a pH glass electrode (Radiometer Analyti-
cal). Contamination by CO2 was clearly evident in
some experimental results, after 1 h of equilibra-
tion time. To clarify this point, the pH of a
solution of 10−3 M KOH was measured under
argon as a function of time. It was found to be
constant and it began to decrease after 1 h. For
this reason, only the results obtained at a time less
than 1 h have been taken into account.

The change with time of the sodium activity of
the suspension was measured with a Na+ ion
selective electrode (Ingold or Radiometer Analyti-
cal). The electrode was calibrated in aqueous solu-
tions containing fixed amounts of sodium
chloride, for different pH over the range 9–11,
corresponding to the pH measured in this study.
Over this range, the proton interference of the
glass electrode is very low [5].

2.3. Solution and X-ray analyses

The ICP-AES analyses were performed by the
Science and Surface Company (Charbonnieres,
France). The Na and P concentrations in the
solution were determined with a precision of 5%.

X-ray diffraction were carried out at room tem-
perature, with a Siemens D500 diffractometer u/
2u using Cu Ka radiation, step scanning at 0.02°
intervals of 2u.

2.4. Calibration cur6e

The Na+ ISE was assembled as depicted in
Ref. [5]. A liquid internal reference system was
used. It can be represented by the following elec-
trochemical chain:

Ag/AgCl/NaCl 0.1 M, pH 8/NASICON

The internal solution was made from Tris 8
electrolyte purchased from Radiometer Analyti-
cal. The sample solutions were also made from
Tris 8 electrolyte. A saturated calomel electrode
(SCE) was used as the external reference elec-
trode. To avoid any K+ contamination from
SCE, a double junction was used.

3. Results and discussion

3.1. Reacti6ity with water

The pH of a solution of suspended NASICON
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Fig. 2. (A) pH vs. the amount of NASICON powder suspended in distilled water (linear scale). The pH was measured after 15 min.
(B) pH versus the amount of NASICON powder suspended in distilled water (logarithmic scale in the basic domain). The pH was
measured after 15 min.

powder as a function of the amount of NASI-
CON powder is shown in Fig. 2. As shown by
Ahmad et al. [10], the pH of water increases in
contact with NASICON. For small amounts of

NASICON in the suspension, the pH increases as
a function of NASICON concentration. For NA-
SICON concentrations higher than 1 g l−1, the
pH increases slightly. As seen from the pH versus
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log CNa plot, the variation of OH− concentration
is proportional to the amount of NASICON pow-
der. This may indicate that the reaction between
NASICON and water is total. The pH for 1 g of
powder is higher than that reported by Ahmad et
al. [10] for NASICON of the same composition.
The pH 7 reported by these authors could be due
to stronger contamination by CO2 because their
experiments were not performed under argon.

Typical variations as a function of time of the
sodium concentration and pH of a solution of
suspended NASICON powder (1 g l−1) are
shown in Fig. 3 and Fig. 4, respectively. As seen
from Fig. 3, Na+ ions are leached from the
NASICON when in contact with water. The
amount of Na+ ions released into the solution
and the pH vary in the same way and reach
steady state values. Table 1 summarizes the Na+

concentration and pH values reached in the
steady state, for NASICON powder of composi-
tion Na3Zr2Si2PO12 in pure water and with a
supporting electrolyte. No significant influence
due to the presence of BaCl2 as the supporting
electrolyte is observed. Three experiments per-
formed on the same powder in distilled water
show that there is some dispersion of the Na+

concentration in the steady state. The pH is al-
most equal to 10.8. As proposed for glass [14–17],
it was first suggested that NASICON reacts with
water by ion exchange between the hydronium
ions from the water and sodium ions in NASI-
CON [5]. The results in Table 1 would indicate
that 10% of the sodium contained in NASICON
should be exchanged and that the exchange con-
stant should be high. A rough estimation from the
concentration of Na+ and H3O+ in the solution
and molar fraction in the solid would lead to a
value of 106 for the exchange constant. This does
not agree with the results of Komorowski et al.
[18] who found that NASICON strongly prefers
Na+ ions relative to H3O+: the proton exchange
is partial in 0.2 M HCl, indicating a low value for
the exchange constant. Moreover, the pH result-
ing from the Na+ –H3O+ exchange should be
one unit higher than that obtained experimentally.
To confirm this result, NASICON powder was
separated from the solution and suspended again
in distilled water. The Na+ concentration and pH

of the suspension are shown in Fig. 3Fig. Fig. 4.
The amount of Na+ released in the solution
decreases significantly (about 5–10 times). This
confirms that the Na+ released during the first
stage cannot be attributed to ionic exchange equi-
librium. It also indicates that Na+ leaching does
not result from a solubility product.

The amount of Na+ released was studied as a
function of the NASICON material. Three types
of NASICON powders from three different sam-
ples of identical basic composition were tested.
The corresponding XRD patterns are shown in
Fig. 5. The powder, P1 showed the presence of the
NASICON phase. It was indexed on a rhomboe-
dral cell with a=9.06 Å and c=22.97 Å. It was
free of zirconia. The second one, P2, showed
small amount of monoclinic zirconia in addition
to NASICON. The last one, P3, showed large
amount of monoclinic zirconia and the presence
of a third phase which was identified as Na3PO4

from the diffraction peak at 2u=20.7 which is
one of the most intense peaks expected for this
compound.

The Na+ concentration and pH measured for
these three types of NASICON powders are sum-
marized in Table 2. The amount of Na+ released
is highly dependent on the presence of secondary
phases in the sample. The Na+ concentration
increases as the amount of zirconia in the sample
increases. This result agrees with the difference of
reactivity observed by Ahmad et al. [10] as a
function of the mode of preparation of NASI-
CON. Their NASICON was prepared by a ball-
milling process and contained zirconia in addition
to NASICON which is more reactive than those
prepared by a gel route which is free of zirconia.

The XRD patterns of the powder after reaction
with water were also measured. No change in the
patterns was observed for the powder containing
a small amount of zirconia. The cell parameters
remained the same. On the powder P3, the peak
attributed to Na3PO4 was found to disappear
completly after reaction with water.

Analyses of the solution demonstrated that
there was a significant loss of phosphorus from
the NASICON powder (Fig. 6). The phosphorus
concentration in the solution was found to be of



F. Mau6y et al. / Talanta 48 (1999) 293–303298

Fig. 3. Plot of CNa vs. time for suspended NASICON in distilled water: (A) fresh NASICON powder, (B) NASICON powder
separated from the solution and suspended again (1 g of NASICON powder was suspended in 100 ml of solution).

Fig. 4. Plot of pH vs. time for suspended NASICON in distilled water: (A) fresh NASICON powder, (B) NASICON powder
separated from the solution and suspended again (1 g of NASICON powder was suspended in 100 ml of solution).

the order of 6×10−3 M and almost three times
lower than the Na+ concentration. This is the
same ratio as the stoichiometry in NASICON or
Na3PO4. Komorowski et al. [18] have also shown

by ICP analyses that there is a loss of phosphorus
and no loss of zirconium in the first stage of their
ion exchange experiments in 0.2 M HCl solutions.
The P concentration for 1 g of NASICON in 100
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Table 1
Na+ concentration and pH at steady state for a solution of
suspended NASICON of composition Na3Zr2Si2PO12

pHCNa+ (M)Electrolyte

\107×10−30.1 M BaCl2
10.86×10−3H2O

8×10−4 10.9H2O
3×10−3 10.7H2O

NASICON (1 g) for 100 ml of solution.

Table 2
Na+ concentration and pH at steady state for solutions of
suspended NASICON

pHNASICON ZrO2 M (g) CNa+ (M)

1.5 3×10−3 10.6P1 No
4×10−3 10.8P2 Small 1

1.6×10−20.5 \11.1HighP3

M (g) of NASICON powder in 100 ml of solution. The
NASICON powder contained different amounts of zirconia.

ml of solution, deduced from their experiments is
equal to 6×10−4 M. This value is in agreement
with the concentration of Na+ released by NASI-
CON powder free of zirconia (Table 2).

It can therefore be proposed that the Na+

released is mainly due to the dissolution of a
phase rich in phosphorus which is not easily seen
by XRD. This phase would always be present, to
some extent, in the sample and be predominantly
amorphous. It was identified in samples contain-
ing large amounts of impurities as Na3PO4. From
the results in Table 2, it can be deduced that there
is almost 1.2 wt.% Na3PO4 in sintered NASICON
which appears as a pure NASICON phase by

XRD. To confirm this point, the pH expected
from the dissolution of this Na3PO4 has been
calculated. The values of Na+ concentrations in
Table 2 allows the calculation of the phosphate
concentrations. From these last values, if it is
assumed that PO4

3− is a strong base (pKa=12.4)
the pH deduced are, respectively, equal to 11,
11.1 and 11.7 and of the order of what we mea-
sured.

The kinetics of Na+ released was studied as a
function of the size of the particle. As seen from
Fig. 7, the rate of Na+ release was found to
increase with decreasing particle size. The fraction
of Na+ released into the solution at time t, F(t),

Fig. 5. XRD patterns of the three types of NASICON powders. P1, NASICON; P2, NASICON with monoclinic ZrO2; P3,
NASICON with monoclinic ZrO2 and Na3PO4. The stars indicate monoclinic ZrO2.
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Fig. 6. XRD patterns of the NASICON powder P3 before (A) and after (B) reaction with distilled water.

Fig. 7. Plot of CNa vs. time for NASICON suspension as a function of the particle size: (a) 160, (b) 30, and (c) 10 mm.

is defined as:

F(t)=
CNa(�)−CNa(t)

CNa(�)
(1)

where CNa(�) is the Na+ amount released after
infinite time and CNa(t) is the amount released at
time t. It was identified by the classical equation:

F(t)=
6

p2 %
�

n=1

1
n2 exp (−n2Bt) (2)

which describes the radial diffusion in a homoge-
neous sphere for a uniform initial distribution of a
diffusing substance and with a concentration con-
stant at the surface [19]. The results are reported
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Table 3
B values and interdiffusion coefficients D deduced from fitting to Eq. (2)

B (min−1) D (cm2 s−1) Correlation coefficientParticule size (mm)

0.17 6.5×10−1030 0.999
0.9974.6×10−1030 0.12
0.9992×10−1010 0.55

6.5×10−10 0.999160 0.006

in Table 3. Good correlations were obtained indi-
cating that Eq. (2) can be used to describe the
process of release. This may suggest that the
dissolution reaction is a diffusion-controlled pro-
cess. The transport of cations in the intergranular
region of the NASICON sample may be proposed.
The mathematical description of this problem is
complex because of the real geometry. However our
results indicate that the Na+ leaching seems to
behave as if it was fixed by the diffusion in a
hypothetical homogeneous medium, and that the
amorphous soluble phase is dispersed homoge-
neously in the NASICON membrane. An effective
diffusion coefficient Deff which takes into account
the complexity of the geometry can be deduced
from the coefficient B according to the equation:

B=
p2Deff

r2 (3)

where Deff is the effective diffusion coefficient and
r the radius of the particle. The results are reported
in Table 3. A Deff=5×10−10 cm2 s−1 is so
obtained.

3.2. Interpretation of the detection limit

A typical calibration curve for a Na+ ISE based
on NASICON is shown in Fig. 8. As expected the
potentiometric response follows the Nernst equa-
tion at high Na+ concentration and a plateau at
a low Na+ level is observed. According to the
I.U.P.A.C. recommendations [20], the detection
limit is defined as the concentration at the point of
intersection of the extrapolated linear midrange
and final low concentration level segments of the
calibration plot. The detection limit of the NASI-
CON based ISE has been measured previously
[5,21] in Tris buffered solution (pH 8), for different

sintering temperatures and membrane porosities.
The results are summarized in Table 4. For high
density samples (\90%), the detection limit is
constant and always of the order of 10−4 M. For
samples of lower density (85%), the detection limit
increases. This point was also observed for screen
printed layers of low density for which the detection
limit is around 5×10−3 M [22]. It was also
obtained with other compositions of NASICON.
For example with the Li1.3Al0.3Ti1.7(PO4)3 mem-
brane [21], the Li+ detection limit is about 10−4

M for a 93% densified membrane and this value
increases to 10−3 M when the membrane is only
85% densified.

The study of the Na+ released in solution versus
time has shown that this amount is not governed
by a solubility product. As a result the detection
limit cannot be explained by the solubility of the
membrane as is the case for silver halide electrodes
[23]. The detection limit is also not fixed by the
proton interference as proposed in Na+ sensitive
glass electrodes [24]. In fact, if we assume that the
detection limit corresponds to the H3O+ response,
it depends on the potentiometric selectivity coeffi-
cient, KNa,H

POT , according to the equation:

E=Eo+
RT
F

ln (aNa+KPOT
Na,H×aH) (4)

where aNa and aH are the activities of the sodium
and hydronium ions in solution. R, T and F have
their classical meaning. The results reported in Ref.
[5] show that KNa,H

POT depends on the sintering
temperature: KNa,H

POT =5 for a membrane sintered at
1200°C and in the range 50–80 for a membrane
sintered at 1000°C. As the pH of the sample
solution is around 8 and the detection limit is nearly
the same for the NASICON membrane sintered at
1000 and 1200°C (Table 4), we can conclude that
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Fig. 8. Example of a calibration curve. The detection limit is 10−4 M.

the detection limit is not fixed by the proton
interference.

From the present results for NASICON pow-
der, we propose that the detection limit may be
linked to the Na+ amount released in aqueous
solution, originating from the dissolution of a
second phase dispersed in the sample and iden-
tified as Na3PO4. From the weight of the NASI-
CON pellet (:0.5 g) in the ISE and the values of
Table 2, it shows that the expected amount of
Na+ in solution is about 10−3 M. Such a value is
about ten times higher than the detection limit.
To explain this difference, it could be proposed
that the steady state concentration is not reached
because the surface area of exchange exposed to
the solution is much less important for the NASI-

CON pellet than for the powder. To verify this
point, we have calculated the time necessary to
reach a Na+ concentration equal to 10% of the
steady state expected value. According to previous
results, the Na+ release is governed by a diffusion
process with an effective diffusion coefficient al-
most equal to 5×10−10 cm2 s−1. The amount of
Na+ released for a sample of thickness L during
the first stage of the response is given by the
following equation established for the diffusion in
a plane sheet [19]:

Mt

M�

=
2
L

×
�Deff× t

p

�0.5

(5)

where Mt and M� are the amount of the diffusing
substance at time t and infinity, respectively. L is
the thickness of the pellet which is assumed to be
highly densified and Deff is the effective diffusion
coefficient of the substance. The time necessary to
reach a steady state for a sample of 3 mm thick-
ness is almost equal to 16 days; that is longer than
the time of the experiment. It can therefore be
concluded that the detection limit does not corre-
spond to the Na+ concentration in the bulk of
the solution due to the dissolution of Na3PO4.

The previous oversimplified model does not
take into account the porosity of the sample and
assumes that the stirring of the solution is ideal.

Table 4
Detection limit in mol l−1 vs. sintering temperature and
relative density

Sintering temperature Density (%)
(°C)

999085

10−41000
1150 2.7×10−4 10−4

1.5×10−41200 1.5×10−43×10−4
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Due to the porosity, the exchange surface is
greater and the concentration at the NASICON
solution interface may be greater than that ex-
pected from Eq. (5). It may be suggested that the
detection limit corresponds to the activity of the
Na+ released in the pores. As expected from this
interpretation, the density of the NASICON
membrane greatly influences the detection limit
and so, the higher the porosity, the higher the
detection limit.

4. Conclusion

NASICON of composition Na3Zr2Si2PO12 re-
acts with water. The dissolution of an amorphous
phase dispersed in the material is proposed to be
responsible for the Na+ released. This phase is
identified as Na3PO4 in materials with large
amount of secondary phases. The kinetics of Na+

leaching is controlled by a diffusion process. Ac-
cordingly, the detection limit of the NASICON
based ISE may be proposed to be related to the
activity of the Na+ released in the pores of the
membrane. In agreement with this interpretation,
the densification of the sample greatly influences
the detection limit: the higher the density, the
lower the detection limit.
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Abstract

In this review article, I report the structure and characteristics of a diode laser and the figure of merits in the
application to analytical spectroscopy. This diode laser is currently used in absorption-based and fluorescence-based
spectrometries. Due to their ultra-high detectability, single atoms and molecules can be detected in the extreme case.
Moreover, selectivity is improved by time-resolved spectrometry and also by a combination with separation
techniques such as chromatography. Second harmonic generation is employed to extend the laser wavelength, in order
to expand the analytical application. Finally, limitations of the diode laser are pointed out, and the problem, which
should be solved in the near future, is also described. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Diode laser; Spectroscopy; Chromatography

1. Introduction

A laser is used in the detection of even single
atoms and molecules, because of its good
monochromaticity and good beam focusing capa-
bility. A laser is, however, expensive and has some
difficulties in operation and maintenance. There-
fore, a laser is used only in specific fields of
practical application. In 1962, 2 years later from
the invention of a Ruby laser, a diode laser was
reported by Nathan et al. [1]. An infrared laser
made of Pb salts (e.g. Pb1−xSnxSe or Pb1−x

SnxTe) has been developed for use in atmos-
pheric monitoring of the environmental pollu-

tants, but it requires liquid helium in its operation.
Thus it has not been widely used in practical
applications.

Recently, many types of diode lasers emitting in
the near-infrared or far-red region are developed
for use in a bar-code reader, a compact disk, and
a laser printer. At present, such a diode laser can
be conveniently used, similarly to a light-emitting
diode, thus allowing the use in practical applica-
tions. Due to low cost, compactness, tunability,
stable output power, long lifetime, and easy oper-
ation and maintenance, it has been used success-
fully in analytical spectroscopy. Various types of
analytes, which have an absorption band in the
near-infrared region, are measured by absorption-
based spectrometry such as conventional absorp-
tion spectrometry, photoacoustic spectrometry,
and thermal lens spectrometry.

* Tel.: +81 92 6423563; fax: 81 92 6325209; e-mail:
imasaka@cstf.kyushu-u.ac.jp

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fluorescence spectrometry is more advanta-
geous, because of low or negligible background
signal. Detectability can be substantially improved
by best use of good monochromaticity and good
beam focusing capability of the laser. However,
near-infrared fluorometry has seldom been studied,
therefore a new protocol for analytical procedure
should be investigated, e.g. development of la-
belling reagents and dye-labelled antibody for im-
munoassay. In practical trace analysis, the sample
contains many chemical species, and then a separa-
tion technique such as high-performance liquid
chromatography and capillary electrophoresis is
suggested to be combined.

A diode laser is also employed successfully in
atomic spectrometry, because of fine tunability of
the diode laser. The emitting wavelength of the
hollow cathode lamp is fixed, and it is difficult to
measure the background signal. A frequency-mod-
ulation technique, which can easily be accom-
plished in diode laser spectrometry, allows
background subtraction and thus provides better
detectability. Doppler-free measurements have al-
ready been performed. Unfortunately, only several
electronic transitions of atoms are available in the
near-infrared region. Then, the sample is dis-
charged to form metastable atoms or ions and is
measured by optogalvanic spectrometry. The de-
tectability can be further improved by using a
plasma current modulation technique. For further
expansion of the application field, it is possible to
convert the laser wavelength into the ultraviolet
region by harmonic generation.

Diode laser spectrometry, however, has several
disadvantages as well, i.e. low pulse energy and
limited tunability of the laser and a poor labelling
efficiency for the dye emitting in the near-infrared
region. Thus, further studies of diode laser spec-
trometry is required for its practical use in analyt-
ical spectroscopy.

2. Structure and characteristics of diode laser

2.1. Structure and wa6elength

When positive and negative potentials are ap-
plied to p-type and n-type semiconductors forming

clad layers, electrons and holes are injected into the
boundary. Due to a population inversion, strong
stimulated emission occurs in the active channel of
the waveguide. The emission wavelength depends
on the band gas of the semiconductor, which is
affected by the composition of the materials used.
Table 1 shows the emitting wavelengths of the
diode lasers commercially available. The wave-
lengths are restricted in the near-infrared and
far-red regions. Recently, diode lasers emitting in
the yellow, green, and blue regions have been
developed. They are, however, not commercialized
yet, probably due to a short lifetime of the device.

2.2. Frequency tuning and mode hopping

A diode laser is usually operated in a single
transverse mode except for a high-power devise
frequently used as a pump source for a solid-state
laser. The cavity length of the diode laser is several
hundreds of microns and the separation of the
longitudinal mode is 0.1–1 nm. Thus it is possible
to measure the spectrum of the longitudinal modes
even by using a low-resolution monochromator. A
diode laser operated in a single longitudinal mode
is also commercially available. A distributed-feed-
back diode laser has been developed, in which a
periodical structure is constructed in the semicon-
ductor to fix the emitting wavelength determined by
its periodicity. The wavelength of the diode laser
can be slightly tuned by changing the cavity length,
which is accomplished by changing the temperature
and/or the injection current of the diode. The
spectral bandwidth is very narrow, which is in the
order of several megahertz or less. However, it
should be careful about mode hopping in the

Table 1
Composition of the semiconductor material and emitting
wavelength of laser

Composition Emitting wavelength (nm)

AlGaInP 630, 670, 680, 690
AlGaAs 780, 830

980InGaAs
1310, 1480, 1550InGaAsP
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Fig. 1. Experimental apparatus for diode-laser-based photoacoustic spectrometry.

operation. The emitting wavelength of the specific
longitudinal mode can be shifted only a limited
extent. The output power decreases, and a differ-
ent longitudinal mode appears and can be tuned
in the slightly different region. The overall tuning
range is wide (e.g.\30 nm), but the tuning range
of the single longitudinal mode is limited (e.g.B1
nm). The polarization of the output beam is paral-
lel to the direction of the hetero-junction, and the
polarization ratio is usually several hundred.

2.3. Output characteristics

Due to a narrow channel of the waveguide, the
laser beam diverges with an angle of 10–20° by
diffraction. Then, it is necessary to collimate the
beam using a lens with a large numerical aperture
such as a microscope objective or a non-spherical
plastic lens designed for this purpose. The output
power of the small-frame single-mode diode laser
is typically 3–40 mW, though a large-frame multi-
mode laser exceeding 10 W is already commercial-
ized. The laser power is usually monitored by an
integrated photodiode whose output is used for
feedback control of the laser power. It is possible
to stabilize the output power to a noise level
B0.001%. The response of the laser diode is very
fast, and it is possible to operate at a repetition
rate of several gigahertz. The pulsewidth can be

reduced to several tens of picoseconds or less. The
lifetime of the diode laser depends on the condi-
tion used. The value is estimated to be 103 h−1 for
a device used for general measurements and 2.4×
104 h−1 for data communications. When a diode
laser is deteriorated, a bright spot disappears and
the spectral bandwidth becomes broad. Thus it is
easily recognized by looking at the projected pat-
tern on a white paper with the naked eye.

3. Molecular spectrometry

3.1. Absorption-based spectrometry

The first study of near-infrared diode laser spec-
trometry was published in 1983; to my knowledge,
the spectrometric work was reported earlier than
the spectroscopic work [2]. Since no analytical
sample, which is fluorescent in the near-infrared
region, was known, the first experiment was per-
formed by absorption-based spectrometry. Phos-
phorus, which is known as an environmental
pollutant, was measured by the molybdenum blue
method, in which a complex of molybdenum and
phosphorus having an absorption band at 800 nm
was measured by photoacoustic spectrometry with
a diode laser emitting at 818 nm (5 mW) using an
instrument shown in Fig. 1. In this preliminary
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work, this method was neither sensitive nor prac-
tical. In fact, the diode laser was destroyed in
several minutes, since it should be operated above
the specification given by the manufacturer. Oth-
erwise, no signal was observed even for the sam-
ple with an absorbance of unity. On the other
hand, a significantly better result was obtained
based on conventional absorption spectrometry
using a light-emitting diode [3].

3.1.1. Absorption spectrometry
As described, the output power of the diode

laser can be regulated, and the noise level is
greatly reduced. Then, a straightforward applica-
tion of a diode laser to absorption spectrometry
provides a simple and sensitive means for trace
analysis [4] and has been applied to flow injection
analysis [5] and slab-gel electrophoresis [6]. Direct
and indirect absorption schemes are employed for
monitoring effluents in capillary electrophoresis
[7,8]. A long capillary cell is useful for enhancing
the detectability by a factor of ten [9,10]. The
detectability can be improved by measuring intra-
cavity absorption, providing a minimum ab-
sorbance of 10−4 for a condensed phase sample
[11]. This approach is further used for detection of
the analyte in column liquid chromatography [12].
The approach based on absorption spectrometry
is used for monitoring gases (e.g. NH3 and NO2)
in the atmosphere [13–17]. The minimum de-
tectable pressure of pure NO2 is 0.1 mbar with 2 m
absorption path-length, corresponding to an ab-
sorbance of 10−6 [17]. The moisture is also mea-
sured by this method [13,18]. A frequency
modulation technique greatly improves the de-
tectability especially for the sample in the gas
phase, since it has a very narrow spectral feature.
Water vapor is monitored using a 2.5 mW dis-
tributed-feedback diode laser emitting at 1.3 mm
[19]. A minimum detectable absorption of 5×
10−7 is achieved. Similarly, sensitive and fast
detection of NO2 is accomplished by measuring
the phase shift in high-frequency heterodyne spec-
trometry [20]. A minimum NO2 absorption of
10−6 is measured with an effective bandwidth of 6
Hz.

3.1.2. Photoacoustic spectrometry
Since the detectability in conventional absorp-

tion spectrometry is determined by the stability of
the light source, it is difficult to improve the
detectability by increasing the output power of the
laser. Thus the spectrometric methods measuring
the heat generated by absorption of laser radia-
tion have been suggested to be employed. A possi-
ble approach is photoacoustic spectrometry, as
described [2]. Phosphate ions are concentrated on
a membrane filter as molybdophosphate-n-dode-
cyltrimethylammonium bromide and are mea-
sured by placing it in a solid-phase photoacoustic
cell [21]. The detection limit of PO4

3− is reported
to be 3 ng ml−1. Photoacoustic spectrometry is
also used for trace-gas monitoring [22]. The detec-
tion limit reported for ammonia is 24 ppt (S/N=
3). Solid suspended particles (carbon) are
measured by photoacoustic spectrometry [23].

3.1.3. Thermal lens spectrometry
Another approach for absorption-based spec-

trometry might be thermal lens spectrometry.
When phosphorus is measured directly in the
aqueous phase based on the heteropolyblue
method, the detection limits are 3.3 and 1 ppb in
the single and dual beam experiments, respec-
tively. When the sample is measured after solvent
extraction into 2-butanol, the detection limits are
improved to 0.3 ppb for both the methods, which
corresponds to an absorbance of 2×10−4 [24].
Iron (II) is also determined with 2-nitroso-5-di-
ethylaminophenol [25]. A cross-beam experiment
is performed using a high-power diode-array laser
[26]. In order to simplify the analytical instru-
ment, optical fibers are used for light introduction
and transmission in the measurement [27].

3.2. Fluorescence spectrometry

Photothermal diode laser spectrometry is useful
for sensitive detection of the analyte absorbing the
near-infrared emission. However, it requires a
high-power laser source to improve the detectabil-
ity; the detection limit is similar to that of absorp-
tion spectrometry when a 1 mW laser is used as a
light source, though it strongly depends on the
experimental conditions used, e.g. solvent, tem-
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perature, etc. On the other hand, the analyte can
be measured at ultratrace levels by fluorometry
using a low-power laser source with an output
power of several milliwatts. Thus fluorometry is
more advantageous in trace analysis. However, no
fluorescent molecule having an absorption band
in the near-infrared region was known, except
polymethine dyes currently used as laser dyes
which are strongly fluorescent in the near-infrared
region (600–1000 nm); see Fig. 2 for the chemical
structures of the polymethine dyes. Therefore,
diode laser fluorometry was first applied to poly-
methine dyes [28]. It was pointed out that the
detection limit (8×10−12 M) was two orders of
magnitude better than the value obtained by a
conventional fluorometer. The high detectability
is partly due to a low blank signal arising from
the fact that very few organic compounds are
fluorescent in the near-infrared region.

3.2.1. Detectability
Due to a good beam focusing capability of the

laser, a small detector with a nanoliter or picoliter
volume can be constructed. A small number of
molecules, e.g. 8000, has been detected [29,30]. In
order to remove unwanted fluorescence from cell
walls, a liquid jet is used as a flowing cell [31,32].
The detection limit is reported to be 3000
molecules. This value is inferior to the work using
an argon ion laser by over three orders of magni-
tude, which is partly due to lower photomultiplier
photocathode and fluorescent dye quantum effi-
ciencies. Recently, single molecules are detected
by observing photon bursts using an avalanche
photodiode with a higher quantum efficiency [33].
It is noted that a diode laser is already integrated
in a commercial fluorescence spectrometer and is
used for practical works [34–36].

3.2.2. Fluorescent dyes and their applications
Most analytical samples are nonfluorescent in

the near-infrared region, therefore diode laser
fluorometry cannot be applied directly. Thus it is
necessary to develop an analytical procedure to
measure the analyte using a near-infrared dye.
The first analytical work demonstrated is ion-pair
solvent extraction of a negatively-charged surfac-
tant with a positively-charged near-infrared dye to
an organic phase and succeeding measurement of
the fluorescence intensity by diode laser fluorome-
try [28,37]. Such an experiment is also carried out
using a far-red diode laser [38]. By making a
survey of research, fluorescence of indocyanine
green, a water-soluble near-infrared dye, was
found to be quenched by hydrogen peroxide
(H2O2) in the presence of a transition metal which
acts as a catalyst; the experiment was success-
ful only when the water used in the experiment
was purified by a distiller made of metal and
was unsuccessful when purified further by pass-
ing the water through an ion exchange column
and by doubly-distilling with a distiller made
of glass, indicating that impurity metal is essen-
tial in this protocol (see the reference for details)
[39]. This approach is combined with the follow-
ing enzymatic assay producing hydrogen perox-
ide:Fig. 2. Chemical structures of polymethine dyes.



T. Imasaka / Talanta 48 (1999) 305–320310

Fig. 3. Procedure for enzyme-linked immunoassay of insulin using indocyanine green (ICG).

xanthine+O2+H2O �
xanthine

oxidase uric acid+H2O2 (1)

A calibration graph for xanthine is constructed
in the range from 5×10−5 to 5×10−7 M. This
analytical system is further combined with enzyme
immunoassay of insulin by the scheme shown in
Fig. 3 [40]. The detection limit reported is 10
munit ml−1.

It is possible to use different types of fluores-
cent dyes when a diode laser emitting at 670 or
630 nm is used. For example, rhodamine, oxazine,
and thiazine dyes (see Fig. 4 for their chemical
structures) can be used for labelling protein
molecules using a bifunctional reagent such as
water-soluble carbodiimide [41]. Some of the dyes
are already used in practical applications. For
example, methylene blue is employed for the de-
termination of ethanol using dehydrogenase. This
protocol has been used in diode laser fluorometry
[42]. Protein is also measured based on a fluores-
cence immunoassay [43–45]. For example, a near-
infrared dye is derivatized with an isothiocyanate
functional group and is conjugated to goat anti-
human immunoglobulins. After purification by
column chromatography, the conjugate is used in
an immunoassay to detect human immunoglobu-

lins [43]. Solutions of human immunoglobulin
with concentrations as low as 10−10 M have been
measured with a minimum of interference [45].

The fluorescence nature of the dye is changed,
when it is bound on the surface of protein. Thus
the binding constant of the near-infrared dye to
bovine serum albumin is evaluated by fluores-
cence spectrometry [46]. Fluorescence characteris-
tics are changed, depending on concentrations of
DNA [47,48], O2 [49], and pH of the solution [50],
and diode laser fluorometry is used for monitor-
ing these species. Fig. 5 shows a schematic illus-
tration of PVC-bound Oxazine 750 dye, which is
employed as a sensor reversibly responsive to
potassium ion concentration in the range from
10−3 to 10−1 M [51]. The selectivity coefficient
for sodium ion is reported to be 2×10−3. Native
fluorescence of chlorophyll (685 or 730 nm) is
directly measured using a diode laser emitting at
635 nm for the purposes of plant physiology and
stress detection [52].

3.2.3. Time-resol6ed fluorometry
The response of the diode laser is very fast, and

then short highly-repetitive pulses can be gener-
ated. This is desirable for the application to time-
resolved fluorometry, especially in time-correlated
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Fig. 4. Chemical structures of far-red dyes.

photon counting. Such an instrument is first ap-
plied to lifetime measurements of the polymethine
dyes dissolved in various solvents, and the ob-
served value is correlated with the polarity of the
solvent [53]. In order to improve the time resolu-
tion, a single-photon avalanche photodiode is
used for fluorescence detection, and the time reso-

lution is improved to 275 ps [54]. This analytical
instrument is used for dynamic lifetime measure-
ments in DNA sequencing. An avalanche photo-
diode is also useful to improve the detectability,
and the fluorescent bursts of individual antibody
molecules labelled with single dye molecules are
detected and identified by characteristics fluores-
cence lifetimes of the dyes [55]. The tumor marker
mucine is detected in neat human serum by single-
molecule events. Phase fluorometry is also demon-
strated using a continuously-modulated laser
diode [56].

3.2.4. Combination with separation technique
Diode laser spectrometry is very sensitive but

has limited selectivity, which is attributed to poor
tunability of the diode laser. Thus additional se-
lectivity is needed, e.g. by a combination with a
separation technique such as chromatography.
The first study is the separation of near-infrared
dyes by ion-pair liquid chromatography [57]. Sim-
ilar work is performed for aluminum phthalocya-
nine photosensitizers giving strong fluorescence inFig. 5. Structure of optical fiber sensor for potassium ion.
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Fig. 6. Chromatogram for protein in human serum measured
by diode laser fluorometry.

Amino acid, thiols, and carboxylic acids are la-
belled with far-red dyes and are measured by
liquid chromatography. The detection limits are
10−12 M levels (several tens of amol) for labelled
compounds and 10−9–10−8 M levels for the ana-
lyte, the latter of which is limited by the reactivity
of the labelling reagent [62–65]. Indirect
fluorometry is applied to the sample having no
absorption band in the near-infrared and far-red
regions [65,66]. Limits of detection for n-alkyl
alcohols are in the order of 10−8 mol injected.
The application of diode laser fluorometry to
liquid chromatography is reviewed elsewhere
[67,68].

The dimension of the liquid chromatograph
detector is typically 1 mm i.d., 10 mm long. An
incoherent light source such as a xenon arc lamp
can be focused efficiently into this volume. The
output power of the light passed through a
monochromator is several milliwatts, when the slit
width is adjusted to give a spectral bandwidth of
10–30 nm. Thus diode laser fluorometry is advan-
tageous, when it is applied to the detector whose
volume should be reduced to nanoliter levels.
Recently, capillary electrophoresis and capillary
micellar electrokinetic chromatography have been
developed for better separation of the sample.
However, these analytical methods require a nar-
row (ca. 50 mm) capillary for sample separation
and a detector with a nanoliter or picoliter vol-
ume. Otherwise, a chromatogram would be
severely degraded. Thus laser fluorometry is ad-
vantageous in such separation techniques. At the
time of the first preliminary study, no labelling
reagent was available. Then, the reagent having a
succinimidylester group to react with an amino
group was synthesized from a far-red dye, i.e.
Azur B, which was combined with mercaptoacetic
acid using a bifunctional reagent and succ-
eeding to N-(e-maleimidocaproyloxy)succinimide
(EMCS) to bind with an amino group. Unfortu-
nately, no purified reagent was obtained, probably
due to poor skill in organic synthesis. However,
the researcher tried to react amino acids with a
trace amount of labelling reagent suspected to be
present in the final solution. The electrophero-
gram obtained is shown in Fig. 8 [69]. Labelled
arginine and glycine are clearly observed, though

the far-red region [58]. A chromatogram of
protein contained in human serum is shown in
Fig. 6, in which indocyanine green is used as a
labelling reagent [59]. This reagent becomes
fluorescent when physically bound on protein,
and then protein is detected as a signal enhance-
ment of the fluorescence. Indocyanine green is
also used as a marker in clinical research to
measure hepatic blood flow and cardiac output.
Then, diode laser fluorometry is used for the
quantitation of indocyanine green in plasma [60].
A far-red dye such as Oxazine 750 is covalently
bound with amino groups of protein and is de-
tected after separation by liquid chromatography
[41]. Similarly, Nile blue is combined with pheny-
lacetic acid in plasma through an amino linkage
in the presence of 2-chloro-1-methylpyridinium
iodide (carboxylic acid activator) and triethy-
lamine (base catalyst). The limit of derivatization
of phenylacetic acid is reported to be 10−9 M in
phosphate-buffered saline [61]. As shown in Fig.
7, various types of dyes have already been synthe-
sized for labelling biological molecules and some
of them are already commercially available.
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Fig. 7. Labeling reagents developed for near-infrared and far-red fluorometry.

a very large peak, probably arising from side
reaction products, appears.

Many labelling reagents have been developed
and commercialized until now. For example, a
compound of 9-cyano-N,N,N %-triethyl-N %-triethyl-
N %-(5%-succinimidyloxycarbonylpentyl) pyronine is

synthesized and used for labelling amino acids.
The detection limit of the labelled amino acids are
reported to be subattomole levels (800 zmol for
glycine) [70]. This labelling reagent is also used for
labelling protein [71]. In more sophisticated
works, a detection limit of 5×10−11 M (0.1
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amol) is achieved for labelled glycine [72]. Due to
limited reactivity of the succinimidyl ester func-
tionality, the analytes are, however, derivatized at
a concentration of 10−6 M in aqueous solutions.
An oligonucleotide labelled with a far-red dye,
named Cy5, is synthesized and used for DNA
sequencing [73]. The detection limit achieved with
a 2.5 mW far-red diode laser is about 10−10 M.
Diode laser spectrometry is also applied to DNA
oligonucleotides developed on the gel plate for
DNA sequencing [74]. A specific DNA fragment
is recognized by a hybridization reaction with a
DNA fluorescent probe and is detected after sepa-
ration by free-solution capillary electrophoresis
[75]. In order to enhance the detectability, a pho-
tomultiplier is replaced with an avalanche photo-
diode [76]. Time-resolved laser fluorometry is used
for sample detection in capillary electrophoresis
[77].

Many analytical samples have no functional
group for derivatization. In this case, it is sug-
gested to use indirect spectrometry. Flavin
adenine dinucleotide and deoxyadenosine
monophosphate are measured by micellar elec-
trokinetic chromatography using methylene blue

Fig. 9. Schematic illustration for the mechanism of indirect
sample detection using Oxazine 750 as visualizing reagent.

as a visualizing reagent [78]. The response mecha-
nism is illustrated in Fig. 9 [79]. The fluorophore
is replaced with the analyte on the surface of the
micelle, and the fluorescence intensity decreases.
Thus the analyte is detected as a negative peak
from the baseline level. Aromatic amines and
nitrocompounds are also separated and detected
indirectly at millimolar levels [79]. The application
of diode laser fluorometry to capillary elec-
trophoresis and micellar electrokinetic chromatog-
raphy is reviewed elsewhere [80].

3.3. Other spectrometric methods

Several other diode laser spectrometries have
been reported. Some of them are based on the
detection of refractive index change [81–84].
Good beam pointing stability and stable output
power of the diode laser are preferential in this
application. Refractive index change can generally
be used for detection of the analyte whose refrac-
tive index is different from the solvent. This ap-
proach is used for the detection of polymers in
size-exclusion chromatography. The detection
limit is reported to be 4×10−9 RIU. The mass
detection limit is 540 pg (1.1 fmol), which corre-
sponds to 0.9 ppm or 2.4 nM injected [85]. This
approach is also employed for measurements of
low-nanogram quantities of carbohydrates [86]. A
new type of approach, hologram-based refractive
index detector, is applied to capillary elec-
trophoresis [87].

Fig. 8. Electropherogram of amino acids measured by diode
laser fluorometry. The chemical structure of the labeling dye is
shown in the figure.
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Polarimetry is useful for the measurement of
optically-active substances and is applied to enan-
tiomeric determination after separation by liquid
chromatography [88,89]. The detection limit is in
the 0.02–10 mg ml−1 range. Magneto-optical ro-
tation is also employed as a universal on-line
detector in liquid chromatography [90,91].

It is well known that a laser is essential in
Raman spectrometry. However, high capital, op-
eration, and maintenance costs restrict its wide
applications. In addition, background fluores-
cence, which decreases with increasing the wave-
length of the laser source, should be carefully
minimized. Though a Nd: YAG laser emitting at
1.06 mm is sometimes used to reduce the back-
ground, all the detectors are insensitive in the
spectral region above 1 mm. A diode laser is used
as a light source in Raman spectrometry and is
combined with a monochromator equipped with a
charge-coupled device sensitive in the near-in-
frared region [92,93]. This approach reduces the
background fluorescence and improves the de-
tectability, and allows instantaneous spectromet-
ric measurements. Surface-enhanced Raman
spectrometry is also demonstrated using a diode
laser [94].

Analytical applications of a diode laser to
molecular spectrometry are reviewed elsewhere
[95–103].

4. Atomic spectrometry

In conventional atomic spectrometry, a hollow
cathode lamp is employed, because of a simple
structure and a narrow spectral linewidth. The
emitting wavelength is determined by the elec-
tronic transition of the element filled in the lamp,
which is exactly identical to the absorbing wave-
length of the element to be measured. The
linewidth is several hundred megahertz, which is
determined by the temperature and pressure of
the gas filled in the lamp. Since the emitting
wavelength is fixed, and, as a result, it is difficult
to subtract the background signal by recording
the absorption spectrum. A diode laser has signifi-
cantly higher light intensity, narrower linewidth,
more stable output power, and smaller dimension.

Thus, the diode laser has preferred characteristics
for application to atomic spectrometry. More-
over, the tunability of the diode laser provides an
opportunity for frequency modulation spectrome-
try, allowing background subtraction and thus
detection of the analyte at lower concentrations.
The narrow linewidth of the laser opens the possi-
bility for Doppler-free spectrometry, providing
better spectral selectivity.

4.1. Absorption spectrometry

The first application of a near-infrared diode
laser to atomic spectroscopy was, to my knowl-
edge, reported in 1983. This paper is entitled
‘Laser spectroscopy on a shoestring’ [104]. A sin-
gle-mode AlGaAs diode laser emitting at 794.7
nm is used for spectral measurements of Rb (D1;
52S1/2–52P1/2 transition) in an atomic beam, and
the isotope shift between 87Rb and 85Rb is re-
ported to be 81.495.0 MHz. The detection limit
of the Rb vapor measured in the graphite furnace
is reported to be 2.1 pg [105]. Diode laser spec-
trometry is also applied to the evaluation of the
absolute density of Rb in a reservoir cell and in a
flame [106]. The determination of the isotope
ratios of Ba by laser-enhanced-ionization
Doppler-free two-photon (791+821 nm) laser
spectroscopy [107], observation of quantum beat
echoes in the Cs vapor (D1 transition; wavelength
is not specified) [108], and high-resolution satu-
rated-absorption optical-heterodyne detection
spectrometry of Ca (657 nm) [109] are reported.

4.2. Optogal6anic and other spectrometries

The number of atomic transitions in the near-
infrared region is very limited, which makes the
practical application of a diode laser to atomic
spectrometry difficult. The transition from a
metastable level, however, frequently occurs in the
near-infrared region. Thus the sample is dis-
charged to form metastable atoms (or ions) and
the transition to a higher energy level is measured
by monitoring the electric current of the dis-
charge. This spectrometric technique is called op-
togalvanic spectrometry. A diode laser is
employed for detections of noble gases and ac-
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Fig. 10. Optogalvanic spectra recorded for enriched uranium sample. Exciting source; (A) Ti: sapphire laser (B) diode laser: emitting
wavelength: 776.19 nm.

tinide atoms [110–112]. Fig. 10 shows the opto-
galvanic spectra for an enriched uranium sample
(9.97% 235U) [112]. The isotope peaks are clearly
resolved, and the isotope ratio can readily be
determined. Frequency change of plasma wave in
low-pressure discharges, which arises from ion
density variation by resonant laser excitation, is
used for sensitive and selective detection of the
impurities in the plasma [113] and is also applied
to the detector for gas chromatography [114].
Chlorine atoms occurred by discharges of chlori-
nated hydrocarbons in oil and chlorophenols in

plant extracts and are measured based on atomic
absorption spectrometry using wavelength-modu-
lated laser diodes and current-modulated plasmas
[115]. Absorbances as low as 10−7 are measured,
and the detection limit for tetrachlorophenol in a
plant extract is found to be ca. 30 ng ml−1. A
diode laser (754 nm) is also used in the initial
optical transition of La, which is followed by
two-color resonance ionization [116].

The construction of the diode lasers with and
without an external cavity consisting of a grating
and their operation characteristics are reported
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elsewhere [117,118], which may be useful as in-
troductory references for the researchers who wish
to start diode-laser-induced atomic spectrometry.
The reader may also refer to the review papers
published elsewhere [118–120].

5. Use of second harmonic emission

Though the tunable range of the diode laser is
limited, it can be extended by second harmonic
generation. The first analytical study of the fre-
quency-doubled diode laser is the application to
an optical fiber sensor for oxygen [121].

Now, frequency-doubled diode lasers are com-
mercially available and have been used as light
sources in fluorometry combined with capillary
electrophoresis and micellar electrokinetic chro-
matography. Polycyclic aromatic hydrocarbons
are directly measured [122,123], and amino acids
are determined after labelling with a coumarin
succinimidylester having an absorption band at
437 nm [69]. The output power is limited to
0.05–0.1 mW, but the amount detection limit is
reported to be comparable to those obtained by
the chromatograph detector using a conventional
laser source. Recently, the laser power has been
enhanced to 0.5 mW using a KTP waveguide
[124], which is larger than the optimum output
power (0.3 mW) determined by photobleaching of
the labelling dye. The blue output beam (424 nm)
is suitable for excitation of naphthalene-2,3-dicar-
boxaldehyde (NDA). Various amino acids in
body fluids are labelled and measured, and the
detection limits are reported to be 0.9 amol.

Second harmonic emission of the diode laser is
also used in atomic spectrometry. A frequency-
doubled external-cavity-diode-laser source emit-
ting at 394 nm is employed for measurements of
Al vapor density by atomic absorption spectrome-
try and is suggested to be used for monitoring the
elements in physical vapor deposition processes
[125]. Second harmonic emission is generated in a
diode laser device itself. The output power is
picowatt levels, but it is sufficient for application
to atomic absorption spectrometry [126] and also
to molecular fluorescence spectrometry [127]. A
fluorophore of 8-hydroxy-1,3,6-pyrenetrisulfonic

acid can be detected at 10−6 M levels and is used
as a pH indicator in neutralization titration.

6. Future works

A diode laser has various advantages as a light
source in spectrometry. However, it also has dis-
advantages: (1) the pulse energy is generally small,
which arises from a small active volume of the
diode laser. Thus it is difficult to use in multipho-
ton ionization spectrometry: (2) the tunable range
of the diode laser is very limited, which originates
from a lack of efficient semiconductor materials
emitting in the visible and ultraviolet regions.
Several approaches are proposed to solve these
problems. For example, a multi-mode high-power
diode laser is used as a pump source for a solid-
state laser such as an Nd: YAG laser. Due to a
large active volume of the solid-state laser, a large
pulse energy can be generated. A frequency-multi-
plied Nd: YAG laser is used as a pump source for
an optical parametric oscillator. By frequency
doubling and mixing of the output, the spectral
region can, in theory, be covered from the ultravi-
olet to the infrared using a single optical system.
A similar laser system will be constructed using a
high-power continuous-wave Nd:YAG laser
pumped by a high-power diode laser. Such a
widely tunable laser might be developed in the
near future and will be used practically in the
studies of high-resolution spectrometry of atoms
and molecules at trace levels. The dimension of
the laser system can be substantially reduced and
may be conveniently used in analytical
spectroscopy.

The above high-performance laser system can
be used in various applications, but the system is
rather complicated, increasing the cost of the ana-
lytical instrument. Thus the development of a
simpler and more straightforward approach has
been suggested, in which diode laser spectrometry
can be used in routine works, e.g. in biological
assay. Diode laser fluorometry is very sensitive,
and a labelled biological molecule can be detected
at 10−12 M levels. However, the analyte molecule
should be labelled at concentrations of 10−6–
10−7 M, due to poor reactivity of the reagent.
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Generally, a near-infrared dye has a large conju-
gated bond, and, as a result, a large molecular
size. Thus the reactive site is sometimes sur-
rounded by a chromophore group, reducing the
reactivity of the reagent. Moreover, most near-in-
frared and far-red dyes are photosensitive and are
easily decomposed under strong irradiation of the
light. Unfortunately, many decomposition prod-
ucts occur, making the assignment of the peaks
difficult in chromatography and electrophoresis.
Thus development of a new labelling reagent giv-
ing a high labelling efficiency, a long storage
lifetime, and no side-reaction product is desirable
for practical trace analysis.

Due to limited tunability of the diode laser, it
has been suggested to use it for specific purposes.
The sizes and the power consumption rates of the
diode laser and the avalanche photodiode are very
small. Moreover, the electricity for a high-voltage
power supply and the amount of solvent used in
capillary electrophoresis are small. Therefore, cap-
illary electrophoresis combined with diode laser/
avalanche photodiode spectrometry may be
advantageously used in the field works.

I am convinced that diode laser spectrometry
will be widely used in routine works probably in
the next 10 years. For successful works, analytical
chemists are requested to do cooperative works
with organic chemists and biochemists. In such
cooperative works, analytical chemists will be able
to have opportunities for further successes in the
development of diode laser spectrometry to open
a new frontier in advanced technologies.
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Abstract

Alcohol sensing membranes coated on overhead transparency films for the continuous monitoring of ethanol,
propanol and butanol are presented. Alcohol oxidation catalyzed by alcohol oxidase in conjunction with the
fluorescence quenching reaction of oxygen-sensitive dye ion-pair, tris(4,7-diphenyl-1,10-phenanthroline) ruthenium(II)
didodecylsulphate was chosen for the determination. Alcohol oxidase was immobilized covalently on a plasticized
carboxylated poly(vinyl chloride) membrane and the oxygen-sensitive dye ion-pair was entrapped in the same
membrane. The sensing membrane relates oxygen consumption, as a result of enzymatic oxidation, to alcohol
concentration. Measurements have been performed in air-saturated alcohol standard solutions of pH 7.0. Storage
stability, reproducibility and the effect of pH on sensing membrane performance have been studied in detail. The
alcohol sensing membrane proposed here is simple to prepare and has a fairly rapid response time of B1 min. It has
been successfully applied to the determination of the ethanol contents in various spirits. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Ruthenium(II) didodecylsulphate; Alcohol oxidation; Carboxylated PVC

1. Introduction

The rapid and accurate determination of alco-
hol is receiving attention in fermentation, quality
control of beverages and blood analysis. Tradi-

tionally, alcohol is determined by gas chromatog-
raphy and distillation methods [1,2], combined
with subsequent measurements of density and re-
fractometry. However, these methods either re-
quire distillation of the sample or extensive
reagent preparation. In recent years, intensive
works have been performed on the development
of optical sensors. They have been accepted as
advantageous because they can be miniaturized,
are cheap to be manufactured and quite safe. Two
kinds of optical alcohol sensor device have been
developed over the past decade. Only a few sen-
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Table 1
Compositions of M1 to M4 oxygen-sensitive optode membrane

Relative fluorescence intensityWeight of TBPMem- Emission peak maxi-Weight ofWeight of poly-
(mg) mum (nm)brane mer (mg) Ru(dpp)3(DS)2 (mg)

1.3 8.2593.783M1 83
1.3 593.2M2 83 166 5.7

3.8592.61.3249M3 83
592.0 3.1M4 83 332 1.3

Table 2
Compositions of M5 to M10 oxygen-sensitive optode membrane

Weight of Ru(dpp)3(DS)2 (mg) Relative fluorescence intensityWeight of TBP (mg)Weight of polymerMem-
(mg)brane

1.833283 2.6M5

3.9 2.7M6 83 332
332 5.2M7 83 3.2

6.5332 2.483M8

332 7.8M9 83 1.6
9.1 0.7M10 83 332

sors, upon exposure to alcohol, show fluorescence
enhancement of fluorescein derivatives [3] and
malachite green [4] or fluorescence quenching of
polyaromatic-substitute 1,3-oxazoles, thiazoles [5]
and p-N,N-dioctylamino-4%-trifluoroacetylstilbene
[6]. In most cases the recognition process is based
on the enzymatic recognition of alcohol. The
transduction is performed by optically detecting
changes in the reduced form of nicotinamide
adenine dinucleotide (NADH) concentration, the
production of hydrogen peroxide or the consump-
tion of oxygen (O2) [7–11]. Other enzyme-based
amperometric alcohol senosrs based on alcohol
oxidase have already been described in detail
[12,13]. The sensitivity and limit of detection of
the electrochemical sensors are far better than the
newly developed optical ones. However, optical
sensors can offer some advantages over electro-
chemical sensors such as immunity to electromag-
netic interference, possibility of remote and in situ
monitoring and ease of fabricating a multi-com-
ponent detecting system [14]. Considerable re-
search effort will continue to expend in
developing biosensors and chemosensors based on
optical methods. Wolfbeis and Posch [15] have

mentioned the entrapment of alcohol oxidase and
tris(2,2%-bipyridyl) ruthenium(II) dichloride into
silica gel for fibre optic sensing of ethanol. Al-
though these existing sensors for the determina-
tion of alcohol have been successfully realized,
there is still a demand for a fast-responsive, mass-
produced and light-emitting diode (LED) compat-
ible alcohol sensor.

Recently, Koncki et al. [16] have successfully
immobilized an enzyme and a pH-sensitive dye in
a polymeric membrane for detection of urea. Bor-
rowing this novel idea, we fabricated sensing
membranes based on the immobilization of alco-
hol oxidase and tris(4,7-diphenyl-1,10-phenan-
throline) ruthenium(II) didodecylsulphate
(Ru(dpp)3(DS)2) onto carboxylated poly(vinyl
chloride) (PVC-COOH). Dissolved O2 optodes
were first fabricated by immobilizing the dye ion-
pair in plasticized PVC-COOH optode mem-
branes coated on overhead transparency films.
Alcohol sensing membrane was subsequently con-
structed by using a simple and well-known 1-
ethyl-3-(3-dimethylaminopropyl) carbodiimide
condensation reaction and immobilizing alcohol
oxidase on the same PVC–COOH matrix.
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Fig. 2. Calibration curves for various alcohols. (�): Ethanol; (�): propanol; ("): butanol. Buffer concentration: 50 mM phosphate;
pH: 7.0; temperature: 20°C.

Slope* y-intercept* r2

0.004790.0016 0.99710.003890.000064Ethanol
0.003090.0009 0.9940Propanol 0.002790.000038

0.99610.000890.0026Butanol 0.002290.00014

* 95% confidence limit.

The sensing membrane presented here has three
advantages. First, in the past these optode mem-
branes were usually coated on glass or quartz
solid supports which are easily broken if they are
handle carelessly. The cutting of the glass material
into different shapes and sizes is also inconve-
nient. Presently, we make use of overhead trans-
parencies as our solid support for the mass
production of the optode membranes. The use of
overhead foils has been recently adapted in the

industry for mass production of optode mem-
branes [17]. The transparency is inexpensive, light,
strong, water-proof and also has no visible light
absorption. It can easily be cut into different
shapes and sizes using scissors or a scalpel and be
fixed to any sensor heads. Second, using a high-
brightness blue LED, combined with a miniature
photodiode detection system, the present PVC-
based sensing membrane will have the potential
for a low-cost, high-performance, simple and
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Fig. 3. Effect of pH on the response of the alcohol sensing membrane to 42.6 mM ethanol buffer solutions. Buffer concentration:
50 mM phosphate; temperature: 20°C.

portable alcohol sensor for use in many fields
from quality control of beverages to on-line fer-
mentation monitoring. Third, this sensing mem-
brane shows a fast forward and reverse response
time by using a highly active and extremely thin
enzyme layer deposited on an oxygen-sensitive
optode membrane.

2. Experimental

2.1. Chemicals and reagents

Alcohol oxidase (from Hansenula species) with
a specific activity of 11 U mg−1 solid from Sigma
(St. Louis, MO), was covalently immobilized on
the oxygen-sensitive membrane via the coupling
reagent 1-ethyl-3-(3-dimethylaminopropyl) car-

bodiimide (EDC) from Sigma. High relative
molecular mass carboxylated poly(vinyl chloride)
(PVC-COOH), plasticizer tri-n-butyl phosphate
(TBP), tetrahydrofuran (THF) and various kinds
of alcohols were purchased from Aldrich Chemi-
cal (Milwaukee). Dithiothreitol, sodium dihydro-
gen phosphate, disodium hydrogen phosphate and
trisodium phosphate were obtained from Fluka
Chemical (Buchs, Switzerland).

Tris(4,7-diphenyl-1,10-phenanthroline) rutheni-
um(II) didodecylsulphate dye ion-pair [Ru-
(dpp)3(DS)2] was synthesized according to a
modified procedure reported in the literature [18].
Standard solutions (0.1 M) of various alcohols
were prepared by adding appropriate volumes of
alcohols in phosphate buffers (50 mM). A series
of standard solutions were then prepared by suc-
cessive dilutions with buffer solutions.
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2.2. Instrumentation

Fluorescence spectra were recorded using a
spectrofluorometer, consisting of a lamp power
supply (model LPS-220), a xenon lamp (model
A1010), and a photomultiplier detection system
(model 710), from Photon Technology Interna-
tional (London, Ontario, Canada). A Hewlett-
Packard model 5890 Series II gas chromatograph
equipped with a flame ionization detector and a
HP-20M (Carbowax 20M) column was used to
determine the ethanol contents of various spirits.

2.3. Preparation of dissol6ed oxygen-sensiti6e
optode membrane

A cocktail of polymer solution was prepared by
dissolving 5.2 mg of dye ion-pair, 332 mg of TBP
and 83 mg of PVC-COOH powder in 2 ml of
THF. An aliquot of 0.2 ml of this solution was
applied to a dust-free transparency which was
fixed in a spin-on device. A membrane of approx-
imately 4 mm thickness was then coated onto the
transparency and dried in ambient air before use.
The size of the membrane was 36 mm in diameter.

2.4. Assembly of the alcohol sensing membrane

A freshly prepared solution containing 1 mg of
EDC and 1 mg of alcohol oxidase per 0.2 ml of
water was deposited on the surface of a O2-sensi-
tive membrane and left overnight at room temper-
ature. Before use, the membrane was put in a
phosphate buffer (pH 7.0, buffer concentration 50
mM) for at least 2 h in order to condition it and
to remove unbound enzyme.

2.5. Procedures

A membrane coated on a transparency film was
fitted into a quartz cuvette well covered with a
polytetrafluoroethylene lid and then placed in the
cuvette holder of the spectrofluorometer. About
3.5 ml of various test solutions were injected into
the cuvette using a syringe. A color filter with 530
nm cut-on wavelength (L.O.T.-Oriel, Leather-
head, Surrey, UK) was used to remove the scat-
tered light from the excitation source. In order to

perform the continuous measurements, the old
solution was pumped out and the fresh solution
was injected instantly. Fluorescence measurements
were taken under batch conditions.

3. Results and discussion

3.1. Fabrication of dissol6ed oxygen-sensiti6e
membrane

Highly lipophilic Ru(dpp)3(DS)2 was prepared
in 88.4% yield, starting from ruthenium (III)
trichloride hydrate, according to the reported pro-
cedure [18]. The compound in its solid form is
extremely stable and can be stored in the dark for
a long period of time without any deterioration.

The oxygen-sensitive membrane is a thin layer
of Ru(dpp)3(DS)2 dye ion-pair immobilized in the
plasticized PVC-COOH. Compared with that in
acetonitrile, the emission spectra of Ru
(dpp)3(DS)2 immobilized on the PVC-COOH are
blue-shifted from 614 to 592 nm. The shift of
emission peak maximum is caused by the change
of the micro-environment surrounding the
Ru(dpp)3(DS)2 dye ion-pair. The fluorescence ex-
citation and emission spectra characteristic of
Ru(dpp)3(DS)2 immobilized on PVC–COOH ma-
trix coated on a transparency film or a quartz
solid support is very similar. However, the trans-
parency film is cheaper and is easy to cut into
different shapes and sizes. Furthermore, prolong-
used optode membranes coated on transparency
films can be simply disposed and replaced with
new ones once their sensing performances deterio-
rate. The storage of packs of optode membranes
is very convenient and they are light and portable.
As a result, we decided to mass-produce all our
sensing membranes coated on overhead transpar-
ency films as the solid support material.

The fluorescence of the dye ion-pair strongly
and fully reversibly quenched by molecular O2.
The effects of the ingredients on the optode mem-
brane were investigated in more detail. It can be
found that, with increasing plasticizer content, a
reduction in the fluorescence intensity of
Ru(dpp)3(DS)2 fluorophore can be noted due to
the decrease in concentration of fluorophore in
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Fig. 4. Typical time–response curve of the alcohol sensing membrane for the determination of ethanol solutions. (1) 7.2 mM
ethanol; (2) 26.5 mM ethanol; (3) 50 mM phosphate buffer solution at pH 7.0 and 20°C.

the membrane. For membranes M1 to M4 (Table
1), with increasing contact time of the membranes
with the buffer solutions, it can be observed that
the fluorescence intensities gradually increase but
the increments gradually slow down (Fig. 1). The
duration for membranes M1 to M4 reaching 95%
of final fluorescence intensity were 4, 3.5, 2.5 and
1.5 h, respectively. It is possible that plasticized
PVC membranes undergo substantial water up-
take when immersed in aqueous solutions. Plasti-
cizers and water can form a micro-emulsion on
the surface of the bulk membrane and this pro-
vides a large interfacial area for the uptake of the
ion-pair indicator from the bulk to the surface of
the membrane. With increasing plasticizer con-
tent, the rate of surface adsorption of the indica-
tor increases which constitutes a faster speed in
reaching the plateau of the fluorescence intensity

shown in Fig. 1. This observation has been fully
explained by Mohr and Wolfbeis [19]. We further
studied the effect of the contact time of the
optode membrane on the fluorescence intensity of
Ru(dpp)3(DS)2. After the membranes were soaked
in the buffer solution for 4 h, the fluorescence
intensities of four kinds of membranes all tended
to be constant, and kept unchanged overnight. A
compromise must be made between the contact
time and the fluorescence intensity. For conve-
nience, membrane M4 was used in all further
studies. The fluorescence intensity of membrane
M4 was smaller than that of other membranes;
however, it is strong enough for the present work.
In addition, higher level of plasticizer content in
the film increases markedly the sensitivity of the
film towards oxygen as explained by Mills and
Thomas [20]. The effect of the plasticizer content
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Fig. 5. Operational stabilities of the alcohol sensing membrane for the determination of 42.6 mM ethanol in 50 mM phosphate
buffer solution at pH 7.0 and 20°C.

on the fluorescence spectrum has also been studied.
It was found that no obvious spectral change
occurred except that emission peak maxima were
slightly blue-shifted with increasing plasticizer con-
tent.

The Ru(dpp)3(DS)2 concentration has a greater
effect on the fluorescence intensity (Table 2). The
fluorescence intensity reached a maximum when
the amount of Ru(dpp)3(DS)2 was at 5.2 mg.
At higher concentrations of O2 indicator, the
fluorescence intensities significantly decreased
which strongly suggests that high content of
Ru(dpp)3(DS)2 can cause self-quenching. Thus,
Ru(dpp)3(DS)2 content was controlled at 5.2 mg
throughout these experiments.

The 90% forward and reverse response can be
reached within 20 s. Immobilized Ru(dpp)3(DS)2 is
photostable. A linear graph was obtained when Io/I
was plotted against [O2] using Stern–Volmer equa-

tion; Io is the fluorescence intensity recorded in a
100% N2-saturated buffer solution as a function of
[O2]. The regression equation is Io/I=0.0218
[O2]+0.9912 (r2=0.994). The linear range was up
to 80% O2-saturated buffer solution. The limit of
detection, which is based on three times the stan-
dard deviation at zero dissolved O2 concentration,
was determined to be 17.6 mM. Although the
sensitivity and limit of detection of the O2-sensitive
optode membrane is not as good as those described
in the literature [21], it is a good substrate for the
subsequent alcohol oxidase immobilization and it
will be described in the following section.

3.2. Analytical features of the alcohol sensing
layer

In order to make an O2 transducer in conjunction
with an alcohol sensing layer, alcohol oxidase
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Fig. 6. Reproducibility of two sets of the alcohol sensing membranes for the determination of butanol in 50 mM phosphate buffer
solution at pH 7.0 and 20°C.

y-intercept* r2Set no. Slope*
0.002390.00014 0.0000990.00261 0.9995

2 0.000890.0026 0.99610.002290.00014

* 95% confidence limit.

is immobilized on PVC-COOH using a simple
EDC condensation reaction. The enzyme immobi-
lization procedures are very simple and proceed
smoothly under mild conditions. The resulting
enzyme membranes show good activity and pos-
sess high stability, mechanical resistance and
flexibility.

The enzyme is specific for lower primary alco-
hols, according to the equation

RCH2OH+O2 �
alcohol

oxidase
RCHO+H2O

In this study we attempted to show the sub-
strate selectivity of this enzyme from an organism,
Hansenula species. As shown in Fig. 2, ethanol is
indeed the best substrate for the Hansenula en-

zyme, the order of reactivity being ethanol\
propanol\butanol. The limits of detection were
calculated to be 4.0, 7.5 and 6.0 mM for ethanol,
propanol and butanol, respectively. But the re-
sponse to iso-propanol, iso-butanol and tert-bu-
tanol was low and the response to methanol was
inconsistent.

The dependence of enzymatic activity on the
pH of the phosphate buffer (50 mM) was investi-
gated over the pH range 5.0–9.0 (Fig. 3). In this
experiment, 42.6 mM ethanol were dissolved in
the phosphate buffer solutions. It can be found
that the optimum pH is 7.0–8.0. When the work-
ing temperatures were raised to 30°C or above,
the response to ethanol decreased markedly and it
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Table 3
Results of the determination of ethanol contents in various commercial spirits

Samplea Ethanol concentration (%, v/v)

Foundb GCb Dilution factorReported

43 43.2991.20Gienfiddich 44.391.8 300
30047.7090.524846.590.6Herbs liquor
20031.5290.32Kiu Kiang Chiew 30.692.3 NR

Using the null hypothesis and t-test, there are no significant difference at 95% confidence level between the methods [22].
a Manufacturers: GIenfiddich, Scotland; Herbs Liquor, Thailand, Kiu Kiang Chiew, People’s Republic of China.
b Average of three measurements.
NR, Not reported.

is probable that higher temperature caused the
enzyme inactive.

Response time and reversibility of an alcohol
sensing membrane was demonstrated by applying
the membrane to two different ethanol concentra-
tion solutions alternatively (Fig. 4). It can be
noted that the full-steady state is achieved within
1 min, which represents a fairly rapid response
alcohol sensing system. The alcohol sensing mem-
brane can be renewed easily by washing it with
phosphate buffer. The standard deviation for ten
replicate measurements of a 10 mM ethanol solu-
tion was 5%.

The storage stability of the immobilized alcohol
oxidase is quite good as shown in Fig. 5. When
the membrane with the immobilized alcohol oxi-
dase was stored in a 10 mM dithiothreitol solu-
tion, i.e. an antioxidant which can prevent the
sulphydryl group (�SH) of the enzymes from be-
ing oxidized, the enzyme membrane was stable for
7 days.

The reproducibility of the enzymatic membrane
fabrication was examined by performing calibra-
tions of butanol with two sets of the enzyme
membrane. The relative fluorescence intensities
are found to be reproducible (Fig. 6).

3.3. Sample analysis

Three commercial spirits were analyzed for
their ethanol contents. The procedure involved
dilution of spirits with the working buffer (dilu-
tion factor is 200–300) and three repetitive deter-
minations. The concentrations of the diluted

sample solutions were calculated from the calibra-
tion graph. The results compare favorably with
those obtained by gas chromatography (GC) as
shown in Table 3. The statistical study for the two
methods also demonstrated that there were no
significant differences between them at 95% confi-
dence level [22].

4. Conclusion

The alcohol sensing membrane presented here
is based on the use of inexpensive overhead trans-
parencies as the solid support, alcohol oxidase as
the recognition of alcohols and Ru(dpp)3(DS)2

dye ion-pair as the O2 indicator, and compatible
with LED devices. Therefore, it is ideally suited
for mass production of the alcohol sensing mem-
branes. Aside from its specific utility in this alco-
hol sensing schemes, the method for immobilizing
enzyme on PVC–COOH is a very simple proce-
dure for the construction of enzyme bulk optode
membranes. A thin enzyme layer in conjunction
with a sensitive indicating system results in a
transparent film which has a fast response time.
The results indicate the potential for a mass-pro-
duced and high performance alcohol sensing
membrane for use in a wide range of continuous
alcohol monitoring.
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Abstract

Microwave-assisted extraction (MAE) for the separation of atrazine, simazine and prometryne from synthetic soil
samples, using water and some organic solvents as the extractants, was studied in detail. The effects of the soil matrix,
the soil moisture and the pH of the aqueous extraction system on the MAE efficiency were also studied. It was found
that the three triazines could be efficiently extracted under the conditions of 100% magnetron power output (600 W),
the first grade of pressure (from 0.1 MPa to 0.5 MPa), 30 ml solvent and 4 min microwave heating with water or
organic solvents, except for prometryne with dichloromethane solvent for 1–4 g sandy loam sample. This interesting
result was explained by triazines’ solubility in water, their sorption properties in soils and the ability of the solvent
to absorb microwave energy. Finally, evaluation of the extraction efficiency, as well as the treatment and determina-
tion of MAE extracts, suggested that water, as a cheap, safe and environmentally friendly solvent, can be a good
alternative to organic solvents, used as the extractants for MAE of triazines from soils. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Microwave-assisted extraction (MAE); Soil; Atrazine; Simazine; Prometryne; Water; Organic solvent

1. Introduction

Triazines, important herbicides used in agricul-
ture worldwide, are ubiquitous environmental
pollutants in soils and waters. Thus their rapid
determinations are of much concern. Recently,
Dean et al. [1] have written a good review on the

sample preparation and chromatographic deter-
mination of triazines. Generally, liquid–solid ex-
traction (LSE) methods, typically the Soxhlet
extraction coupled with chromatographic tech-
niques, are performed for the determination of
triazines in soil samples. However, these sample-
preparation procedures are time-consuming and
need a large amount of organic solvents. Durand
et al. [2,3] reported that the isolation of chlorotri-
azines and their degradation products from soil

* Corresponding author. Fax: +86 20 84189173; e-mail:
stdp18@zsu.edu.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Table 1
Physical and thermodynamic properties of several solvents

Heat of vaporisationa, Temperature (°C) responding toSolvent Radiation time (s) required toPermittivitya, o

reach 0.5 MPabDHv (kJ mol−1) 0.5 MPa at gas–liquid
equilibriumc

37.567 112.02932.63 (25°C)Methanol
20.70 (25°C) 31.972 59 112.6Acetone

93.617231.6839.08 (20°C)Dichloromethane

31.912 —dn-Hexane 1.89 (20°C) 130.9
— —Acetone-n-hex- 84 —

ane (1:1, v/v)
46.021 151.16978.30 (25°C)Water

a Cited from [14].
b Detected in the MK-1 pressure automatically controlled sample-dissolving system; solvent volume, 30ml; microwave power output,
600 W.
c Calculated according to Antoine equation log p=A−B/(t+C); p, mm Hg; t, °C. The temperatures of acetone, dichloromethane
and n-hexane exceeded the suitable ranges of Antoine equation.
d Can not be detected—after microwave radiation for 3 min, the pressure in the extraction vessel did not increase obviously.

samples, with methanol or methanol–water
(90:10), using Soxhlet extraction, needed 12 h.

In recent years, microwave-assisted extraction
(MAE) has been developed for the extraction of a
variety of toxic organic contaminants, such as
PAHs, PCBs, phenols and pesticides from soils,
sediments and other solid matrices [4–11]. Com-
pared with traditional LSE methods, the sample-
preparation time and the solvent amount are
immensely reduced, without decreasing the extrac-
tion efficiencies of the target analyses.

It is interesting to note that water sometimes
plays an important role in MAE, e.g. the sample
moisture could affect the recovery of target ana-
lyte [6,9], water may be added into a non-polar
organic extractant such as toluene, to help it
absorb the microwave energy [10] and some
aqueous solution may be substituted for organic
solvents for the extraction of some organic com-
pounds [11,12]. Stout et al. [11] reported a MAE
of imidazolinone herbicides in soil at the ppb level
with 0.1 M NH4OAc /NH4OH as the extractant.
Steinheimer [12] reported a method for extracting
atrazine and its principal degradation products
from agricultural soil at 95–98°C by microwave
heating, in which five extractions, with water fol-
lowed by diluted hydrochloric acid as the extrac-
tants, were performed. In our previous work [13],

the MAE of atrazine from soil using pure water
as the extractant was studied in detail. Only a 4
min extraction at a pressure from 0.1 MPa to 0.5
MPa was required and the extract could be di-
rectly detected by an enzyme-linked immunosor-
bent assay (ELISA) using an EnviroGard Triazine
QuantiTube test kit (Millipore, USA).

In this paper, three triazine herbicides, namely
atrazine, simazine and prometryne, were selected
to investigate the MAE of triazines from soils.
Water and some organic solvents were used as
extractants. These were studied in detail and com-
pared with each other. The extracts were detected
by capillary GC with a nitrogen–phosphorus se-
lective detector (NPD). The main aim of this
paper was to further demonstrate the possibility
of using water to replace currently used organic
solvents as the extractant for MAE of triazines
from soils.

2. Experimental

2.1. Reagents and sol6ents

The stock solutions of atrazine (GSBG23040-
92), simazine (GSBG23077-94) and prometryne
(GSBG23082-94) were national standard solution
of China, l00 mg ml−1 in acetone.
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Table 2
Triazines recoveries by MAE using different solventsa (n=3)

Atrazine SimazineSolvent Prometryne

Rec% Rec% RSD%RSD%Rec% RSD%

100.4 6.8 97.6 3.7Methanol 99.8 5.4
7.286.35.0Acetone-n-hexane (1:1, v/v) 92.790.4 3.6

89.2 3.8 38.5Dichloromethane 4.587.7 8.1
88.5 7.4Water 87.690.8 6.65.7

a 1 g synthetic sandy loam containing 2 mg g−1 atrazine, simazine and prometryne, respectively; 30 ml solvent; magnetron power
output at 100% (600 W); pressure at the first stage (0.1–0.5 MPa); microwave heating for 4 min.

Methanol, ethanol, acetone, acetonitrile, hex-
ane and dichloromethane were of analytical
grade, purchased from Guangzhou Chemical
Reagents, China. They were redistilled in a glass
distillator before use. Water used as solvent was
double distilled.

2.2. Soil preparation

2.2.1. Triazine-free soils
To prepare triazine-free soils, a sandy loam and

a clay were each collected from the agricultural
lands in Guangzhou, China. No triazine herbi-
cides had been used previously in the agricultural
lands. The collected soil samples were air-dried,
pulverised and sieved through a 60 mesh sieve. In
order to remove the possible triazines and other
organic contaminants,100 g of each of the soil
samples was immersed in 200 ml dichloromethane
for 24 h. After repeating this clean-up procedure
twice, the treated soil was spread out on a tray
and air-dried for 4 h in a fume hood, to remove as
much dichloromethane as possible.

Bentonite and florisil used as the triazine-free
matrices were of chemical-reagent grade, pur-
chased from Guangzhou Chemical Reagents.
They were also cleaned up with dichloromethane,
in the same way as the agricultural soils described
above.

2.2.2. Soil standards (references)
The soil standards containing 2 mg g−1

atrazine, simazine and prometryne, respectively,
were prepared by spiking the three triazines into
each of triazine-free soils prepared above. To

ensure that the triazine was well distributed, a
reasonable amount of acetone was added to
moisten the soil and careful agitation was per-
formed. An air-drying procedure was then fol-
lowed. These standards were prepared 10–14 days
prior to soil analysis.

2.3. MAE procedure and extracts treatment

A 600 W microwave sample preparation system
(Model MK-1, Xin-Ke Institute of Applied Mi-
crowave Technology, Shanghai, China) was used
for MAE. The extraction conditions can be opti-
mised by adjusting the three parameters, namely
the magnetron power output, the heating time
and the pressure in the air-tight digestion vessel.
The pressure is controlled by a specially designed
optical fibre sensor. There are eight separate
grades for pressure selection, and pressures as
high as 4 MPa can be attained. The volume of the
PTFE lined digestion vessel is :60 ml. The
turntable can hold nine vessels.

All MAEs were performed using the MK-1
microwave sample preparation unit. A 1–4 g por-
tion of soil was accurately weighed and trans-
ferred into the PTFE liner of the sample vessel, to
which the studied solvent was added. The vessels
were then placed symmetrically on the microwave
turntable. The extraction was carried out at the
first pressure grade for a few minutes at 100%
magnetron power output when the pressure went
from 0.1 MPa to 0.5 MPa and then remained at
0.5 MPa. Upon completion, the vessels were
cooled to room temperature. After cooling, the
supernatant was carefully decanted and the soil
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Table 3
Effect of pH on triazines recoveries by MAE for aqueous extraction systema (n=3)

PrometryneSimazineAcid or basic matter added in water pH of aqueous solution Atrazine

RSD%RSD% Rec%Rec%Rec% RSD%

5.285.54.2NaOH 79.612.1 80.2 5.9
2.5 90.7NH3–NH4CI 9.8 86.5 4.8 84.7 6.4
3.6 83.6HAc–NaAc 4.7 90.1 6.3 86.5 3.4

80.43.9 5.7HCI 73.81.8 83.3 8.2
88.5 7.4 87.6— 7.0 90.8 6.65.7

a Other MAE conditions were the same as Table 2.

was rinsed with some solvents. The combined
solutions (i.e. the supernatant and the rinsing
solution) were centrifuged for 15 min at 4000
rpm, to separate the fine particulate. The superna-
tant was then evaporated to dryness in a rotary
evaporator. Finally, 500 ml n-hexane was added to
dissolve the residue.

2.4. GC-NPD procedure

A HP 6890 GC (Hewlett-Packard, USA),
equipped with an NPD, was used for analysis of
the extracts. A 30 m×0.25 mm i.d.×0.25 mm
HP-5MS fused-silica capillary column, coated
(chemically bonded) with 5% biphenyl and 95%
dimethylpolysiloxane (Hewlett-Packard, US) was
employed. An aliquot of 1 ml of the treated ex-
tract, was used for each of GC-NPD analyses.
Nitrogen was used as both the carrier gas, at a
flow-rate of 50 cm s−1, and the make-up gas, at
30 ml min−1. The temperatures of the injector
and detector were maintained at 260 and 280°C,
respectively. The column was programmed from
150 to 220°C at 5°C min−1.

3. Results and discussion

3.1. Beha6iours of organic sol6ents and water in
MAE

Methanol, acetone and dichloromethane are all
good solvents used in traditional extraction of
triazines. For MAE, the solvent used as the ex-
tractant requires with proper permittivity (� ) to

receive the microwave energy and transform it
into thermal energy. The selected physical and
thermodynamic properties of methanol,
dichloromethane, acetone and n-hexane were pre-
sented in Table 1. The required microwave radia-
tion time for each of the solvents to reach a
pressure of 0.5 MPa in the air-tight vessel in
MK-1 microwave unit was recorded and also
presented. Water used as the MAE solvent was
also studied and compared with the organic sol-
vents. It was shown that the pressure increase was
in the order: methanol\acetone\water �
dichloromethane. For n-hexane, no detectable
pressure increase was observed. The rate of pres-
sure increase seemed to relate to the solvent’s
ability to absorb the microwave energy, its specific
heat and its heat of vaporisation. Water showed
quite a rapid increase of pressure, in spite of its
great heat of vaporisation, because it is a strongly
polar compound that can efficiently absorb the
microwave energy. For the MK- 1 microwave
unit, the temperature of the extraction system was
mainly decided by the pressure control and the
extractant’s properties. It can not be observed
directly but can be calculated by Antoine equa-
tion [14] through the data of pressure in a proper
range. It is obvious that different solvents show a
different increase in temperature, with the same
increase in pressure in the air-tight vessel in the
MK- 1 microwave unit.

3.2. Triazines reco6eries by MAE

A 1–4 g portion of synthetic soil sample (sandy
loam) was used to examine the triazines recoveries
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Table 4
Effect of soil moisture on triazines recoveries by MAE with dichloromethane solventa (n=3)

Atrazine SimazineSoil moisture % Prometryne

Rec% Rec% RSD%RSD%Rec% RSD%

89.2 3.8 38.50 4.587.7 8.1
6.354.88.55 90.789.3 6.5

4.2 78.010 91.5 7.7 4.791.6
4.9 85.515 93.7 5.4 3.793.3

a Other MAE conditions were as the same as Table 2.

by MAE. The magnetron power output of the
microwave unit was set at 100% (600 W). The
pressure control was selected at the first stage
(from 0.1 MPa to 0.5 MPa). Methanol, acetone-n-
hexane (1:1, v/v), dichloromethane and water
were studied as the MAE solvents. Experimental
results showed that 30 ml solvent and 4 min
microwave heating offered a quite efficient extrac-
tion for atrazine, simazine and prometryne with
water or organic solvents, except for prometryne
with dichloromethane solvent. It was found that
sample weight in the range of 1–4 g did not
markedly affect triazines recoveries. Considering
the sampling variability for real-word samples, a 4
g portion of soil sample is desirable. Methanol
provided the highest recovery for the three triazi-
nes. It was surprising that water was about as
efficient as the organic solvents for MAE of triazi-
nes, and the recovery of prometryne by MAE
with dichloromethane solvent was very low.

To explain the results, a literature study was
performed on triazines solubility and their sorp-
tion properties in soils. Triazines have some po-
larity in their molecular structures. The solubility
of atrazine, simazine and prometryne in water is
33, 5, and 48 ppm, respectively, at 20–25°C.
Otherwise, triazines can be strongly sorbed in
soils. In general, prometryne can be sorbed in
soils more strongly than atrazine and simazine
[15]. It was found that triazines sorption in soils
was mainly correlated to the organic content, the
clay content, the cationic exchanging capacity, the
pH and the specific surface area of the soil [15,16].
Generally, the higher the soil’s organic content
and clay content, the stronger the triazines were
sorbed. Donerty et al. [16] reported that the corre-

lation coefficients of prometryne’s sorption corre-
lated to the organic content, the cationic
exchanging capacity and the specific surface area
of the soil, were 0.98, 0.95 and 0.92, respectively.
Recently, Koskinen et al. [17] developed a method
to research the sorption–desorption of atrazine in
field-moist soils using supercritical CO2 extraction
technique. In their work, it was found that the
sorption coefficient was also correlated to the soil
moisture. But the correlation seemed very compli-
cated and was different for each different soil
sample studied. Therefore, the MAE results can
be explained in three aspects: triazines solubility,
their sorption in soils and the solvent’s ability to
absorb the microwave energy. Water can effi-
ciently absorb the microwave energy and trans-
form it into thermal energy. When the pressure
was up to 0.5 MPa, the temperature of the water
solvent in the air-tight MAE system would go to
:150°C (Table 1). The permittivity (polarity) of
water decreases with increasing temperature [18],
which could increase the solubility of triazines in
water (e.g. the permittivity of water at 200°C is
about the same as methanol at 25°C). Moreover,
water is a polar solvent which can strongly inter-
act with the polar surface of soil under the MAE
conditions and weaken, and even break, the tri-
azine–soil bones. Therefore, triazines desorption
from soil would become easier. Because
dichloromethane has less polarity and less ability
to absorb microwave energy, it can not interact
strongly with the inorganic polar matter in soils,
and the required microwave radiation time to
reach a pressure of 0.5 MPa in the air-tight vessel
in MK-1 microwave unit for dichloromethane,
was as long as :170 s (Table 1). It is not difficult
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Table 5
The effect of soil matrices on triazines recoveries by MAEa (n=3)

Solvent PrometryneSimazineAtrazineSoil matrix

RSD% Rec%Rec% RSD% Rec% RSD%

4.8 4.998.2Clay 100.6Methanol 100.2 6.3
4.3 92.5Acetone-n-hexane (1:1, v/v) 95.4 3.6 5.596.3
7.2 54.3Dichloromethane 89.3 3.3 91.1 5.4

89.44.1 3.590.6Water 92.7 5.2
100.8 5.6 99.8 3.8Bentonite Methanol 101.3 4.2

5.4 98.6Acetone-n-hexane (1:1, v/v) 98.9 2.8 99.5 4.9
90.34.7 3.895.3Dichloromethane 94.4 5.9

94.5 4.3 95.1Water 6.295.3 2.5
6.1 99.5Florisil Methanol 100.7 3.5 100.2 4.8

99.13.7 5.799.8Acetone-n-hexane (1:1, v/v) 99.2 6.9
94.9 3.8 91.0 7.5Dichloromethane 94.1 6.8

2.6 94.4Water 96.0 3.2 6.896.7

The recoveries of triazines by MAE from sandy loam were presented in Table 2.
a Other MAE conditions were the same as Table 2.

to understand that prometryne, because it has the
greatest solubility both in water and in the three
triazines, and it has the strongest sorption in soil,
can be easily extracted by MAE with water or
methanol or acetone-n-hexane (1:1, v/v) as the
extractant, but can not be efficiently extracted
with dichloromethane Table 2.

3.3. Effect of pH on MAE for aqueous extraction
system

To examine the effect of pH on MAE of triazi-
nes from soils, the aqueous solutions used as the
extractants were adjusted to different pH with
NaOH, NH3–NH4CI, HAcNaAc and HCI, re-
spectively. The results are given in Table 3. It can
be seen that the recoveries of triazines were rea-
sonably good within the pH range of 4.7–9.8.
Evidently, water is an optimum solvent for MAE
of triazines from soils.

3.4. Effect of soil moisture on MAE with organic
sol6ents

To examine the effect of soil moisture on the
recoveries of triazines by MAE, soils with differ-
ent degrees of moisture and different types of
organic solvents were used for investigation. It

was found that there was no marked effect of soil
moisture on triazines recoveries when using
methanol or acetone-n-hexane (1:1, v/v) as the
extractants. But the triazines recoveries would be
significantly improved, in the presence of moisture
in soil, when using dichloromethane solvent, espe-
cially for prometryne. As shown in Table 4, the
higher the moisture content, in the range of 0–
15%, the higher the recoveries of triazines. this
may be explained by water’s ability to help the
extraction system absorb the microwave energy
and enhance the desorption of triazines from
soils.

3.5. Effects of soil matrices on MAE for both
aqueous and organic extraction systems

To examine the effect of soil matrices on the
recoveries of triazines by MAE, four synthetic soil
samples, namely sandy loam (organic carbon con-
tent :1%), clay (organic carbon content :
0.05%), bentonite and florisil were employed and
studied. It was found that soil matrices can affect
the triazines recoveries by MAE for both aqueous
and organic extraction systems. It was shown in
Table 5 that the organic content was a more
significant factor than the clay content, for triazi-
nes recoveries by MAE. The recovery decreased in
the presence of organism in soil.
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3.6. E6aluation of the treatment and
determination of the MAE extracts for both
aqueous and organic extraction systems

For organic extraction systems, the MAE ex-
tracts could be easily concentrated with a rotary
evaporator or cleaned up before determination, or
directly sent to GC or HPLC analysis if the
analyte concentration was high enough and the
extraction solution was pure enough. In compari-
son, the treatment procedure for aqueous extrac-
tion solution was somewhat time-consuming.
Moreover, aqueous solution can not be directly
injected into a common GC column. However,
the aqueous solution of triazines can be easily
detected by reversed-phase HPLC. In addition,
according to our previous research [13], the
aqueous solution of a single triazine was espe-
cially suitable for detection by ELISA, using a
commercial ELISA kit (Millipore, USA) which
offers a direct, rapid, cheap and sensitive determi-
nation. Besides the above-mentioned, the most
important advantages of using water as the MAE
solvent are it’s friendliness to the environment
and the low cost.

4. Conclusion

Methanol and acetone-n-hexane (1:1, v/v) are
the best organic solvents for extracting atrazine,
simazine and prometryne from soils by MAE.
Water solvent is about as efficient as the organic
solvents. Since water is a strongly polar com-
pound, it can interact strongly with the polar
matter in soils to enhance the desorption of triazi-
nes from soils. Moreover, water can receive the
microwave energy efficiently to transform it into
thermal energy to increase the solubility of triazi-
nes. Water is a very cheap, safe and environmen-
tally-friendly solvent. Although the treatment

procedure of aqueous extraction solution is some-
what time-consuming and aqueous solution can
not be directly analysed by GC, the aqueous
MAE solution of triazine can be easily detected
by HPLC or ELISA and be detected by GC after
evaporation to dryness and transfer into organic
medium with a little organic solvent. It is hoped
that it might replace the currently used organic
solvents for extracting triazines from soils by
MAE.
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Abstract

A method for the polarographic determination of cyanide as contaminant in pralidoxime mesylate (PM)
formulations was developed. The volatile cyanide formed in the formulations was stabilized as tetracyanonickelate
(TCN) anion complex after reaction with ammoniacal Ni(II) solution. The stable TCN anion complex (Kstb=1031)
was determined by anodic stripping voltammetry at the hanging mercury drop electrode (HMDE). The polarographic
signal was proportional to the cyanide concentration and the high concentration of PM did not interfere. The linear
range of calibration was from 1.2 to 16 mg cyanide with r=0.998. The RSD was 1.3% (n=5) for 2.4 mg cyanide and
a detection limit of 0.8 mg cyanide was calculated. The proposed method is adequate as a quality control of PM
formulations. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cyanide determination; Polarography; Pralidoxime formulations

1. Introduction

Certain oxime formulations as pralidoxime me-
sylate (PM) have therapeutic value as an antidote

to poisoning from organophosphate agricultural
chemicals, chemical warfare agents, and drugs
acting as cholinesterase inhibitors. It is typically
formulated as a concentrated solution (ca. 25 mg
ml−1) in ampules for intravenous administration
or as a powder (ca. 200 mg) in a closed flask to
prepare the injectable dose with 10 ml of physio-
logical solution.* Corresponding author. E-mail: npaulo@quimica.ufsm.br

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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The stability and storage life of pralidoxime
formulations have been extensively studied [1–8]
and its decomposition route also includes (in
pH\4) among organic degradation products (2)
and (3), hydrogen cyanide (4). It seems possible
that the cyanide present in pralidoxime formula-
tions remains dissolved in the aqueous phase of
the closed ampules and consequently it can be
delivered to the patients.

Although many methods for the determination
of cyanide have been described in the literature
there are three problems [9] in its direct applica-
tion to the pralidoxime formulations; the high
concentration of pralidoxime in the injectable
dose, the decomposition products which interfere
directly with the method and lastly the conditions
used in the analytical method that can cause a
change in the cyanide concentration. To partially
overcome these difficulties many methods use gas
dialysis in conjunction with flow-systems to sepa-
rate the analyte from the matrix through a des-
orption–reabsorption step in the dialysis units.
However, such methods are time consuming and
the sensitivity is limited, in some extension, on the
low efficiencies (typically 10–15%) of the gas
transfer in the dialysis units [10–14].

Free cyanide ions can be determined by polar-
ography, in several alkaline supporting elec-
trolytes, due to its signal obtained from the
mercury oxidation on the dropping electrode. In
these electrolytes, the cyanide is relatively stable
in its non-volatile form (CN−) although it is
partially liberated during the bubbling process to
obtain deaerated solutions or in the storage of the
samples. Alternatively, cyanide can be determined

by polarography in a very stable form, as the
tetracyanonickelate (TCN) anion complex. It is
formed instantaneously due the reaction of Ni2+

ions in ammoniacal solutions with cyanide,

[Ni(NH3)6]2+ +4CN−� [Ni(CN)4]2− +6NH3,

and has a high cumulative stability constant of
formation (�1022–1031) [15] to keep the cyanide
in a stable condition for the polarographic analy-
sis. Even limited amounts of cyanide ions cause a
complete formation of the TCN anions and this
reaction was already used as basis of procedures
for the determination of nickel by spectrophoto-
metry [16] and cyanide by spectrophotometry [17],
polarography and atomic absorption spectropho-
tometry [18].

Polarographic analysis of Ni(II) ions shows in
many electrolytes an irreversible behavior associ-
ated with the reduction of the Ni(II) ions. The
half-wave potentials lie in the range of −1200 to
−800 mV (versus Ag/AgCl) [19] as it can also be
observed in ammoniacal media (E1/2= −900 mV
versus Ag/AgCl). The addition of cyanide ions to
a polarographic cell that contains ammoniacal
Ni(II) solution produces a splitting in the Ni(II)
signal into two peaks. While the peak by −900
mV decreases, the peak by −450 mV increases
proportionally to the cyanide concentration [20].
Some other ligands such as rhodanid [21], azide
[22,23], albumin [24], pilocarpine [25] can improve
the reversibility of the Ni(II) reaction on the
mercury electrode and also produce an anticipa-
tion on its reduction wave to more positive poten-
tials giving the so-called catalytic nickel prewaves
[26–31]. This effect can be assigned to a ligand-
catalytic effect and it is related to the ability of
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the ligand to act as a bridge in the electrical
double layer facilitating the transfer of electrons
in the electrode reaction [26].

In this work we describe a fast and simple
polarographic method based on the formation of
the TCN anion complex, to assay cyanide as
contaminant in pralidoxime mesylate formula-
tions. The high concentration of pralidoxime in
the polarographic cell (ca. 10 g l−1) or its decom-
position products have not interfered and previ-
ous dilutions of the sample or gas dialysis steps
were not necessary.

2. Experimental

2.1. Instrumentation

Differential pulse-polarographic measurements
(DPP) were made on a Metrohm 646 VA proces-
sor/ 675 VA sample changer and polarograms
were recorded, in the DME (dropping mercury
electrode) mode between −1000 and −100 mV
with the instrument settings: drop time, 600 ms;
scan rate, 10 mV s −1; pulse amplitude, −50 mV;
pulse duration, 40 ms. At the HMDE (hanging
mercury drop electrode) mode measurements, po-
larograms were recorded between −800 and −
100 mV and a pre-concentration time of 180 s at
−800 mV was used. All potentials quoted were
measured against an Ag/AgCl, KCl 3 mol l−1

reference electrode and the polarographic cell vol-
ume was 20 ml.

2.2. Reagents and solutions

All the chemicals used were of analytical grade.
Dilutions were made with deionized water, which
was further purified on a MilliQ high-purity water
device (Molsheim, France).

Pralidoxime solutions were prepared by the dis-
solution of the pralidoxime mesylate (Rhodia
Farma, São Paulo, Brazil) in 10 ml of an (pH 9)
ammoniacal 8×10−4 mol l−1 NiCl2 solution in
0.1 mol l−1 NH3-NH4Cl.

Standard cyanide solutions were prepared prior
to use by dilution of a stock standard sodium
cyanide solution (0.1 mol l−1 in 0.1 mol l−1

NaOH), standardized according to the method of
Archer [32].

Electrolyte solution was 10 ml of an ammonia-
cal 10−3 mol l−1 KCl solution pH 10 buffered
with NaOH 10−3 mol l−1. Deaerated electrolytes
were obtained by sparging for 10 min with
nitrogen.

2.3. Analytical procedure

In the analysis, 10 ml of the ammoniacal Ni(II)
solution (8×10−4 mol l−1 NiCl2 in 0.1 mol l−1

NH3-NH4Cl) was injected through the rubber
stopper of the flask containing 0.2 g of PM and
the flask shaken to the complete dissolution of the
sample. The flask was opened and the solution
directly introduced in the polarographic cell that
contains 10 ml of a deaerated electrolyte solution.

3. Results and discussion

3.1. Polarographic determination of cyanide in
presence of pralidoxime mesylate

The cyanide determination as TCN anion com-
plex, in its more sensitive form, was done in the
HMDE mode, by anodic stripping voltammetry.
The Ni(II) ions as TCN anion complex were
reduced on the mercury electrode at −800 mV
and the anodic stripping was done, after 180 s of
preconcentration time, as indicated by the
equations:

Ni(CN4)2− +2e−�Ni(Hg)+4CN− (reduction)

Ni(Hg)+4CN−�Ni(CN)4
2− +2e− (stripping)

Without cyanide ions in the polarographic cell
no peaks were observed in the anodic stripping
after preconcentration at −800 mV.

Preconcentration times in the range of 0–240 s
(at time intervals of 30 s) were tested relative to
the peak height obtained in the analysis of 2.4 mg
of cyanide as TCN anion complex. Up to 180 s
increases on the peak height were not observed
probably due to the low solubility of the nickel
[33] on the mercury electrode (4.8×10−5 % w/w).

The peak height by −450 mV obtained by the
stripping was cyanide concentration proportional
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and large amounts of PM have not interfered.
Fig. 1 shows the polarographic peaks obtained by
the addition of successive amounts of cyanide to a
polarographic cell that contains 0.2 g of PM
dissolved in the electrolyte and ammoniacal Ni(II)
solution.

Under these conditions, the peak height was
related to the cyanide concentration according to
the calibration function; y=11.3× −2.1 (r=
0.998), where y is the observed current (in nA)
and x is the cyanide amount (in mg) present in the
polarographic cell. The relative standard devia-
tion was 1.3% for five measurements of 2.4 mg
cyanide and a linear dynamic range was observed
from 1.2 to 16 mg cyanide. The detection limit for
the method was 0.8 mg cyanide (40 mg l−1 cyanide
in the polarographic cell), calculated from the
standard deviation (n=3) of the noise of the
equipment at −450 mV. The lowest cyanide
amount determined in the presence of 0.2 g of PM
was 1.2 mg (0.0006% of CN− relative to the PM).

Without ammoniacal Ni(II) ions in polaro-
graphic cell, the cyanide liberated from the PM
formulations could not be determined due to the
loss of volatile cyanide and due to the sensitivity
required, considering that the anodic stripping
could be not used.

Fig. 2. Polarograms of PM solutions (10 g l−1) submitted to
80°C heating periods. Curves (1) 0 min; (2) 30 min; (3) 60 min;
(4) 120 min. Polarograms recorded at DME mode at 20°C.

3.2. Polarographic beha6ior of pralidoxime
mesylate in presence of ammoniacal Ni(II)
solution

Pralidoxime mesylate, in alkaline electrolytes,
showed a polarographic peak by −850 mV but,
it cannot be used to quantify pralidoxime in the
presence of Ni(II) ions, since both peaks are rela-
tively broad as observed in irreversible electrode
processes. Fig. 2 shows polarograms of PM ob-
tained after different time intervals at 80°C to
accelerate its decomposition. Besides cyanide, or-
ganic degradation products are formed and the
degradation pathway [4,34] of PM in pH\4 pro-
duces cyanide as result of a hydroxyl-ion cata-
lyzed dehydration to 2-cyano-1-methylpyridinium
mesylate that is subsequently hydrolyzed to 1-
methylpyridone and cyanide. Although the degra-
dation products produce no polarographic peaks
between −850 and −200 mV, the peak by −
850 mV could be used to follow the progressive
degradation of PM. While the peaks by −850
mV obtained in the presence of PM and Ni(II)
ions decreases (see Fig. 2) the peaks by −450 mV
increases (see Fig. 1) proportionally to the cyanide
concentration. It can be also observed in Fig. 1

Fig. 1. Polarograms of cyanide as TCN anion complex in
presence of 0.2 g of PM obtained at the HMDE mode. Curves
(1) 0 mg CN−; (2) 1.2 mg CN−; (3) 2.4 mg CN−; (4) 4.8 mg
CN−.
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Table 1
Polarographic determination of cyanide and recovery experiments in the presence of 0.2 g of pralidoxime mesylate

Temperature (°C) CN− foundb (mg)CN− added (mg) Recovery (%)Elapsed time before the measurements (min)

20 nd0 —0
nd —20150

30 20 nd —0
—nd20600

nd —0 120 20
3.24 —0 2da 20

80 13.900 60 —
20 1.1991.5% 99.801.2

2.4191.3% 100.22.4 0 20
20 4.7891.2%4.8 0 99.7

a d: day.
b Values calculated from the calibration function (n=5).

the high current values in the potential region
B0.5 V probably due to the high concentration
of the PM and Ni(II) excess in the polarographic
cell.

3.3. Polarographic determination of cyanide as
degradation product of pralidoxime mesylate

To test if the proposed method was producing
cyanide as a result of the alkaline conditions
[3,34–36], PM samples (0.2 g) were each dissolved
in 10 ml of the ammoniacal Ni(II) solution (pH
10) and they were left for various time intervals,
before the measurements. Polarograms were
recorded twice, one of them was used to estimate
the degradation of the PM (with the electrode
operating at the DME mode) and the other to
determine the cyanide amounts (with the electrode
operating at the HMDE mode). One sample was
also submitted to heating in alkaline conditions
and additionally some samples of PM were spiked
with cyanide to the recovery experiments. The
cyanide measurements were always conducted by
transferring the solutions (i.e. PM dissolved in 10
ml of Ni(II) ammoniacal solution on its own
flasks) to the polarographic cell with 10 ml of the
deaerated electrolyte. Table 1 shows the results of
the cyanide determination by the proposed
method. The values were calculated from the cali-
bration function.

Cyanide was not detected in PM formulations
after a period of 120 min at 20°C. By heating the

solution to 80°C for 60 min, a cyanide amount of
0.007% was produced from 0.2 g of a PM formu-
lation. These results indicated that the method
was adequate to determine the cyanide formed by
the degradation of PM formulations. Therefore,
due to the stability of the TCN anion complex
and also due to the good sensitivity of the polaro-
graphic method, low concentrations of cyanide
can be detected in the PM formulations.

4. Conclusion

The cyanide analysis in PM formulations by the
proposed method is rapid, sensitive and allows its
determination at trace levels without gas transfer
steps in dialysis units and dilutions of the samples.

References

[1] E.M. May, J.E. Pearse, Anal. Proc. 20 (1983) 179.
[2] R.J. Barkman, J. Mond. Pharm. (1963) 53.
[3] R. Barkman, B. Edgren, A. Sundwall, J. Pharm. Pharma-

col. 15 (1963) 671.
[4] R.I. Ellin, J. Am. Chem. Soc. 80 (1958) 6588.
[5] R.I. Ellin, J. Pharm. Sci. 71 (1982) 1057.
[6] R.I. Ellin, J.S. Carlese, A.A. Kondritzer, J. Pharm. Sci. 51

(1962) 141.
[7] G. Spoljaric, Z. Lazarevic, R. Bonevski, Acta Pharm.

Jugosl. 32 (1982) 185.
[8] A.W. Boecke, Pharm. Weekbl. 113 (1978) 713.
[9] L.S. Bark, H.G. Higson, Analyst 88 (1963) 751.

[10] W.E. van der Linden, Anal. Chim. Acta 151 (1983) 359.



P.C. do Nascimento et al. / Talanta 48 (1999) 341–346346

[11] J.S. Canham, G. Gordon, G.E. Pacey, Anal. Chim. Acta
209 (1988) 157.

[12] D. Utley, Analyst 115 (1990) 1239.
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Abstract

In iodometric determination of sulfide two reactions are taking place when alkaline solution is added to HCl
acid–iodine. The main oxidation reaction (1), H2S+I2=2HI+S; and side reaction of sulfide (2), S−2+4I2+
8OH− =SO4

2− +8I− +4H2O. Preference of reaction (2) over (1) is dependent on pH increasing to \7. When
sulfide solution of pH 9 was mixed with HCl acid–iodine, the recovery exceeded 120%, but the recovery of a solution
with a pH of 13 exceeded 200%. To eliminate the side reaction in iodometric titration, the sulfide solution must be
acidic when it is mixed with HCl–iodine. To avoid the side reaction (2), the pH of sulfide solutions were adjusted with
acetic acid to pH 5.5, mixed with HCl–iodine solution and then titrated with standard thiosulfate with precision and
accuracy B93%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Reactive sulfide; Sulfide side reaction error; pH of mixing sulfide–iodine

1. Introduction

Sulfide concentrations in water and waste water
solutions are analytically determined as total
sulfide or as reactive sulfide concentrations [1–6].
The total sulfide measurements may be performed
on samples prepared by precipitating sulfide in
forms of ZnS or CdS [7]. The reactive sulfide
analysis is based on the measurement of the
amount of hydrogen sulfide released upon contact
with aqueous acid (pH 2) in a closed system and
then captured in weak alkaline NaOH (:0.25

N). For reactive sulfide extraction processes
NaOH solutions will absorb hydrogen sulfide, but
in the presence of OH− ions will cause a diver-
gence in iodometric sulfide determinations [8]. The
differences between total sulfide and reactive
sulfide is in method of extraction, not in method
of sulfide analysis.

Alternative absorption reagents for hydrogen
sulfide have been studied, such as: a solution of
diluted 0.015 N sodium hydroxide +30% ethanol
[9]; and 0.1 N sodium hydroxide +1% tri-
ethanolamine +0.1 M EDTA [10].

Useful quantitative tests for measuring sulfide
include titrometric, colorimetric, potentiometric,
coulometric and ion-selective electrode methods

* Corresponding author. Tel.: +1 801 584 8400; fax: +1
801 584 8486; e-mail: ZPawlak@doh.state.UT.US

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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[3,11,16]. The most common titrometric method is
the iodine oxidation technique, which is desig-
nated for hazardous samples containing more
than 1 mg l−1 of sulfide. The methylene blue
method of colorimetric determination is based on
the reaction of sulfide, ferric chloride, and
dimethyl-p-phenylenediamine; which results in the
formation of methylene blue. The methylene blue
method is used for samples of low sulfide concen-
trations between 0.1 and 20 mg l−1. The potentio-
metric method, utilizing silver/silver sulfide
electrode in titration of dissolved sulfide, is appli-
cable for contamination \0.03 mg l−1.

Many contradictions appear in the literature
regarding the accuracy of the iodometric determi-
nation of hydrogen sulfide. The iodometric
method of determination of hydrogen sulfide and
sulfides utilizes the following reaction (reaction 1):

H2S+J2=2HJ+S (1)

which takes place in an acidic medium.
According to the procedure [13], for reasonably

satisfactory results, the sulfide solution must be
diluted with DI water to a low concentration of
about 0.01 mol l−1. The sulfide solution should
be added to the excess of acidified iodine solution,
not conversely.

Hence, if alkaline solutions (pH 9–13) contain-
ing sulfide are added to HCl acid–iodine, there is
a very high risk that part of the sulfide will be
oxidized to sulfate (reaction 2) [6,8,12]:

S−2+4I2+8OH− =SO4
2− +8I− +4H2O (2)

The purpose of our study was to evaluate the
pH resulting from the mixing of sulfide solutions
in pH range 9–13 with HCl acid–iodine solu-
tions, and the impact of various conditions on the
accuracy of the results of iodometric determina-
tion of sulfide. We are going to prove in our
experiment that by adjusting the pH of alkaline
sulfide solutions with acetic acid, an accuracy of
93% is achieved. To obtain quality data, the
solution of sulfide must be brought to an acidic
range of pH 5–6, mixed with HCl acid–iodine
solution, then the excess of iodine must be back
titrated with thiosulfate until the blue, starch-io-
dide color disappears.

2. Materials and methods

2.1. Stock solution

Sulfide reference solutions were prepared from
Na2S ·9H2O in 1l DI (deionized) water, which
were standardized using 0.025 N iodine solution
and 0.025 N sodium thiosulfate solutions. Sulfide
reference solutions contained 6.9 and 16.1 mmol
l−1. These standards are unstable and should be
prepared weekly, and refrigerated when not used.

2.2. Working solution

The amounts of 10, 20, 40 and 80 ml of refer-
ence sodium sulfide solution were diluted to 1000
ml volume in DI water or 0.25 N sodium hydrox-
ide solution. A total of 100 ml of the working
solution was titrated with thiosulfate using au-
thor’s procedure, standard procedure, non-stan-
dard procedure or EPA 9030 method.

2.3. Methods of titration

2.3.1. Author’s procedure
A total of 100 ml of sulfide (working solution)

in 0.25 N NaOH solution (pH 13) was added to a
flask containing 1.5 ml of glacial acetic acid and
15 ml of DI water. Case study A: The buffered
sulfide solution of pH 5.5 was added to the mix-
ture of 8 ml 6 N HCl +excess of 0.025 N iodine
+15 ml of DI water and then titrated with thio-
sulfate with starch acting as the indicator.

2.3.2. Standard procedure
Case study C: 100 ml of sodium sulfide (work-

ing solution) in 0.25 N NaOH solution (pH 13)
was added to the mixture of 8 ml 6 N HCl, 15 ml
of DI water, and excess of 0.025 N iodine solu-
tion, and then titrated with thiosulfate solution,
using starch as the indicator. Case study B: Sam-
ples of sodium sulfide dissolved in DI water,
resulting in pH 9.2–10.5, were analyzed.

2.3.3. Non-standard procedure
Case study D: 100 ml of sodium sulfide (work-

ing solution) in 0.25 N NaOH solution (pH 13)
was added to the mixture of excess 0.025 N iodine
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solution and 15 ml of DI water, acidified with 8
ml 6 N HCl and then titrated with thiosulfate
solution, using starch as indicator.

2.3.4. EPA Method 9030 (sulfide determination)
and 7.3.4 interim guidance for reacti6e sulfide
(extraction procedure)

‘Test method to determine hydrogen sulfide re-
leased from wastes’, SW-846, chapter 7, section
7.3.4.2, provides a procedure to release hydrogen
sulfide upon contact with an aqueous acid. The
trapping solution of 0.25 N NaOH solution is
quantified for content of sulfide by method 9030.
For reactive sulfide concentration, part 7.2.3 in
method 9030 is substituted as follows: ‘The trap-
ping solution must be brought to pH of 2 before
proceeding with iodometric titration’ (see section
7.3.4.2 part 7.7 in test methods SW-846). A 100
ml aliquot of sulfide in 0.25 N NaOH solution
was used for the determination of sulfide by
iodometry.

Case study E (reactive sulfide, SW-846, chapter
7, section 7.3.4.2 extraction, and EPA 9030 deter-
mination procedure): The amount of 1, 2, 4, and
8 ml of sodium sulfide (stock solution) were ex-
tracted and titrated according to the SW-846
chapter 7 and EPA 9030 procedures. A 100 ml of
trapping solution in a 0.25 N NaOH solution was
adjusted to pH 2 with HCl, the sulfide solution
was added to the mixture of excess 0.025 N iodine
solution, 2 ml 6 N HCl and 20 ml DI water, then
titrated with thiosulfate solution. If the sulfide
solution was brought to pH 2 using HCl, part of
the sulfide was relased to the air as hydrogen
sulfide.

Case study F (total sulfide, EPA method 9030):
Sulfide was precipitated as ZnS (using five drops 2
N zinc acetate per 100 ml sample and a few drops
of NaOH solution to produce a pH \10), filtered
out, with precipitate returned to the original bot-
tle, then 100 ml of DI water was added, resulting
in a solution with pH of 10.5. The sulfide solution
was subsequently mixed with HCl acid–iodine
solution, resulting in a solution with a pH 10.5
and titrated with thiosulfate solution (EPA
method 9030).

Sulfide samples were investigated at different
pH conditions for six cases; A, B, C, D, E and F

(Table 1). Calculations of sulfide concentration
were made: 1 ml of 0.0250 N iodine reacts with
0.4 mg sulfide. The results for the six cases studied
are shown in Table 1 and Fig. 1.

3. Results and discussion

One of the critical points of iodometric titration
of sulfide is ignoring the pH value of sulfide
solutions in the mixing process with the HCl
acid–iodine mixture. Most methods found in the
literature [1,6,8,13] recommend that the sulfide
solution, which has pH over 7, be added to an
acidified iodine solution, and not the reverse.
However, some current standard iodometric
methods [2,3,5] for titration of precipitated ZnS
ignore this principle and recommended adding
iodine first, and acidifying next. An error may
occur due to the side oxidation of sulfide to
sulfate, because the sulfide solutions usually are
weakly alkaline. Mixing an alkaline sulfide solu-
tion with an HCl acid–iodine solution causes the
side reaction (2) to take place to a considerable
extent. Analyzing sulfide solutions with pH of
about 9 and above during the mixing procedure,
serves as the basis for these experiments. Also, the
EPA 9030 method describing the use of HCl acid
to bring the alkaline sulfide solution (pH of 13) to
a pH of 2 must be changed, because of the
hydrogen sulfide that is released.

Table 1 shows the results of titration of sulfide
solutions using author’s method, standard proce-
dure (method approved), non-standard procedure,
and the EPA 9030 method of iodometric titration.
The content of sulfide was measured iodometri-
cally for samples of sulfide in solutions of pH’s
9.2–10.5, pH 13, and also precipitated as total
sulfide in form of ZnS.

In Case study A it was found, that decreasing
the pH of the sulfide solution from 13 to 5.5
before mixing with HCl acid–iodine, can improve
sulfide analysis. Neutralization of hydroxide ions
in sulfide solution by acetic acid showed no re-
lease of hydrogen sulfide, but treatment with hy-
drochloric acid of pH 2 (EPA method 9030),
causes a release of hydrogen sulfide. An important
step in eliminating the error resulting from side
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Fig. 1. Influence of pH on sulfide solutions in mixing process with HCl acid–iodine in iodometric titration with thiosulfate: Reactive
sulfide solution (pH 13) treated with HCl to pH 2, followed by HCl acid–iodine (curve E); sulfide solution (pH 13) treated with
acetic acid to pH 5.5 and than HCl acid–iodine (curve A); total sulfide precipitated as ZnS, treated with HCl acid–iodine (curve
F); sulfide solution (pH 9.2–10.5) treated with HCl acid–iodine solution (curve B); sulfide solution (pH 13) treated with HCl
acid–iodine (curve C); sulfide solution (pH 13) treated with iodine and then HCl solution (curve D).

reaction (2) is to change the pH from pH 13 to 5.5
by using acetic acid (as shown in this work). The
obtained recoveries of sulfide were in range 99–
101% and precision B93%. The above experi-
ments have confirmed that slight modifications in
the methods may produce great differences in the
results.

The standard solution of sodium sulfide in DI
water resulted in pH 9.2–10.5 in the measured
range of concentrations. In Case study B (Table 1),
mixing a weakly alkaline sulfide with HCl acid–
iodine solution using standard titration procedure
(Std-Titr-Proc) resulted in side reaction (2). How-
ever, the 120% recovery of this technique is not
quite sufficient for ordinary analytical work. Ex-

periments have shown that the precision were from
93.2 to 96.8% and recoveries from 120 to 102%.

In Case study C, sulfide in a high alkaline
solution (pH 13) was added to an excess of HCl
acid–iodine solution and back titrated with thio-
sulfate (Std-Titr-Proc). In the mixing process,
sulfide was oxidized by reaction (1) and partially
by reaction (2). It was found that the recoveries
were in range of 234–124% for low and high
standard sulfide solutions, respectively. The results
have poor precision, 98.4% in the lower range of
the sulfide concentration. During the mixing pro-
cess, the pH value of the solution changed slowly
and unevenly, resulting in partial oxidation of
sulfide to sulfate.
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In Case study D, a high alkaline sulfide solution
(pH 13) was added to an excess of non-acidified
iodine solution, then 8 ml of 6 N HCl was added
(Non-Std-Titr-Proc). The observed recoveries of
sulfide were in the range of 265–146% for low
and high standard solutions, respectively These
results can be explained by the occurrence of
reaction (2). Comparison of reaction (2) with
reaction (1) shows that 1 mol of sulfide in alkaline
solution uses 4 mol of iodine, compared to 1 mol
in the acid solution. The reaction between sulfide
and iodine in an alkaline solution is a kinetic
process and is dependant on the concentrations of
hydroxide ions and the concentration of oxidizer
[14]. Considering Case study D, where sulfide in
0.25 N NaOH solution was mixed with excess of
iodine solution first and then acidified, we found
reaction (2) occurred to a higher extent for lower
concentrations of sulfide in the sample. Reaction
(2) is quite extensive in alkaline solutions with
much stronger oxidants than iodine [8]. However,
reaction (2) should be avoided and eliminated in
sulfide determination. The way to eliminate the
side reaction is to neutralize the hydroxide ions by
bringing the sulfide solution into an acidic range
with acetic acid and then mixing with HCl acid–
iodine solution.

Results for the reactive sulfide test are shown
for Case study E in Table 1. 100 ml samples were
acidified with HCl to pH 2, mixed with HCl
acid–iodine and titrated with thiosulfate. Our re-
coveries of sulfide were 84–87% and passed 50%
of the EPA method requirements. It may be con-
cluded that strong hydrochloric acid causes the
release of hydrogen sulfide, therefore resulting in
lower values.

Results of determination of total sulfide are
shown for Case study F in Table 1. The recoveries
were in the range of 110–99%, higher recoveries
in low ranges of concentrations are related to the
partial oxidation of sulfide to sulfate.

In Fig. 1 the percentage recovery of sulfide is
plotted against standard concentrations of sulfide
for six cases. The graph shows iodometric results
of: Reactive sulfide solution (pH 13) treated with
HCl to pH 2 and than HCl acid–iodine (curve E);
sulfide solution (pH 13) treated with acetic acid to
pH 5.5 and than HCl acid–iodine (curve A); total

sulfide precipitated as ZnS, treated with HCl acid
–iodine (curve F); sulfide solution (pH 9.2–10.5)
treated with HCl acid–iodine solution (curve B);
sulfide solution (pH 13) treated with HCl acid–
iodine (curve C); sulfide solution (pH 13) treated
with iodine and then HCl solution (curve D).

Fig. 1 illustrates the dependence of recovery of
the sulfide reaction over the concentration range
6.9–129 mmol l−1. In the studied concentration
range (Case study C and D) sulfides showed high
recoveries in the beginning, then decreased in the
range of interest. As ratio [sulfide]/[iodine] in-
creases with sulfide concentration, the sulfate for-
mation (side reaction 2), decreases. Only under
similar conditions, with pH constant, and [io-
dide]� [sulfide] is the recoverable total sulfur in
the form of sulfate [14]. In our experiment, excess
of [iodide] was only 3× higher than [sulfide], but
it should be a 10- to 20-fold excess.

The kinetics of the oxidation of hydrogen
sulfide and hydrosulfide ion to sulfur and sulfate
in aqueous solution by hydrogen peroxide was
investigated more than the same reaction with
iodine [14,15]. Hydrogen peroxide is recom-
mended for the treatment of odors due to the
generation of hydrogen sulfide in municipal
sewage treatment systems, in concrete sewer lines,
and in other anaerobic environments where or-
ganic matter and sulfides are present.

With pH 8 and above, the predominant
product of oxidation is sulfate, and 10-fold excess
of oxidizing agent is required for the reaction to
go to high yield or completion. The results are
summarized in Table 2.

In alkaline solution, in presence of hydrogen
peroxide, under the pseudo first-order rate con-
stant kobsd (rate=kobsd [S2−]T, kobsd=kc [H2

Table 2
Sulfate yield for some oxidants in alkaline media

Oxidizing agent E° (V) pH % SO4
2−

8.5Hydrogen peroxide [14] 991.77
Potassium permanganate 0.59 13.5 97

[[8](a)]
Sodium hypochlorite [[8](a)] 0.89 13.5 69

0.54 B5013Iodine (this work)
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O2][H+]), sulfate was the only product observed
[14]. The reaction of hydrogen sulfide and hydro-
gen peroxide has been studied kinetically, at pH
8.1, 25°C, m=0.4, the overall rate constant (kc)
for the formation of sulfate, kc=2.61 min−1. and
only 0.021 at pH 5.05 [14].

4. Conclusions

On the basis of experimental results, the follow-
ing conclusions can be drawn:
1. When alkaline sulfide solution is mixed with

HCl acid–iodine solution, there is a high risk
that besides the main reaction (1), the side
reaction (2) will also influence our results,
giving poor accuracy especially for low sulfide
content.

2. It was found that adjusting the pH of alkaline
sulfide samples to pH 5.5 with acetic acid
before mixing with HCl acid–iodine solution,
gave results with precision and accuracy B9
3 in sulfide determination (Case study A).
When alkaline sulfide solution was brought to
a pH of 2 with HCl (EPA 9030 method) part
of the sulfide was released as hydrogen sulfide
(Case study F).

3. The very high variation of side reaction (2)
observed in Case study C (where sulfide solu-
tions a pH of 13 were mixed with HCl acid–
iodine to give recoveries of 234–124%),
indicates of importance of pH in iodometric
determination of sulfide.
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Abstract

A highly selective, sensitive, rapid and economical differential pulse polarographic method has been developed for
the determination of trace amount of tin in various standard alloys and environmental samples after adsorption of
its 2-nitroso-1-naphthol-4-sulfonic acid-tetradecyldimethylbenzylammonium chloride on microcrystalline naphthalene
in the pH range of 8.7–10.6. After filtration, the solid mass is shaken with 8–10 ml of 3.5 M hydrochloric acid and
tin is determined by differential pulse polarography (DPP). Tin can alternatively be quantitatively adsorbed on
2-nitroso-1-naphthol-4-sulfonic acid-tetradecyldimethylbenzylammonium-naphthalene adsorbent packed in a column
and determined similarly. The detection limit is 0.15 mg ml−1 (signal to noise ratio=2) and the linearity is maintained
in the concentration range 0.5–220 mg ml−1 with a correlation coefficient of 0.9995 and relative standard deviation
of 90.88%. Characterization of the electroactive process included an examination of the degree of reversibility.
Various parameters such as the effect of pH, volume of aqueous phase and interference of a number of metal ions
on the determination of tin has been studied in detail to optimize the conditions for determination in standard alloys
and environmental samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Differential pulse polarography; Tin determination; Standard alloys; Environmental samples; 2-Nitroso-1-
naphthol-4 sulfonic acid; Tetradecyldimethylbenzylammonium chloride; Microcrystalline naphthalene

1. Introduction

The reagent 2-nitroso-1-naphthol-4-sulfonic
acid (nitroso-S salt) was introduced by Hoffman
[1] for the qualitative and later by Wise and
Brandt [2] for the quantitative determination of

* Corresponding author. Tel.: +98 341 237001-9; fax: +98
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0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00254-9



M.A. Taher, B.K. Puri / Talanta 48 (1999) 355–362356

cobalt. This reagent reacts with many metal ions
of form water-soluble, colored chelate complex
and has been applied widely in the liquid–liquid
extraction spectrophotometric determination of
metals in materials [3]. The most common tech-
niques available for the pre-concentration of
metals from aqueous samples are solvent extrac-
tion, and column methods using various adsor-
bents such as thiol cotton [4], activated carbon [5],
adsorption resins [6,7], green tea leaves [8], chelat-
ing resins [9], cellulose [10], and polythioether [11].
Although some of these adsorbents are fairly ef-
fective but their methods of preparation are
lengthy, and also involve rigid conditions. Solvent
extraction is a simple and convenient technique
for separating and concentrating metal ions, but it
can not be applied directly to metal ions, which
form stable complexes with the chelating agents
only at elevated temperature. This difficulty can
be overcome by using naphthalene as the extrac-
tant [12] for thermally stable metal chelates [13].
Solid–liquid separation after adsorption of metal
chelates on microcrystalline naphthalene is more
rapid and convenient, and can be applied to many
types of metal complexes [14–16]. The preconcen-
tration of this metal ion is also possible by passing
their aqueous solutions over nitroso-S-TDBA-
naphthalene adsorbent taken in a column. The
microcrystalline naphthalene is rapid but the
column method gives a better preconcentration
factor [17–19].

In the literature, attention has been paid to the
direct polarographic determination of metals after
extraction of their metal complexes into organic
solvents [20–24]. Unfortunately, electro-chemical
methods for the direct determination of reducible
substances require that the solvent used should
have a fairly high dielectric constant in order to
obtain well defined polarograms. Therefore, the
organic phases after extraction have to be mixed
with a suitable solvent of high dielectric constant
to obtain well defined polarograms [25,26]. The
main disadvantages of this method are that sensi-
tivity is lost and the preconcentration factor is
considerably lowered. Hence, the aim of precon-
centration and direct determination of a metal is
lost. For the direct determination of metal ions
after extraction of their metal complexes into

molten naphthalene, and dissolution of the
product in an organic solvent such as dimethylfor-
mamide [27], an inert gas normally N2 or H2 has
to be passed for at least 10–15 min to remove
dissolved oxygen, again making the method more
time consuming and less reproducible owing to
the partial evaporation of the organic solvent.

In the present paper, we have developed a
simple, rapid and economical method for the di-
rect differential pulse polarographic determina-
tion of tin after adsorption of its nitroso-
S-tetradecyldimethylbenzylammonium (TDBA)
complex onto microcrystalline naphthalene, and
subsequent desorption by 10 ml of 3.5 M hy-
drochloric acid. After desorption of the metal
complex with HCl onto microcrystalline naph-
thalene method, there is no need to remove naph-
thalene, and HCl itself acts as a supporting
electrolyte. The dissolved O2 may be removed by
NaBH4 solution which provide additional NaCl in
the reaction of NaBH4 with HCl which can also
acts as a supporting electrolyte and control the
pH of the medium at the same time. The reagent
Nitroso-S selected is very cheap, easily accessible
and does not interfere in the polarography estima-
tion of this metal ion. Most of the problems with
above mentioned polarographic methods are
solved by this method. The various parameters
have been evaluated. The method is found to be
highly selective, rapid, economical and fairly sen-
sitive, the developed procedure has been used for
determination of trace amount of tin in various
standard alloys and environmental samples.

2. Experimental

2.1. Apparatus and reagents

Polarograms were recorded with an Elico CL-
90 three electrodes polarography. It was outfitted
with a model LR-108 X-Y recorder. Cyclic
voltammograms were recorded with a cyclic
voltammeter (model CV-27) outfitted with a X-Y-
T recorder. All atomic absorption measurements
were made using an atomic absorption spectrome-
ter (Varian AA model 475). The glass column
used for the preconcentration was 60 mm long
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Fig. 1. Effect of pH of adsorption of tin complex: tin, 15 mg in
10 ml final solution [8 ml 3.5 M HCl and 2 ml 0.002% (v/v)
Triton X-100]; reference, reagent blank. Instrumental setting:
scan rate, 12 mV s−1; X=Y=100 mV cm−1; sensitivity, 0.1
mA V−1; drop time, 0.5 s.

Fig. 3. Calibration curve for tin. Conditions and instrumental
setting same as in Fig. 2.

water. A 20% solution of naphthalene was pre-
pared in acetone. A 4% solution of NaBH4 was
prepared in 0.2 M NaOH solution. Solutions of
alkali metal salts (1%) and various metal salts
(0.1%) were used for studying the interference of

and had an i.d. of 7 mm. It was plugged with
polypropylene fibers and filled with the adsorbent
to a height of 1.0–1.2 cm after slightly pressing/
compacting with a flat glass rod.

An Elico pH meter was employed for pH mea-
surements. Tin chloride solution was prepared by
dissolving in a few ml of concentrated HCl by
heating on a hot plate. After cooling, the solution
was diluted with doubly distilled water and stan-
dardized by established method [28]. A 1% solu-
tion of tetradecyldimethylbenzylammonium-4-sul-
fonic acid (nitroso-S) was prepared using distilled

Table 1
Effect of foreign salts and ions

Tolerance limitSalt or ion
(mg)

1 gCH3COONa.3H2O, KNO3

NH4SO4 250
NaF 200
NH4Br 150

90KSCN
KI, NaCl 70

50K2CO3, sodium oxalate
40Sodium potassium tartrate, trisodium

citrate
Na2 EDTA 100 mg
Zn(II), Mo(VI) 45
Mn(II) 40
Cr(VI), Se(VI) 15
Ti(VI), Ga(II), Al(III) 18

3U(VI), V(V), Te(IV)
Bi(III) 2.5

50 mg, 1.5aFe(III)
Rh(III), Ru(III), Cd(II) 1.7

1.3Pd(II), Os(VIII)
Co(II), Ni(II), Cu(II), Pb(II) 0.7

0.5Cr(VI), Sb(III)
Tl(I) 0.2

Tin was taken, 15 mg, in all tests.
a After masking with 2 ml of 5% triethanolamine solution.

Fig. 2. A typical differential pulse polarogram of tin. Condi-
tions and instrumental setting same as in Fig. 1.
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Table 2
Analysis of tin in standard alloys

Sample Composition % Concentration %

Found*+Certified value

Fe 0.017, Al 5.15 0.012 0.01190.001aNIST SRM 629 Zinc alloy
Mg 0.094, Cr 0.0008
Mn 0.0017, Ni 0.0075
Si 0.078, Cu 1.50
Pb 0.0135, Cd 0.0155

Ni 0.006, Mn 0.014 0.006 0.00690.0008bNIST SRM 94C Zn-base die casting alloy
Fe 0.018, Mg 0.042
Al 4.13, Cu 1.01, Pb 0.006
Cd 0.002

Mg 0.030, Fe 0.023 0.0042 0.004090.0004bNIST SRM 627 Zn-base alloy CE
Cr 0.0038, Mn 0.014
Ni 0.0029, Si 0.021
Al 3.88, Cu 0.132, Pb 0.0083
Cd 0.005

Mg 0.094, Fe 0.17, Cr 0.0008; 0.012 0.01190.002aNIST SRM 627 Zn-base alloy E
Mn 0.017, Ni 0.0075, Si 0.078
Al 5.15, Cu 0.50, Pb 0.0135
Cd 0.015

Si 0.41, Fe 0.54, Mn 0.011 0.05 0.05290.004aNKK 916 Al Alloy
Mg 0.10, Cr 0.05, Ni 0.06
Zn 0.30, Ti 0.10, V 0.02
Zr 0.05, Bi 0.03, B 0.0006
Co 0.03, Sb 0.01, Pb 0.04
Cd 0.27

A 2 ml volume of 5% triethanolamine solution was added as masking reagent.
a Microcrystalline naphthalene method was applied.
b Column method was applied.
* Average of five determinations, 9SD.
+ Standard addition method was applied.
NIST SRM, National Institute of Standards and Technology, Standard ReferenceMaterials.
NKK, Nippon Keikinzoku kogyo.

anions and cations, respectively. Buffer solution
of pH :10 was prepared by mixing of 0.5 M
ammonia and 0.5 M ammonium acetate solutions
in appropriate ratio.

2.2. Preparation of nitroso-S-TDBA-naphthalene
adsorbent

A solution of naphthalene was prepared by
dissolving 20 g naphthalene in 40 ml of acetone
on a hot-plate stirrer at :35°C. It was trans-
ferred to a beaker containing 1500 ml of distilled

water and 0.9 g (0.0028 mol) of nitroso-S salt in a
fast stream with continuous stirring at room tem-
perature. TDBA+ Cl− (1.2 g, 0.0031 mol) was
dissolved in 500 ml of distilled water by warming
on a hot plate. It was mixed with the above
solution (naphthalene-acetone-nitroso-S salt in
water). The yellow naphthalene material co-pre-
cipitated with TDBA and nitroso-S was stirred
for about 2 h and then allowed to stand for
another 2 h at room temperature. The superna-
tant solution was decanted off and the residue
washed twice with distilled water. The adsorbent
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Table 3
Analysis of tin in environmental samples

Sample Amount found byAmount found by
present method* AAS+* (mg g−1)
(mg g−1)

5.2690.03 5.2590.06Fly ash near Indraprastha, (IP) power station, New Delhi, India

13.4890.0813.4590.06Soil near Wazirpur industrial area, New Delhi, India

2.4490.052.4590.04Sediment of Yamuna river near Wazirpur industrial waste disposal point, New
Delhi, India

31293 mg ml−131094 mg ml−1Industrial effluents from electroplating and ceramic industry, Wazirpur industrial
area, New Delhi, India

A 2 ml volume of 5% triethanolamine solution was added as masking reagent.
* Average of five determinations, 9SD.
+ After preconcentration by column method.

in the form of slurry was stored in a brown bottle
for subsequent use.

2.3. General procedure onto microcrystalline
naphthalene

An aliquot of tin solution (containing 5–2200
mg) was placed in a 100 ml of an Erlenmeyer flask
with tightly fitting stopper. Then 1 ml of 0.1% of
the reagent (nitroso-S) was added to it and the
mixture was diluted to 30–40 ml with water. The
pH was adjusted to :10 with 2 ml of the buffer,
then, 2 ml of 1% TDBA solution was added. The
solution was mixed well and allowed to stand for
a few seconds. Then, 2 ml of a 20% solution of
napthalene in acetone was added to it, shaking
continuously. The solid mass so formed, consist-
ing of naphthalene and metal complex was sepa-
rated by filtration on a Whatman filter paper (No.
1041). The residue was shaken vigorously with 8
ml of 3.5 M hydrochloric acid and transferred to
the polarographic cell. After the addition of 2 ml
of 0.002% (v/v) Triton X-100 solution, the differ-
ential pulse polarogram was recorded.

2.4. General procedure by column method

An aliquot of tin solution containing 5–2200
mg of tin was taken in 25 ml beaker. The pH of
this solution was adjusted to 10 with the addition
of 2 ml of a buffer solution and diluted it to :15

ml with distilled water. The column loaded with
the adsorbent nitroso-S-TDBA-naphthalene was
conditioned to pH 10 with 2–3 ml of buffer and
then the metal solution was passed through the
column at a flow rate of 1 ml min−1. The packing
was washed with a small volume of water. Des-
orption of metal was carried out by passing 8 ml
of 3.5 M of HCl at a flow rate of 1 ml min−1 and
the solution was transferred to the polarogaphic
cell. After the addition of 2 ml of 0.002% (v/v)
Triton X-100 solution, the differential pulse polar-
ogram was recorded.

3. Results and discussion

3.1. Re6ersibility of tin reduction process

In the present work, the differential pulse polar-
ograms for tin, in HCl-Triton X-100 medium as
supporting electrolyte, show half peak widths of
6193 mV, in both normal and reverse scan
modes. Plots of the applied potential versus log
[i/(id− i )] from d.c. polarogram has slope of −
4193 mV (r=0.999, and N=5, where r is the
correlation coefficient and N is the number of
data points). The cyclic voltammogram of tin
reveals that tin gives cathodic and anodic peaks
with DEp −7513 mV and the ratio of cathodic
peak current (Ipc) and anodic peak current (Ipa) is
found to be 1.8. Hence, all these studies clearly
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establish the quasi-reversibility of tin reduction
process under these conditions [29,30].

3.2. Retention characteristics of nitroso-S-TDBA-
naphthalene

The TDBA chloride is water soluble well
known quaternary ammonium salt widely used as
a counter ion in anionic metal complexes in the
solvent extraction of metals. The reagent 2-ni-
troso-1-naphthol-4-sulfonic acid has one sulfonic
acid group capable of dissociation and thus it can
form ion pairs (nitroso-S :TDBA=1:1) with qua-
ternary ammonium cations as follows:

C10H5(OH)(NO)−SO3
− + (R)4N+

X [C10H5(OH)(NO)−SO3]−[R4N]+ (1)

The ion pair formed between the anionic ni-
troso-S and cationic TDBA+ is easily co-precipi-
tated with microcrystalline naphthalene. The
ion-pair reaction between nitroso-S and several
well known quaternary ammonium salts was
therefore tried to develop new adsorbents. Prelim-
inary results indicated that only TDBA+ and
cetyltrimethylammonium (CTMA+) can form an
ion-pair with nitroso-S. In the present study
TDBA+ as the counter ion has been selected,
since it is relatively cheaper than CTMA+ and
has excellent retention characteristics of metal
ions.

3.3. Reaction conditions

The reaction conditions were investigated with
15 mg of tin. Adsorption were carried out at
different pH, keeping other variables constant. It
was found that the tin complex was quantitatively
adsorbed on naphthalene in the pH range 8.7–
10.6 (Fig. 1). Addition of 0.5–10 ml of buffer did
not have any effect on the adsorption, therefore,
2.0 ml of the ammonium acetate buffer was used
in all the subsequent experiments. The reagent
concentration was also varied. It was found that
adsorption was quantitative for 0.7–4.0 ml of
0.1% reagent. Consequently, 2.0 ml of reagent
solution was used in subsequent studies. Various
amounts of naphthalene was added to the sample

solution, keeping other variables constant, it was
observed that the peak height remained constant
with the addition of 0.8–3.5 ml of 20% naph-
thalene solution. Therefore, 2 ml of 20% naph-
thalene solution was used in subsequent studies.
The effect of shaking time on the adsorption
indicated that the peak height remained constant
over the range of 0.5–7.0 min. Therefore, 1 min
of shaking time was recommended in the present
work.

While in the case of column method, the flow
rate was varied from 0.5 to 8 ml min−1, it was
found that a flow rate of 0.5–5.0 ml min−1 did
not affect adsorption. A flow rate of 1 ml min−1

was recommended in all experiments.
The volume of the aqueous phase was varied in

the range of 10–700 ml under the optimum condi-
tions, keeping other variables constant. It was
observed that the signal height was almost con-
stant up to 200 ml (preconcentration factor of 20).
However, for convenience, all the experiments
were carried out with 40 ml of the aqueous phase.

Whereas, in the case of column method, peak
height was almost constant up to an aqueous
phase volume of 600 ml. Therefore, a preconcen-
tration factor of 60 can be achieved by the
column.

Preliminary observations indicated that tin
complex was desorbed completely with 8–10 ml
of 3.0–4.0 M hydrochloric acid. Therefore, 8–10
ml of 3.5 M hydrochloric acid was used in the
present work.

3.4. Retention capacity of the adsorbent

The retention capacity of adsorbent was deter-
mined by a batch method. The experiment was
performed by taking 500 mg of tin, 2 ml of the
buffer (pH:10) and 40 ml of water in a beaker.
This solution was transferred into a separatory
funnel and then a suitable amount of the adsor-
bent nitroso-S-TDBA-naphthalene added to it.
The separatory funnel was vigorously shaken on a
mechanical shaker for 5 min. The solid mass was
separated by filtration and tin was determined
from the filtrate by AAS. The solid mass on the
filter paper was dried in an oven, kept in a
dessicator, and then weighed to know the mass of
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the adsorbent. The maximum amount of tin re-
tained was 6.5 mg g−1 of nitroso-S-salt, the ad-
sorbent. It was also noted that the retention
capacity depends on the amount of TDBA and
nitroso-S supported on naphthalene. From the
stoichiometry in Eq. (1), the molar ratio of ni-
troso-S and TDBA+ is 1:1. From the observa-
tions on the preparation of the adsorbent, it was
found that the use of nitroso-S (0.9 g:0.0028
M), TDBA+ (1.2 g:0.0031 M) and 20 g of
naphthalene were enough for the complete reten-
tion of the metal ions.

3.5. Calibration

A typical polarogram for tin is given in Fig. 2.
A calibration graph for the determination of tin
was prepared according to the general procedure
under the optimum conditions developed above
from its differential pulse polarogram with differ-
ent concentration. The detection limit was 0.15 mg
ml−1 (signal to noise ratio=2) and this was
linear over the concentration range 0.5–220 mg
ml−1 (Fig. 3) with a correlation coefficient of
0.9995 and a relative standard deviation of 9
0.88%.

3.6. Effect of foreign ions

Various salts and metal ions were added indi-
vidually to a solution containing 15 mg of tin and
the general procedure was applied. The tolerance
limit (errorB3%) is given in Table 1. Among the
salts examined, most did not interfere at the g–
mg level, only EDTA interfered seriously due to
the higher formation constant of tin–EDTA com-
plexes than the nitroso-S. Among the metal ions
studied, many did not interfere even at the milli-
gram level. Thus the method is highly selective
without the use of masking agents. The proposed
procedure has therefore been applied to the deter-
mination of tin in alloys and environmental sam-
ples without any prior separations.

3.7. Determination of tin in standard alloys

The proposed method has been applied to the
determination of tin in National Institute of Stan-

dards and Technology, Standard Reference Mate-
rials NIST SRM 629 zinc alloy, NIST SRM 94C
Zn-base die casting alloys, NIST SRM 627 Zn-
base alloy CE, NIST SRM 627 Zn-base alloy E
and in Nippon Keikinzoku Kogyo (NKK) 916 Al
alloy.

An appropriate amount sample of the standard
alloy was completely dissolved in :20 ml of
hydrochloric acid (1+1) by heating on a water-
bath and then 2 ml of 30% hydrogen peroxide was
added to the solution. The excess of peroxide was
decomposed by heating the solution on a water-
bath. the solution was cooled and filtered if
needed, and the filtrate was diluted to 100 ml with
double distilled water in a calibrated flask, 50–
100 ml of this solution was taken, and tin was
determined by the general procedure (Table 2).

3.8. Analysis of tin in en6ironmental samples

3.8.1. Solid en6ironmental samples
Solid environmental samples were dried in an

oven at 200°C for 2 h. A 1.0–10.0 g part of each
of the samples were decomposed with 5.0–6.0 M
HCl [31], then 3–5 ml of 30% hydrogen peroxide
was added to it. The mixture was heated in a hot
plate to almost dryness. The residue was then
dissolved in 10 ml of l M HCl, diluted with 10 ml
of distilled water and filtered if needed. Finally,
the solution was made up to 100 ml with distilled
water in a calibrated volumetric flask. An aliquot
of each solution (40–100 ml) was taken individu-
ally and analyzed by the general procedure after
masking iron(III) with triethanolamine solution.
The results are given in Table 3.

3.8.2. Liquid en6ironmental samples
A liquid volume of 100–1000 ml of environ-

mental sample was taken and 5 ml of concen-
trated HNO3 was added to it. The solution was
heated to almost dryness on a hot plate. The
residue was dissolved in 5 ml of l M HCl and
finally, the solution was made up to 100 ml with
distilled water in a calibrated volumetric flask
[32]. An aliquot of this sample solution (40–100
ml) was taken individualy and analyzed by the
general procedure after iron(III) was masked with
triethanolamine. The result is given in Table 3.
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4. Conclusions

It is difficult to obtain a well defined polaro-
gram in the traditional analysis for metals after
extraction of their complexes into an organic sol-
vent owing to the low dielectric constant of the
organic phase. Sensitivity is lost if it is mixed with
another solvent of high dielectric constant. An-
other major disadvantage is the removal of dis-
solved oxygen, which is a tedious and time
consuming process. Moreover, the reproducibility
of the method is effected by the partial evapora-
tion of organic solvent. The reported method has
solved most of these problems and has been suc-
cessfully tested for the determination of tin in
various environmental samples and standard al-
loys. The determination of tin by a cyclic voltam-
metric technique using a gold amalgamated
electrode after adsorption of tin complex onto
microcrystalline naphthalene or column method
can be possible, but the sensitivity and reproduci-
bility of this method are relatively low. Column
methods improve the preconcentration but are
time consuming.
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Abstract

A biosensor for the specific determination of hydrogen peroxide was developed using catalase (EC 1.11.1.6) in
combination with a dissolved oxygen probe. Catalase was immobilized with gelatin by means of glutaraldehyde and
fixed on a pretreated teflon membrane served as enzyme electrode. The electrode response was maximum when 50
mM phosphate buffer was used at pH 7.0 and at 35°C. The biosensor response depends linearly on hydrogen peroxide
concentration between 1.0×10−5 and 3.0×10−3 M with a response time of 30 s. The sensor is stable for \3
months so in this period \400 assays can be performed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Catalase; Hydrogen peroxide; Biosensor; Catalase electrode; Catalase immobilization

1. Introduction

Hydrogen peroxide is an important industrial
material, being used for waste water treatment,
sterilization and as a source of oxygen. Determi-
nation of hydrogen peroxide is also very impor-
tant in the food industry; e.g. it is added as
antibacterial agent to milk and has to be removed
by catalase addition before milk microbiologically
transformed into cheese. In addition to this the
detection of hydrogen peroxide plays and impor-
tant role in the electrochemistry of many enzyme
based amperometric biosensors [1,2]. This is not

only because hydrogen peroxide is itself an impor-
tant analyte in many areas, including industry,
clinical laboratory and the environment, but also
because many of the oxidases frequently used to
realize amperometric sensors for biologically im-
portant substrates have hydrogen peroxide as an
end product [3].

Hydrogen peroxide has been determined by
spectrophotometric [4,5], enzymatic [6], ther-
mooptic [7], and chemiluminescence [8,9]. These
techniques can suffer from various interferences
and can also be time-consuming, with many re-
quiring expensive reagents.

The aim of the present study is to develop a
relatively inexpensive and simple procedure to
determine hydrogen peroxide concentration.

* Corresponding author. Fax: +90 232 3881036; e-mail:
Erbchem@fenfak.ege.edu.tr

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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The amount of oxygen produced which was in
proportion to hydrogen peroxide concentration,
was determined by YSI 54 A model oxygenmeter
according to the reaction shown below;

H2O2 �
Catalase

1/2O2+H2O

For the preparation of catalase electrode, cata-
lase was immobilized on the surface of the YSI
5739 model oxygen probe. The enzyme was im-
mobilized directly on the gas permeable mem-
brane of a dissolved oxygen probe by
copolymerization with gelatin, using the bifunc-
tional agent glutaraldehyde.

2. Experimental

2.1. Chemicals

Catalase (EC 1.11.1.6) (from bovine liver), 225
bloom calf skin gelatin and glutaraldehyde were
obtained from Sigma, St. Louis, MO. All other
chemicals were purchased from E. Merck, Darm-
stadt, FRG.

2.2. Apparatus

YSI 5739 model dissolved oxygen (DO) probes
based on amperometric consist of Au (cathode),
Ag-AgCl (anode), half-saturated KCl (electrolyte)
and a teflon membrane (0.001 in. thick FEP teflon
membrane) which is selective for oxygen. DO
probes were connected to a YSI 54 A model
oxygenmeter (YSI, Yellow Springs, Ohio). Ultra-
thermostat (Colora, FRG) were also used.

2.3. Electrode preparation

The membrane (teflon membrane) of DO probe
was pretreated with a 0.5% lauryl sulphate solu-
tion in 50 mM phosphate buffer (pH 7.5). Cata-
lase (3.33 mg catalase ml−1 (9324.2 IU ml−1))
and 225 bloom gelatin (33.3 mg ml−1) were mixed
at 38°C in distilled water. The mixed solution (200
ml) was spread over the DO probe membrane
(1.13 cm2) and allowed to dry at 4°C for 2 h.
Finally it was immersed in 2.5% glutaraldehyde in
50 mM phosphate buffer (pH 7.5) for 3 min. The

enzyme electrode contained 0.59 mg catalase
cm−2 (1650.3 IU cm−2) and 5.9 mg cm−2 gelatin.

2.4. Measurements of oxygen production by
enzyme electrode

These were carried out at 35°C and varying
hydrogen peroxide concentrations in steady-state
condition. All the measurements were carried out
using a thermostatic cell [10,11]. In the steady-
state method, addition of hydrogen peroxide
caused a rapid current increase due to hydrogen
peroxide destruction in the enzyme layer, which
reached a steady-state, within 30 s and dissolved
oxygen was recorded by oxygen meter.

3. Results and discussion

3.1. Enzyme electrode optimization

3.1.1. Effect of pH
The pH dependence of the electrode signal was

investigated and a pH of 7.0 was found to be
optimum.

3.1.2. Effect of buffer system
The electrode response was examined in differ-

ent working buffers, such as phosphate, Tris–HCl
and HEPES buffers at 50 mM. The electrode
response was highest with phosphate buffer and
hence phosphate buffer was chosen as the work-
ing buffer.

3.1.3. Effect of buffer concentrations
Phosphate buffer at varying concentrations (25,

50 and 100 mM) was tested for maximum elec-
trode response. For 25 and 50 mM, the same
electrode response was found. However, in the
case of increasing the buffer concentration to 100
mM, the electrode response decreased �10%, in
comparison with 25 and 50 mM. This can be
explained in terms of the increasing effects of the
ionic strength on enzymatic activity as negative.
As the buffer capacity of 50 mM buffer concen-
tration was higher than the 25 mM one, it was
preferred. Therefore, 50 mM phosphate buffer
was used in all measurements throughout this
work.
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3.1.4. Effect of temperature
The effect of varying temperature (25–45°C) on

the response was examined (Fig. 1). The highest
electrode responses were observed between 30–
35°C. As a result of the effect of temperature on
enzymatic activity, electrode responses decreased
below and above these temperatures. Conse-
quently, 35°C was selected as the working
temperature.

3.1.5. Effect of the amount of the enzyme
The enzymatic activity of the bioactive mem-

brane layer depended upon the amount of enzyme
(Fig. 2). Below 82.5 IU cm−2 (2.95×10−2 mg
catalase cm−2) catalase activity value, the elec-
trode response decreased as a result of decreased
enzymatic activity and above this value, no in-
crease of sensitivity was observed due to limited
diffusion of substrates into extremely cross-linked
membrane layer. However, for the longer life time
of the electrode, enzymatic activity was chosen as
1650.3 IU cm−2 (0.59 mg catalase cm−2).

Fig. 2. Effect of enzyme amount on electrode response. Bioac-
tive membrane layers of catalase enzyme electrodes contain
fixed concentration of gelatin (5.9 mg cm−2) and varying
levels of catalase activity. The amount of catalase;-
-, 2.95×
10−4 mg catalase cm−2 (82.5×10−2 IU cm−2); -�-, 0.59×
10−3 mg catalase cm−2 (1650.3×10−3 cm−2); -�-,
2.95×10−2 mg catalase cm−2 (82.5 IU cm−2); -�-, 0.59 mg
catalase cm−2 (1650.3 IU cm−2); --, 11.8 mg catalase cm−2

(33005.8 IU cm−2).

Fig. 1. Effect of temperature on the catalase biosensor. The
amount of catalase and gelatin were kept constant as 0.59 mg
catalase cm−2 (1650.3×10−3 IU cm−2) and 5.9 mg gelatin
cm−2, respectively. Hydrogen peroxide concentration was 0.6
mM. Working conditions: phosphate buffer; pH: 7.0, 50 mM,
35°C.

3.1.6. Effect of amount of gelatin
The effect of varying amount of gelatin (5.9 mg

cm−2, 11.8 mg cm−2, 17.7 mg cm−2) on elec-
trode response was investigated. Increasing the
gelatin amount 2-fold and 3-fold in bioactive
membrane layer has caused a decrease in the
electrode response �7 and 14%, respectively.
High amounts of gelatin thicken the membrane
layer which increases the diffusion barrier. De-
pending on this fact, electrode responses decrease.
For the preparation of the membrane 5.9 mg
gelatin amount was preferred as both obtaining
high electrode responses and the practical prepa-
ration of the bioactive membrane layer.

3.2. Analytical characteristics

3.2.1. Linear range
Catalase enzyme electrode response depends

linearly on hydrogen peroxide concentration be-
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tween 1.0×10−5–3.0×10−3 M with response
time 30 s.

3.2.2. Accuracy
Hydrogen peroxide standard solutions (0.59

mM) prepared by dilution of a 9.79 M stock
solution. The biosensors when tested for its ac-
curacy on 18 standard solutions (n=18) of hy-
drogen peroxide containing equal amounts of
hydrogen peroxide gave 94.20×10−3 standard
deviation (SD) and 0.71% variation coefficient
(CV) as mean value for the assayed samples of
hydrogen peroxide.

3.2.3. Stability
The stability of the enzyme electrode was as-

sessed by its storage and operational efficiency.
In order to determine the biosensor storage sta-
bility, only five measurements were done for a 3
month period. The biosensor was not used ex-
cept this purpose. The enzyme electrode was
stored at 4°C in a flask which contains the some
amount of distilled water. The water provides a
moisture medium therefore the dryness of the
gelatin–catalase layer is prevented. All measure-
ments were carried out in the phosphate buffer
(pH 7.0, 50 mM) at 35°C. After the storage
period, it was determined that the retained activ-
ity of the enzyme electrode is \90% of its start-
ing activity (Fig. 3).

On the other hand, another catalase enzyme
electrode which has same properties was used
for the determination of operational stability of
the electrode. Five measurements were done per
day during a 3 month period. All measurements
were carried out in the phosphate buffer (pH
7.0, 50 mM) at 35°C. During the experimental
period \400 assays were carried out using the
same electrode.

The results obtained for this biosensor were
compared with those of earlier catalase sensors
and it was found that the new method is rapid,
uses conventional apparatus and its economical
in its use of enzyme. The advantage as com-
pared with the catalase electrode described by
Dajun [12] lies in expanding of the linear range
from 1.0×10−5–1.0×10−3 hydrogen peroxide

to 1.0×10−5–3.0×10−3. For the catalase sen-
sor described by Li [13], the response time is 5
min. In addition to these, for the bacteria based
biosensor of hydrogen peroxide developed by
Tai [14] life time has been reported to be 65
days. For the organic phase biosensors of hy-
drogen peroxide described by Wang [15], relative
standard deviations are 1.6–1.9%. For the
biosensor of hydrogen peroxide developed by
Dajun [12] the variation coefficient is 6.1%. On
the other hand, the response time and life time
of our sensor are 30 s and at least 3 months,
respectively. At the reproducibility studies, stan-
dard deviation and variation coefficient of our
sensor are 94.20×10−3 and 0.71%, respec-
tively. However, \400 assays can be performed
during 3 months with the sensor based on cata-
lase immobilized in gelatin, thus indicating
clear superiority of this method over the earlier
ones.

Fig. 3. The storage stability of catalase electrode. The amount
of catalase and gelatin were kept constant as 0.59 mg cata-
lase cm−2 (1650.3×10−3 IU cm−2) and 5.9 mg gelatin
cm−2, respectively. Hydrogen peroxide concentration was
0.04 mM. Working conditions: phosphate buffer; pH: 7.0,
50 mM, 35°C.
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Abstract

A simple, rapid and precise spectrophotometric method for the determination of Chromium (III and IV) has been
developed. The reaction of Cr(VI) with N,N-diethyl-1,4-phenylenediamine is almost complete in a twinkling, which
yields a red product with a wavelength of maximum absorption at 530 nm. Beer’s Law is obeyed in the Cr
concentration range of 0–2.0 mg ml−1. The molar absorptivity is 5.0×104 l mol−1 cm−1, limit of detection 0.002 mg
ml−1 and relative SD=1.13% for 5.04 mg Cr. The colouring rate and absorbance are not noticeably affected by
temperature from 2 to 45°C. The amounts of Cr(VI) and Cr(III) were measured by determining Cr(VI) first under the
condition of masking Cr(III) by cyclohexyldiamine tetraacetic acid, and then the total amount by oxidation of Cr(III).
The method was applied to the analyses of some industrial waste waters containing Cr with satisfactory results.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chromium; N,N-diethyl-1,4-phenylene diamine spectrophotometry; Cyclohexyldiamine tetraacetic acid

1. Introduction

There is little conclusive evidence of the toxic
effects of Cr(III) so far. In most cases, Cr(III) is
even considered to be an essential element in
nutrition [1]. Contrarily, Cr(VI) is a carcinogen.
Because of the unique biochemical roles of

chromium [2–4], the species analysis of the
chromium ions is very important not only in
environmental, clinical and biological research,
but also in the control of industrial waste water.
Usually, Cr(III) and Cr(VI) interfere with each
other in the species analysis. Hence, a two-stage
analysis is carried out by using chromatographic
[5–13], solvent extraction [14–17], precipitation
[18], volatility [19] and electrochemical separa-
tions [20,21]. Unfortunately, the results obtained

* Corresponding author. Fax: +86 731 8879672; e-mail:
x-hgs@csut.edu.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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have an unacceptable precision, a few of the good
analytical methods are very time-consuming and
some of the instruments are more complicated.

In this paper, a new method for the species
analysis of chromium will be reported, based on the
colour reaction of Cr(VI) with N,N-diethyl-1,4-
phenylenediamine sulphate (TSS) [22] in the pres-
ence of ethanol. The individual amount of Cr(VI)
is measured, first under the condition of masking
Cr(III) by cyclohexyldiamine tetraacetic acid (Cy-
DTA), then the total Cr after the oxidation of
Cr(III) into Cr(VI), and then the Cr(III) is obtained
from the difference. It has the principal advantages
of rapid colouring at room temperature, apparent
independence of the colouring rate and absorbance
from temperature, simple and convenient proce-
dure, better stability and selectivity, wide linear
range, higher sensitivity and good reproducibility

2. Experimental

2.1. Apparatus

A spectrophotometer (Model 72G, Shanghai
Analytical Instrument Factory) with stoppered
comparison cell of 1 cm (or 0.5 cm) optical path and
a pH meter (Model 25, Shanghai Kanchuan Metals
Factory) were used.

2.2. Reagents

Ethanol, 0.1% AgNO3 solution, and 25%
(NH4)2S2O8 solution.

HAc–NaAc buffer solution, pH 3.8 (25°C): 32
g anhydrous sodium acetate was dissolved in a
small amount of water, pH was adjusted to 3.8 with
glacial acetic acid (:134 ml) and diluted to 1000
ml with ethanol.

0.40% CyDTA solution: 2.0 g CyDTA was
dissolved in 50 ml of 4% NaOH solution, and the
resulting solution was diluted to 500 ml with
ethanol.

TSS ethanol solution: A mixture of 4.25 g TSS
and 10 ml of 1:1 H2SO4 was dissolved in ethanol
and diluted to 250 ml with ethanol. The solution
was stable in a light-proof bottle placed in a
refrigerator for up to 9 months.

The mixed standard solution of equimolar
Cr(III) and Cr(VI): 2.8289 g primary standard
K2Cr2O7 was dissolved in a small amount of water,
acidified with two drops of sulphuric acid, and
diluted to 1000 ml. The concentration of the Cr(VI)
stock solution was 1 g l−1. The stock solution of
1 g Cr(III) l−1 was prepared by reducing Cr(VI)
with H2O2. The mixed standard solution should be
prepared daily [23] by 100 times subsequent dilu-
tion of the stock solutions.

Redistilled water was used, other reagents except
chromium salts were of analytical grade.

2.3. Method for determination

Determination of Cr(VI): The standard or sam-
ple solution containing :10 mg Cr(VI) to be
measured and 8.0 ml HAc–NaAc buffer solution
was added into 25 ml comparison tubes, then 0.5
ml CyDTA solution was added to each one. After
shaking up the mixture, 1.5 ml TSS ethanol solu-
tion was added. It was diluted to the mark with
water and shaken up again. The absorbance at 530
nm wavelength was measured against the reagent
blank prepared in the same manner, in order to
obtain the amount of Cr(VI).

Determination of the total amount of Cr: A
known volume of standard of sample solution
containing total Cr of:10 mg, 10 ml water, 4 drops
0.1% AgNO3 solution and 1 ml 25% (NH4)2S2O8

solution, were added to 50 ml flasks, to oxidize
Cr(III) into Cr(VI). The solution was boiled and
vaporized to almost dry and then transformed
quantitatively into 25 ml comparison tubes with
HAc–NaAc buffer solution and water. The ab-
sorbance was measured in the same manner as
mentioned above, in order to obtain the total
amount of Cr.

3. Results

3.1. Absorption Spectra

The wavelength of maximum absorbance for the
chromophore product was 530 nm. The relative
molar absorption coefficient is 5.0×104 l
mol−1 · cm−1. Pure TSS had no absorption peak in
the wavelength range of 400–600 nm.
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3.2. Effect of acidity

The experimental results showed that, at pH
3.0–4.6, the absorbance is at a maximum and
fundamentally invariable. Hence, HAc–NaAc
buffer solution pH 3.8, was selected to control the
colouring acidity, considering the intrinsic acidic
or basic property of a sample.

3.3. Effect of reagent amounts

HAc–NaAc buffer solution: The experiment
showed that \6.0 ml of the buffer solution was
suitable and 8.0 ml was recommended.

TSS solution: The maximum and stable ab-
sorbance occurred when 1.0–2.5 ml TSS solution
was added under the selected conditions. There-
fore, 1.5 ml was selected.

CyDTA solution: CyDTA was used as a mask-
ing agent of Cr(III) and some other ions coexist-
ing with Cr(VI). The experiment showed that
under the selected conditions Cr(III) did not inter-
fere with determining Cr(VI) and the masking to
the other interfering ions was also very effective,
when the amount of CyDTA was ]0.20 ml.
Therefore, 0.5 ml CyDTA solution was recom-
mended. However, the amount of CyDTA used
should be properly increased, if the amount of
Cr(III) and the other ions is greater.

Ethanol: The effect of ethanol on the stability
of the colouring product is shown in Table 1. The
stable time of absorbance lasted for :20 min in
the non-ethanol medium. The more ethanol
present, the more the colour compound stabilized.
The absorbance lasted for \69 min and the
sensitivity increased by :10% when the ethanol
concentration was ]30%. However, a kind of
white precipitation emerged when the volume ra-
tio was ]57% . Therefore, the volume ratio of
31% was chosen, but the amount of ethanol used
could be somewhat decreased according to practi-
cal conditions.

3.4. Effects of temperature and time

The experiment showed that the colouring rate
and absorbance were virtually unaffected by tem-
perature between 2 and 45°C, and that the ab-

sorbance reached maximun value, almost in an
instant, after the beginning of the colour reaction.
It’s stable time was long, as shown in Table 1.

3.5. Analytical characteristics

Beer’s Law was obeyed over Cr concentration
range of 0–2.0 mg ml−1. The linear equation fixed
was A=0.009+0.464C (A, absorbance; C, Cr
concentration) and the correlation coefficient
0.998. The limit of detection was 0.002 mg ml−1.

3.6. Interferences

Forty-six diverse substances were added indi-
vidually to the test solution to examine their
influence. Under the condition of the pre-oxida-
tion of Cr(III), the valence states or existing forms
of some coexisting substances were changed. As a
result, their interferences with the determination
of Cr(VI) and the total Cr might be different.

Interferences with determining Cr(VI): Such
ions as NO3

−, SO4
2−, Ac−, C2O4

2−, HPO4
2−,

H2PO4
−, AsO3

3−, CyDTA anion, K+, Na+,
NH4

+, Mn2+, Ca2+, Mg2+, Ba2+, and Fe2+

were not of influence. The tolerance limits (error
5%) of the other interference substances are listed
in Table 2. MnO4

− and ClO− (or HClO, or Cl2)
have an influence on the determination. However,
they may be eliminated [24,25].

Table 1
The effect of ethanol on stability of the colouring product

Used amount of Absorbance Stable timea of ab-
ethanol (ml) sorbance (min)

0 0.340 20
0.3642.0 36
0.3764.0 49
0.3846.0 60
0.3858.0 69
0.385 7310.0
0.38412.0 76

14.0 0.385 78
14.5 0.384 80

Precipitation15.0 —
emerges
Precipitation16.0 —
emerges

a The absorbance decreased very slowly over the stable time.
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Table 2
The tolerance limits of the substances interference with the determination of 0.4 mg ml−1 of chromium (25 ml) with TSS under
selected conditions

Determination of Cr(VI) Determination of total Cr

Amount toleratedSubstance addedSubstance added Amount tolerated
(mg ml−1, 25 ml) (mg · ml−1, 25 ml)

200 Bi(III) 82Sb(III)
82 Pb(IV) Pb(II) As(V) As(III) 64Bi(III)
64 Mo(VI)Ni(II) 48Pb(IV)As(V)
48 Zn(II) Hg(II) Co(II) Ag(I)Mo(VI) Ni(II) 40

W(VI) Al(III) Mg(II) Sb(V) Sb(III) 3440Zn(II) Hg(II) Co(II) Ag(I)
Sn(IV) Sn(II) Fe(III) Fe(II) Cu(II) 16W(VI) Al(III) Mg(II) Sb(V) 34

14NHCl2Pb(II) 24
16 NH2ClSn(IV) Fe(III) Cu(II) 11.9

9.2 NCl3Cr(III) 11.2
8.0Cd(II)Cd(II)SO3

2− 8.0
7.1ClO−NO2

− 7.6
5.5 ClO2

−ClO3
− 5.0

ClO3
− 3.85.2Sn(II)

V(V) 1.7ClO2
− 1.9

V(V) 1.7
0.7NHCl2
0.5NH2Cl

NCl3 0.3

Interferences with determining total Cr: NO3
−,

NO2
−, SO4

2−, SO3
2−, Ac−, C2O4

2−, HPO4
2−,

H2PO4
−, CyDTA anion, K+, Na+, NH4

+, Ca2+,
Mg2+, and Ba2+ ions did not influence the mea-
surement of total Cr. The tolerance limits (error
5%) of the other interference substances are also
listed in Table 2.Mn2+ had an influence, because
it was oxidized into MnO4

−. The influence could
be eliminated as stated above.

3.7. Applications

The method (I) had been applied to the species
analysis of the chromium ions in industrial waste
water. The results are shown in Table 3.

4. Discussion

The pattern of the absorption spectrum and the
maximum absorption wavelength in the absence
of ethanol, were basically the same as in the

presence of it, but with a slight decrease in peak
factor. The same pattern showed that the ratio of
Cr(III):TSS in the colour complexes in medium
with or without ethanol, does not vary. This was
found to be 1:3, by spectrophotometry. The rea-
son for the difference in the intensity of the
maximum wavelength might be the difference of
the potentials of the Cr(VI)/Cr(III) electrode pair
[26] in the water–ethanol and water solvents. The
former was measured as 1.39 V and the latter as
1.32 V. The difference favours the reduction of
Cr(VI). In addition, Cr(III) can completely com-
plex with TSS at 50°C and in 56 min, to form the
same colouring product as Cr(VI).

It is found that 3.0\pH\4.6 is not suitable
for colouring acidity, because, to provide a pair of
coordinate electrons from TSS is difficult at pHB
3.0, while the oxidition ability of Cr(VI) will
decrease greatly at pH\4.6.

In general, the complex, whose ligand is Cy-
DTA, is the more stable among the complexes,
which consist of a metal ion and various common
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aminocarboxylic acids [27]. The experiment
showed that, among six common aminocarboxylic
acids EDTA, CyDTA, DTPA, EGTA, HEDTA,
and NTA, CyDTA is the best masking agent for
Cr(III). It can mask Cr(III) completely and does
not decrease the sensitivity.

At room temperature (25°C) and in the water–
ethanol mixture, the stability constants of
Cr(III)–CyDTA and Cr(III)–TSS were deter-
mined experimentally to be 1027.3 and 1032.9, re-
spectively. The calculation showed that CyDTA
does not interfere with the colour reaction be-
tween Cr(III) and TSS under the selected condi-
tions, which was also experimentally supported.
However, in the medium without ethanol, the
cumulation constant was found to be 1031.8. It
accords fundamentally with the stable time of the
colour complex.

As is well known, the composition of solvent
will influence the stability of a complex. Because
the mechanism is considerably complicated, there
has been little extensive research in this area,
although it is often mentioned in many literatures.
In our opinion, the main reason for the increase
of the stability of the colour complex in the
ethanol–water is as follows:

The nitrogen atom of TSS, that has a lone
electron pair, could take part in the following
resonance [28]

In HAc–NaAc buffer (pH 3.8) medium, B would
accept H+ prior to A to form

Therefore, the co-ordinate ability of B is weaker
than A. Because the polarity of ethanol solvent is
lower than water, A and B exist easy in ethanol
and water, respectively, according to the theory of
similarity compatibility, i.e. ethanol–water mixed
solvent is more favourable to the colour reaction
than water. Hence, the colour complex in
ethanol–water mixture is more stable than in

water. Ethanol does not have a great influence on
the colouring rate. The rates are all very fast,
regardless of whether or not the medium contains
ethanol. The halftimes of the former and the latter
were determined to be B200 s and :300 s,
respectively, by comparison to the maximum ab-
sorption of the colouring solution containing 10
mg Cr under the studied conditions (24°C). The
reason may be that most of the new-born (non-
hydrous) Cr(III) reduced from Cr(VI) could react
directly with TSS, and the Cr(III) solvated in the
mixed solvent also has higher activity in the
colouring co-ordination reaction than in pure wa-
ter, since the primary solvation shell of Cr(III)
contains ethanol and acetate [29,30]. In particular,
the introduction of acetate ion can decrease the
charge of the complex ion, weaken Cr(III)-ligand
bond in the solvated metal ion and make the
bond easily break. Therefore, the rate of the
substitution reaction, i.e. the colour reaction, in-
creases greatly.

5. Conclusion

The colour reaction of Cr(VI) with TSS in the
presence of ethanol and CyDTA, provides a sim-
ple and rapid spectrophotometric approach for
determining total Cr and the species analysis of
Cr(III) and Cr(VI). The method has very wide
linear range, excellent selectivity, reproducibility
and colour stability. The molar absorptivity is
5.0×104 l mol−1 cm−1, limit of detection 0.002
mg ml−1 and relative SD 1.13% for 5.04 mg Cr.
The colouring is almost instantaneous and both
the rate of the reaction and the absorbance are
independent of temperature in the range of 2–
45°C.
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Abstract

This work studies the effects of solvent and of dissolved oxygen in the determination of benzo[a ]pyrene (BaP) by
constant-wavelength synchronous spectrofluorimetry in smoke-flavour agents, as confirmation and quantification
techniques. The wavelength of the most intense peak at the optimum excitation–emission wavelength interval (20 or
110 nm in most of nine solvents) varied by up to 5 nm, and the detection and quantification limits by a factor of up
to 30. The best quantification limit was obtained with DMSO (0.09 mg l−1). The deoxygenation of the analyte
solution decreased detection and quantification limits, by a variable factor (8–1.13 in the case of n-hexane and
DMSO, respectively). © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spectrofluorimetry; Benzo[a ]pyrene; Dissolved oxygen; Smoke-flavour agents

1. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are
noted for their environmental persistence and
ubiquity, some are suspected carcinogens and/or
mutagens, necessitating monitoring of PAH levels
in diverse matrices (e.g. sediments, biota, and
foodstuffs). Often, benzo[a ]pyrene (BaP) is sought
as an indicator of the presence of other PAHs, for

example in drinking water [1], smoked food and
smoked-flavour agents [2].

Analysis of PAHs or BaP in foods and smoked-
flavour agents is problematic owing to the inher-
ent complexity of these matrices, and the low
analyte levels to be detected. To overcome these
problems, selective analytical techniques with very
low detection limits must be used, such as UV
absorption spectrophotometry or spectrofluorime-
try, the latter being 10–1000 times more sensitive
than the former. For highly complex matrices,
however, these techniques are not usually suffi-

* Corresponding author. Tel.: +34 981 594626; fax: +34
981 594912; e-mail: mlagey@usc.es
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PII S0039-9140(98)00261-6



M.S.G. Falcón et al. / Talanta 48 (1999) 377–384378

ciently selective, and so are used in combination
with liquid chromatography to clean up the sam-
ples. In the case of spectrofluorimetry, adequate
selectivity, with no loss in sensitivity, can be ob-
tained by using synchronous excitation. This tech-
nique first developed by Lloyd [3], increases
selectivity while maintaining sensitivity, and re-
duces experimental errors; it is rapid, simple and
particularly adequate as a method for routine
monitoring of organic pollutants, and it has been
used by various investigators for PAH analysis
[4–12].

The validity of any qualitative or quantitative
analytical method that employs fluorimetry is
highly dependent on the solvent used [13,14],
which should comply with a series of requirements.
It must have high purity, be transparent at the
excitation and emission wavelengths and be free of
interfering Raman or Rayleigh bands [7–9], and,
preferably be inexpensive and non-toxic, have high
extractive capacity, and enhance the fluorescence
of the analyte, and maintain it stable in solution.

The PAHs, especially BaP, are photosensitized
oxidation by dissolved oxygen [15–17]. Further-
more, the high efficiency of oxygen as a quencher
of excited states means that it can also interfere
with analysis by reducing fluorescence intensity.

In this work, we have studied the effects of more
commonly used solvents [18–22] and dissolved
oxygen on the determination of BaP by constant-
wavelength synchronous spectrofluorimetry in
smoked-flavour agents and its possible use as
confirmation and quantification technique.

2. Experimental

2.1. Apparatus

All spectrofluorimetric measurements were per-
formed in a Perkin-Elmer LS-50 luminescence
spectrometer equipped with a xenon lamp, Monk-
Gillieson monochromators and 1 cm quartz cu-
vettes with teflon stoppers. Spectral data
acquisition and processing were carried out by
means of the program Fluorescence Data Manager
(v. 2.5 and 3.5) on a PC (with 4 RAM) serially
interfaced (RS232C) to the LS-50.

2.2. Reagents and standards

BaP was supplied by Aldrich. Residue analysis
grade n-hexane, organic trace analysis grade
dichloromethane (DCM), analysis grade dimethyl-
sulfoxide (DMSO) and acetone were purchased
from Merck, HPLC grade methanol and acetoni-
trile (ACN) were from Scharlau, analysis grade
benzene, chloroform and toluene were from Nor-
masolv, and nitrogen (SEO N-45) was from the
Sociedad Española de Oxı́geno.

Stock solutions containing 100 mg l−1 of BaP
were prepared in n-hexane and were stored at 4°C
in glass vials wrapped in aluminium foil to avoid
possible light degradation. BaP standards (0.5, 1,
2, 4, and 8 mg l−1) were prepared by transferring
small aliquots of this stock solution into volumet-
ric flasks, evaporating the hexane under a nitrogen
stream, and diluting the residue with the solvent to
be studied.

Table 1
Optimum excitation–emission wavelength intervals (Dl) for
synchronous spectrofluorimetric analysis of BaP in nine sol-
vents, the peak wavelength for the most intense signal is also
given

Dl (nm) Peak wavelength (nm)Solvent

n-Hexane 20 384
110 295

387.520Toluene
301.5100

Benzene 387.520
298.5110

Chloroform 20 387.5
110 298.5

25Methanol 380.5
110 295.5

Dichloromethane 20 387
110 298

38520Acetone

Acetonitrile 38620
100 297

38920Dimethylsulfoxide
110 299
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Fig. 1. Three-dimensional and contour plots of synchronous fluorescence spectra of BaP in n-Hexane (excitation and emission slits:
5 nm; scan speed: 240 nm min−1).

2.3. Procedure

2.3.1. Effect of the sol6ent
Fifty synchronous scans of each of the nine

solvents, and also of 8 mg l−1 solutions of BaP
in each solvent, were recorded between 200 and
500 nm the fluorescence range of PAHs. In suc-
cessive scans, the wavelength interval between
the excitation and emission monochromators
(Dl) was increased by 5 nm, starting from 10
nm for the first scan [Dl=10+5(n−1) nm;
n=scan number]. The excitation and emission
slit-widths were both sets at 5 nm; the scan
speed was 240 nm min−1.

The optimum value of Dl for the analysis of
BaP in each solvent was selected by comparing
solvent and analyte spectra displayed in three
dimensions and as contour maps; in both cases,
these were obtained using the commercial graph-
ics program, Surfer, in conjunction with a pro-
gram written in-house in Turbo BASIC [23,24].

Having determined the optimum value of Dl

for each solvent, the standard solutions were an-
alyzed in triplicate.

2.3.2. Effect of dissol6ed oxygen
For each concentration of BaP in each of the

nine solvents, the sample was transferred to the
quartz cuvette and nitrogen was bubbled
through it at 50 ml min−1 for 2 min. Then, the
cuvette was closed and the synchronous fluores-
cence spectrum of the BaP was recorded at the
optimum Dl determined above. Analyses were
carried out in triplicate.

2.3.3. Sample analyses
These studies have been applied to real sam-

ples (water-soluble smoke). Extraction of BaP
from water-soluble smoke and subsequent clean-
up of the extracts were carried out as described
by Laffon et al. [25].

The n-hexane extract (5 ml) untreated and de-
oxygenated with nitrogen, were recorded be-
tween 200 and 500 nm at a scan speed of 240
nm min−1 and with excitation and emission
slits-widths both set to 5 nm. The excitation–
emission wavelength difference was 20 nm.

The n-hexane extract was evaporated, re-dis-
solved in DMSO (5 ml) and then, recorded un-
der the same conditions.
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Fig. 2. Three-dimensional and contour plots of synchronous fluorescence spectra of BaP in DMSO (excitation and emission slits:
5 nm; scan speed: 240 nm min−1).

3. Results and discussion

3.1. Effect of the sol6ent

First, the 3-dimensional and contour plots of
the spectra of each solvent studied were obtained
[24]. The optimum excitation–emission wave-
length interval for synchronous spectrofluorimet-
ric analysis of BaP in each solvent (Dl), together
with the wavelength at which the most intense
analyte peak appeared, is given in Table 1.

The 3-dimensional and contour plots were very
useful for the sensible choice of optimum Dl for
the analysis of BaP in each solvent (i.e. figures in
n-hexane and DMSO, Figs. 1 and 2). In most of
the solvents studied, a suitably intense, well re-
solved peak was obtained with a Dl of either 20
or 110 nm. Exceptions were methanol (Dl=25 or
110 nm), toluene (20 or 100 nm) and acetone (20
nm, acetone is opaque in UV region). The wave-
length of the most intense peak also varied ac-
cording to the solvent, ranging from 384 to 389
nm for Dl=20 nm, and from 295 to 299 nm for
Dl=110 nm, in n-hexane and in DMSO,
respectively.

None of the solvents produced peaks that inter-
fered with the signal for BaP at the optimum Dl,

the suitability of DCM, n-hexane and methanol
for spectrofluorimetric analysis of PAHs has been
studied previously, [24]. Calibration lines were
constructed by regressing mean peak-height above
the baseline on standard concentration for each
solvent. Table 2 lists the regression and correla-
tion coefficients for the calibration lines at each
value of Dl. Table 3 gives the corresponding
detection limits (DL) and quantification limits
(QL), which were calculated following the guideli-
nes laid down by the ACS Subcommittee on
Environmental Analytical Chemistry [26] as the
concentration corresponding to the mean blank
signal plus 3 and 10 SD’s, respectively. The lowest
DL and QL were obtained for DMSO at Dl=
110 nm.

3.2. Effect of dissol6ed oxygen

The necessary time for complete deoxygenation
of the solutions was evaluated by making short
scans during deoxygenation. At a nitrogen flow
rate of 50 ml min−1, there was no appreciable
increase in the fluorescence intensity of the se-
lected peak for times longer than 2 min. The
possibility that the solution had been concen-
trated through evaporation of the solvent was
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Table 2
Regression and correlation coefficients for the calibration lines obtained for BaP determination in nine solvents by synchronous
spectrofluorimetry at the indicated values of Dl

rCalibration lineb range:Calibration linea range:Solvent Dl r
0.5–8 mg l−10.5–8 mg l−1(nm)

I=Ax+BI=Ax+B

BAA B

29.2 0.967n-Hexane 20 3.79 0.219 0.99990.9999
32.1 −0.707110 4.08 −0.342 0.9999 0.9999

16.4 1.201 0.9999Toluene 0.999820 6.40 −1.251
100 5.06 −0.043 0.9999

2.12725.71 0.9997Benzene 0.999920 10.6 0.152
0.9999110 10.2 −0.645

0.9996−1.73018.01Chloroform 0.999920 8.48 −0.577
0.9993−2.665110 9.29 −0.395 0.9999 19.92

28.19 −0.333Methanol 25 9.11 −0.432 0.9997 0.9999
−1.4020.9996 0.9999110 34.6110.8 −0.096

19.02 0.262Dichloromethane 20 8.55 0.910 0.9990 0.9990
0.99962.5350.9998110 19.9610.1 0.913

0.9999 24.12 −1.007 0.9999Acetone 20 6.24 0.189

−0.84924.72 0.9999Acetonitrile 0.999820 7.07 −0.236
0.9997 30.70 −0.869 0.9999110 8.77 0.098

0.067 0.9999Dimethylsulfoxide 20 21.59 0.079 0.9999 23.56
26.81 −0.561110 22.85 −0.455 0.99990.9999

a Untreated solution.
b Deoxygenated solution.

ruled out by comparing the scan for each solution
with that for the same solution after it had been
fully deoxygenated and then allowed to re-oxy-
genate. There were no appreciable differences be-
tween the intensities of the peaks in these scans.

The data for the calibration lines obtained with
deoxygenated solvents are listed in Table 2. This
table lists too the different slopes of the calibration
lines, an increase of the slope implies a greater
sensibility of the analyte. The greatest slopes were
obtained with deoxygenated solvents. DL and QL
for BaP in each solvent (Table 3), were calculated,
as above. Table 2 does not include these data for
the standard solutions in benzene and toluene for
Dl of 110 and 100 nm, respectively, since interfer-
ing peaks due to unknown impurities appeared in
the corresponding spectra of the deoxygenated

solutions. For these solutions, the lowest DL and
QL were obtained using acetone, acetonitrile or
n-hexane.

3.3. Quantification and confirmation of BaP in
water soluble liquid smoke

Although the fluorescence excitation maximum
for BaP in n-hexane was obtained with 110 nm
interval, the interferences of the samples were less
evident in the peak obtained with a 20 nm interval,
and so this peak was used for quantification.

Quantification of the BaP was performed by
measurement of the peak-height above the baseline
between 377 and 392 nm of the direct spectrum in
n-hexane (deoxygenated) solution obtained with
Dl=20 nm and with the calibration line.
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Table 3
Detection limits (DL) and quantification limits (QL) for BaP determination in nine solvents by synchronous spectrofluorimetry at
the indicated values of Dl

QLb (mg l−1) QLa/QLbQla (mg l−1)Solvent DLb (mg l−1)Dl (nm) Dla (mg l−1)

0.65 0.03 0.08 8.10n-Hexane 20 0.20
0.009 0.03110 0.07 0.23 7.67

0.066 0.22 2.23Toluene 0.4920 0.14
100 0.78 1.99

0.04 0.14Benzene 20 0.04 0.17 1.21
0.13110 0.03

0.061 0.18Chloroform 20 0.12 2.110.38
2.200.200.0600.44110 0.13

0.014 0.05Methanol 25 0.043 0.14 2.80
3.400.013 0.050.17110 0.044

0.02 0.08Dichloromethane 20 0.053 0.18 2.25
1.930.150.29 0.04110 0.086

0.12 0.008 0.03 4.00Acetone 20 0.032

0.01 0.05Acetonitrile 20 0.039 0.16 3.20
0.19 3.800.050.02110 0.058

0.08 1.13Dimethylsulfoxide 20 0.027 0.09 0.02
1.200.100.020.12110 0.03

a Untreated solution.
b Deoxygenated solution.

The concentration (in mg kg−1) of BaP in the
water-soluble liquid smoke was obtained by multi-
plying its concentration (mg l−1) in the hexane
eluate by a factor of 2.5 [25].

It was noted that the effect quenching of dis-
solved oxygen was also dependent on the solvent
used to dissolve the analyte: improvements in DL
could also be obtained by evaporating the hexane
and dissolving the extract in DMSO, as was
reflected in the finding that deoxygenation of this
DMSO solution increased BaP fluorescence by a
mean factor of 1.13, whereas a roughly 8.10 (Table
2) increase usually following deoxygenation of the
corresponding hexane solution. This difference and
the fact that the fluorescence excitation maximum
of BaP shifts to 389 nm in DMSO (Table 1) were
used to confirm the identity of the analyte (Fig. 3)

The BaP contents of the water-soluble smoke in
mg kg−1 are listed in Table 4. These results indicate
little differences with the results obtained by sec-
ond derivative [25]; this was possibly because the

obvious interferences observed in the peak ob-
tained with the direct spectrum due to background
absorption were effectively eliminated by taking
the second derivative.

4. Conclusions

1. Change in the solvent. The sensitivity of BaP
determination by constant-wavelength syn-
chronous spectrofluorimetry depends on the
solvent used: the lowest DL and QL are ob-
tained with DMSO, and the highest with n-
hexane.

2. The effects of oxygen quenching on the sensi-
tivity of BaP determination by this technique
also depend on the solvent, these effects are
smaller in benzene or DMSO and greatest in
n-hexane, for which roughly 8-fold improve-
ments in DL and QL can be obtained by
deoxygenation.
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Fig. 3. Synchronous spectra of sample 5 in: n-hexane (1); n-hexane deoxygenated (2); DMSO (3) and DMSO deoxygenated (4).

3. The possibility of obtaining low DL and QL
with synchronous spectrofluorimetric analysis
by deoxygenating this solvent, together with the
transparency in the UV/Vis range of hexane (see
ref. [21]), lead us to recommend n-hexane as

solvent for synchronous spectrofluorimetric
analysis of BaP.

4. The use of n-hexane and deoxygenation im-
prove the application of constant-wavelength
synchronous spectrofluorimetry to the analysis
of BaP in real sample.
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macéutics de Catalunya and Vocalı́a Nacional de Ali-
mentación del Consejo General de Colegios Oficiales
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Abstract

Diffuse reflectance spectrometry is shown to be useful for the quantitative determination of small amounts of
pollutants. The relation between sample concentration and reflectance is described by the Kubelka–Munk equation.
The experiments were performed with a laboratory constructed diode array spectrophotometer. We can obtain the
quantitative reflectance values of different precipitates like ammonium with Nessler’s reagent, hydrogenophosphate
with silver nitrate and a complex such as Cu(II) with dithiooxamide ‘rubeanic acid’ by forming a spot colour on filter
paper. We have obtained for each reagent a calibration curve by plotting the relative intensity of reflectance versus
the log of the mol (dm3)−1 concentration. The linearity was obtained for Cu(II) from 8×10−4 to 2.5×10−2 mol
l−1 with r2=0.9838 and from 10−3 to 10−1 mol l−1 for polyphosphate with r2=0.9975 and from 5×10−4 to
5×10−2 mol l−1 for ammonium with r2=0.9889. We can consider that for a direct measurement of the intensity
of reflectance, it is possible to perform quantitative spot-test analysis. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Phosphate; Ammonium; Copper(II); Reflectance

1. Introduction

It has been found that when drops of solution
come into contact with a suitable reagent on filter
paper coloured reaction products are produced on
the surface of the paper, producing distinct flecks
or rings within a circle wetted by water. This local

accumulation accompanying spot reaction on
filter paper is very important because it enhances
the discernibility of coloured reaction products,
especially if they are insoluble in aqueous media,
or when coloured water-soluble reaction products
are adsorbed on filter paper [1]. Furthermore, the
degree of colour spot was found to be propor-
tional to the concentration of the test analyte. The
limit of detection can be observed when a visible
colour appears on filter paper or on a spot
plate [1].

* Corresponding author. Tel.: +33 479 758844; fax +33
479 758843; e-mail: Antoine.Ghauch@procyon.Univ.savoie.fr
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The optical sensing of chemical species is based
on their interaction with light. Absorption, emis-
sion and reflection are the three common optical
techniques employed for measurement. In this
work, we are interested in reflectance spectrome-
try. The precision of reflectance spectrometry
measurements cannot be better than 10% as men-
tioned by Kealey [2], and then quantitative results
have often been considered unreliable. Neverthe-
less, the development of new techniques with opti-
cal fibres [3] or reflectance spheres has changed
the situation for the better [4–6].

If transmittance spectroscopy is considered a
quantitative and reproducible analysis, the reflec-
tance spectroscopy is considered qualitative and
non-reproducible due to the effect of the inhomo-
geneous media [7]. Wendlandt and Hetch [8] dis-
cussed the difference between specular reflection
and diffuse reflection and these phenomena are
important in quantitative analysis. Specular reflec-
tion or mirror reflection is defined by Fresnel
equations and occurs from smooth surfaces. Dif-
fuse reflection results by penetration of the inci-
dent radiation into the interior of the solid
substrate, and multiple scattering occurs after par-
tial absorption at the boundaries of individual
particles or fibres of the solid matrix. Ideal diffuse
reflection takes place when the angular distribu-
tion of the reflected radiation is independent of
the incidence angle of radiation source [9]. Thus,
it is interesting to show that the reflectance signal
is related to the analyte concentration on the
support [2–7].

In absorption analysis, a diminution of the
power of the radiation is noted when it passes
through the sample. The decrease in the light
intensity is determined by the number of ab-
sorbing species in the light path, and is related to
the concentration, C, of the absorbing species
through the Beer–Lambert equation: A= log I0/
I=olC (1). Where A is the optical density, l is the
length of the light path and o is the molar absorp-
tivity, which is characteristic of the analyte sub-
stance at a given wavelength.

In reflectance analysis, the optical density for
reflectance measurements is AR= − log TR where
TR=I/I0 is the reflecting power, I0 being the
intensity of incident radiant energy and I the

intensity of that which reflected by the medium.
TR varies between 0 and 1 and its equal to 1 when
the reflectance signal is set to the incident, condi-
tion which be accomplished with compressed
BaSO4, MgO, or KBr powder [2–10].

The most widely used model is the Kubelka–
Munk theory. Here, a thick semi-infinite scatter-
ing layer is assumed and reflectance, TR, is related
to the concentration, C, of the absorbing species
on the scattering layer through the molar absorp-
tivity, o, and the scattering coefficient s, as fol-
lows: F(TR)= (1−TR)2/2 TR=k/s (2) where
k=oC. Taking the logarithm of the remission
function gives log F(TR)= log k− log s (3). Thus,
if log F(TR) is plotted against the wavelength or
wave number for a sample, the curve should
correspond to the real absorption spectrum of the
compound determined by transmission measure-
ments, except for a displacement by − log s in the
ordinate direction [8].

Then, the remission function given in eq 3 can
be written: F(TR)=Cte. C (4). Where C is the
molar concentration and it has been assumed that
k=2.303oC, where o is the molar extinction coeffi-
cient and TR is the fraction of incident light
reflected by a sample [8].

A linear relation between TR and the sample
concentration is found by the application of
Kubelka–Munk equation for high and moderate
concentration but a distinct deviation from linear-
ity is observed for low sample concentration [11].

For quantitative purposes, many different cali-
brations plots can be proposed to empirically fit
TR to the concentration through linear relation-
ships. Some examples of these plots are: (a) log
(TR−T %R) versus 1/C; (b) [(1−TR)2/(2 TR)] versus
log C, and (c) (TR−T %R) versus [C/(1−C)],
where TR is the reflectance of the sample and T %R
is the reflectance of the support used which gives
good straight lines [8,10–15].

If we consider IR the reflectance intensity of the
matrix plus analyte/reagent/product and I %R the
reflectance intensity of the matrix, and if we ne-
glect scattering losses, I %R will always be greater
than IR. A linearity can be also obtained if we
plot: (I %R−IR) versus log C (eq 4).

Many works can be cited which evaluate quan-
titative analysis by reflectance spectrometry. Rei-
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necke et al. [11] utilised the exact value for the
absolute reflectance of KBr powder to detect a
low concentration of dioctyl phtalate.
Narayanaswamy et al [16] studied properties of
redox media equilibrium of some quinonoid indi-
cators when they are immobilised by adsorption
on XAD-2, synthetic copolymer, by reflectometry
measurement. Tubino et al [4] reported the detec-
tion of some metals Ni(II), Fe(II), and Cr(VI)
using a Labsphere reflectance accessory adapted
to a UV-Visible spectrophotometer. Oliveira et al.
[17] investigated reflectance spectrometry in deter-
mination of carbon monoxide in his colour reac-
tion with immobilised palladium(II) on paper.
Nakano et al. [18] studied the detection of hydro-
gen chloride using the intensity of reflected light,
which is proportional to the degree of colour
obtained by contacting it with pH paper.

In this study, a quantitative analysis carried out
by measuring the reflectance of the colour devel-
oped in complexation reactions occurring on filter
paper surfaces. We did not measure the transmis-
sion because filter paper is not transparent and
comparison would not be informative. A home-
built reflectometer was used for measurements. A
linear relationship for calibration curves was
achieved by plotting (I %R−IR) versus log analyte
concentration mol (dm3)−1. The results encourage
the application of reflectance measurements in
quantitative spot analysis, in spite of procedural
difficulties.

2. Experimental section

2.1. Reagents

All the chemicals were analytical-reagent grade
and used without further purification. Whatman
No. 1 filter paper was employed as a solid sub-
strate, and distilled water was used throughout.
Copper(II) sulfate, di-sodium hydrogenophos-
phate, ammonium sulfate, silver nitrate, were ob-
tained from Prolabo. Dithiooxamide 98%
(rubeanic acid), Nessler’s reagent, were acquired
from Aldrich. Whatman No. 1 filter paper was
purchased from Whatman International. Buffer
solutions were purchased from Reagecon.

2.2. Instrumentation

2.2.1. Schematic block diagram
The basic concept of this system is simple (Fig.

1). Light from 12 W halogen source is passed
through two lenses and guided to the region
where it interacts with a chemical transducer,
which placed into the sample compartment. This
interaction with the colour spot results in a varia-
tion of the optical signal, and the varied light,
which is encoded with chemical information is
collected into the detection system. A laboratory-
constructed sample holder was used. The angle of
incident exciting light is slightly less than 45° in
order to get more diffuse reflection and less specu-
lar component. A 40 mm2 circular window limited
the exposed paper area.

2.2.2. Spectrograph and detector system
After the reflected light passed through the lens

of spectrograph, a mirror directed the light beam
through a 200-mm entrance slit. The slit width
controlled the wavelength resolution at the detec-
tor, about 4.7 nm as configured. A smaller slit
would give finer resolution (unnecessary in this
application). A similar mirror directed the light
beam coming from the first one onto a diffraction
grating. This grating made by Jobin-Yvon has a
groove spacing of 200 lines mm−1. The diffrac-
tion grating spread the light beam across wave-
length from 200 to 800 nm. A third mirror
directed the beam to the diode array detector
made by Hamamatsu model S 3901-512 Channels.
The detector was calibrated for wavelengths by
measuring the output from a low-pressure mer-
cury vapour lamp, which contained a narrow-
band mercury emission line at 253.7 nm. The
lamp was removed after calibration. After initial
calibration, cheeks showed no drift in the position
of this 253.7-nm line. We note that for other lines
of the spectrum of the lamp, correction is made
automatically.

2.2.3. Computer control and data processing
system

A 486 DX-33 computer controlled all measure-
ment functions. Instrument control software was
developed at our laboratory, using the Microsoft
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Fig. 1. Instrumentation system for reflectance measurements: HS, halogen source; L, lenses; S, sample; M, mirrors; ES, entrance slit;
DG, diffraction grating; DA, diode array; PC, computer control and data processing system.

QuickBasic language. Communication with the
diode-array driver and detector used a data trans-
lation LAB PC from National Instrument 12-bit
analogue and digital I/O board.

The advantage of a diode-array detector over
the traditional motor driven scanning monochro-
mator and photomultiplier tube is that the entire
spectrum can be collected rapidly (35 ms). We can
create references of spectra for some pollutants
for qualitative measurements and after which a
quantitative procedure will be accomplished by
considering the optical density of the significant
pollutant at a specific absorption band.

2.3. Sample preparation

Different stocks solutions were prepared as
following.

2.3.1. Copper
A stock solution 5×10−2 M was prepared in

distilled water from solid CuSO4, 5H2O and di-

luted several times in order to create a calibration
curve. (8×10−4, 1×10−3, 2.5×10−3, 5×10−3,
8×10−3, 10−2 and 2.5×10−2 M). Rubeanic
acid, which is the ligand agent, was prepared to
give 0.5% in 96% ethanolic solution.

2.3.2. Phosphate
A stock solution 10−1 M was prepared in

distilled water from solid Na2HPO4, 12 H2O and
diluted several times in order to construct a cali-
bration curve. (10−3, 5×10−3, 10−2, and 5×
10−2 M. The reacting agent is a 0.5 M solution of
AgNO3 prepared in distilled water with other
dilutions.

2.3.3. Ammonium
A stock solution 5×10−2 M was prepared in

distilled water from solid (NH4)2SO4 and diluted
several times in order to create a calibration
curve, (5×10−4, 10−3, 4×10−3, 8×10−3,
10−2, and 5×10−2 M). The reacting solution is
the Nessler’s reagent.
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Filter paper was cut into 1-cm discs. We did not
consider the modification of the intrinsic reflec-
tance of the filter paper because we were inter-
ested by the intensity of radiant energy, which
reflected, by the media. Whatman No. 1 filter
paper transmittance measurements were taken.
The results have shown that the filter paper is not
transparent with the used exciting light. So we can
neglect its transmittance. The same results were
obtained after carrying out the spot test reactions.
All solutions were spotted with appropriate
reagents Vr, using 10 ml Hamilton microsyringe.
For all measurements, the reagent solutions were
spotted and subsequently, the analytes were added
on the centre of each disc. The blank was per-
formed by spotting batches of filter paper discs
with the proper quantities of analyte Va followed
by the appropriate volume of distilled water Vw

used for each test. Thus, each type of sample had
its own blank (I %R) and the total intensity mea-
sured for analyte (IR), was subtracted from the
blank.(I %R−IR).

All measurements were performed in a dark
chamber in order to reduce background noise
from ambient light. The reflectance spectrum
ranged from 350 up to 800 nm and the reflectance
values were taken at 650 nm for phosphate, at 533
nm for ammonium complex and at 665 nm for the
copper complex.

3. Results and discussion

To obtain the calibration curve of the Cu(II),
the blank was performed by spotting Va=2 ml
and Vw=2 ml. In order to have the reflectance of
the sample, Vw was replaced by Vr=2 ml of
rubeanic acid, the complex reagent. Before spot-
ting solutions on the surface of the matrix, What-
man No. 1 filter paper were soak with standard
pH solution from pH 4 to 10. Reactions of cop-
per(II) complexation were carrying out. A positive
reponse is indicated by appearance of an intense
green colour on the surface of the paper. We note
that it is no effect of pH on the reaction of
complexation between rubeanic acid and cop-
per(II). The calibration curve carrying out at pH
7 is presented in Fig. 2.

The copper(II)–rubeanic acid complex has a
maximum IR at 665 nm. All intensity reflectance
values were taken after 4 min, the drying time of
filter paper. The linear dynamic range LDR was
found from to be 5×10−4 to 2.5×10−2 mol l−1.
The sensitivity of the method was noted D=10
PPM [18]. The threshold of measure found in this
work is 5.4×10−4 M which is equivalent to 34
PPM if we plot the intersection of the curve with
the abscissa for y=1312.9 x−965.1 where x=
log (104 [Cu(II)])/mol l−1). This threshold is
greater than the background and close to the limit
of detection (LOD).

This threshold is higher than the limit of detec-
tion LOD found in literature because the green
colour in not very discernible at low concentra-
tion where plot was non linear. Also, at concen-
trations greater than 2.5×10−2 mol l−1, the spot
test develops an intense green colour and the
intensity value of reflectance is reduced because of
absorption.

The interference’s for copper(II) are those
found in the ‘Analyse qualitative minérale’ [19].
Nickel gives an intense violet spot; cobalt devel-
ops a brown colour. In the presence of these two
cations, we can discern the coloration of cop-
per(II) in the centre of the filter paper surrounded
by the circles of cobalt and nickel. These phenom-
ena were due to the difference in the diffusion of
cations or small particles migrate farther than

Fig. 2. Calibration curve for copper. Formation of a green
interior complex on batch of filter paper. Reflectance intensi-
ties were taken at 665 nm. The correlation coefficient is
r2=0.9838.
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Fig. 3. Calibration curve for HPO4
2−. Formation of a yellow

precipitate turned to black on the batch of filter paper. Reflec-
tance intensities were taken at 650 nm. The correlation coeffi-
cient is r2=0.9975.

time and precipitate stability. Fig. 4 illustrate the
reflectance spectrum of Ag2HPO4¡ with the reflec-
tance intensity IR plotted versus the wavelength.

The calibration curve shows a LDR for hy-
drogenophosphate from 10−3 to 10−1 M. The
threshold of measure found in this work is 3.5×
10−4 M. which equivalent to 33 PPM if we
consider the intersection of the curve of Fig. 4
with the abscissa for y=1285.3 x−698.55 where
x= log (104 [HPO4

2−]/mol l−1).
Another test based on the reduction of ammo-

nium phosphomolybdate gave a sensitivity D=10
PPM for phosphoric anions [18]. AsO4

3− and
SiO3

2− give the same reaction. A large number of
oxidants also gave analogous reaction.

To obtain the calibration curve of ammonium,
the blank was performed by spotting Va=2 ml
and Vw=3 ml. In order to have the reflectance of
the sample, Vw was replaced by Vr=3 ml of
Nessler’s reagent. A positive response was indi-
cated by the appearance of yellow colour on the
surface of the paper. The degree of colour is
proportional to the concentration of ammonium
spotted on the paper. The calibration curve is
presented on Fig. 5.

The calibration curve shows a LDR for ammo-
nium from 5×10−4 to 5×10−2 M. The
threshold of measure found in this work is 1.02×
10−4 M. which is equivalent to 3.67 PPM if we

large ones. Silver and mercury also interfere at
high concentration [18].

To obtain the calibration curve of hy-
drogenophosphate, the blank was performed by
spotting Va=2 ml and Vw=2 ml. In order to have
the reflectance of the sample, Vw was replaced by
Vr=2 ml of 0.5 M silver nitrate the complex
reagent. A positive reponse is indicated by the
appearance of yellow colour on the surface of the
paper. This colour subsequently disappeared and
changed to black in presence of excess of silver
nitrate and illumination with white light. The
calibration curve is presented in Fig. 3.

The precipitate Ag2HPO4¡ has a yellow colour,
but it is not stable and the intensity of black
colour developed is proportional to the yellow,
which represented the amount of hydrogenophos-
phate. We note that the more the disc filter paper
is illuminated in the same measurement, the more
the intensity of the reflectance decreases. We can
explain that by the formation of the metal oxide
or the metal itself by a photochemical reaction
induced by the incident light. We have derived a
calibration curve with different concentrations of
silver nitrate: 0.1; 0.25; 0.5 M and we have ob-
tained the best linearity with the 0.5 M solution at
650 nm. All measurements were taken after one
minute of illumination because at 30 s, paper
humidity is higher and this decrease the signal
(Fig. 6) and for more than 1 min, we risk loss

Fig. 4. Reflectance spectrum: formation of Ag2HPO4¡ precipi-
tate on filter paper. IR values were taken after 1 min of
illumination of substrate in the sample holder of the system.
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Fig. 5. Calibration curve for Ammonium. Formation of a
yellow–orange coloured precipitate NH2Hg2I3¡ on filter pa-
per. Reflectance intensities were taken at 533 nm. The correla-
tion coefficient is r2=0.9889.

Fig. 7. Reflectance spectrum of ammonium-Nessler’s reagent
complex NH2Hg2I3¡ was taken at 533 nm. [NH4

+]=5×10−2

M.

did not degrade with time. Fig. 6 shows the
increase of reflectance intensity. The intensity of
reflectance of filter paper is dependent of the
properties of this one. In fact, the more the hu-
midity of the filter paper is high, the more the
reflectance intensity decreases. This is due to the
effect of water molecules, which is trapped into
the fibre of cellulose, and then the paper ab-
sorbed a part of energy and reflected the diffuse
one.

All measurements of reflectance are realised at
533 nm. The reflectance spectrum of the com-
plex ammonium-Nessler’s reagent NH2Hg2I3¡ is
represented in Fig. 7.

Various methods were used in order to deter-
mine the amount of ammonia such as ab-
sorbance spectrophotometry based on Nessler’s
reagent or indophenol blue [20], fluorimetry [21],
or from the change of pH or conductance [22],
caused by the hydrolysis of ammonia in the ac-
ceptor solution. This principle has already been
used in clinical analysis for ammonia, not only
in flow systems but also in a spot test with dry
thin film [23,24].

All our results show that diffuse reflectance
spectrometry can be considered a quantitative
method for analysis in the visible region of the
spectrum. However, this type of spot test, in
which inorganic and organic reagents can be

consider the intersection of the curve of Fig. 5
with the abscissa for y=526.14 x−5.8769
where x= log (104 [NH4

+]/mol l−1). All IR val-
ues were taken 60 s after deposition of analyte
on filter paper. This was found to be the best
time to take measurements because we obtained
the best linearity and we could reduce the time
of analysis even through the complex formed

Fig. 6. Variation of reflectance intensity of filter paper spotted
with analyte solution versus time (s). [NH4

+]=5.10−2 M.
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used, is obviously limited to reactions which do
not require either strong heating or evaporation,
or a highly alkaline or acidic reaction theatre,
since filter paper or solid matrix is attacked in
such instances [1]. Using an optimised treatment
of digitised spectra can eliminate problems of
interference. This work has been made in our
laboratory in order to eliminate interference came
from the different constituents of water by the
UV-Vis absorption spectra [25].

To obtain a good linearity in our measure-
ments, we have chosen a portable sample holder,
which can be removed and replaced at the same
position. The incident light should be fixed on the
same spot of the filter paper, which represented 40
mm2 of surface. We should also have a good
uniformity for all colour spots on matrix. This
was accomplished by using a 10 ml Hamilton
microsyringe in order to develop equal coloured
areas at the centre of matrix.

4. Conclusion

The results show that the appropriate use of the
reflectance spectrometry leads to satisfying quan-
titative measurements. To ensure satisfactory re-
sults, some conditions must be respected, such as
uniform spot test colour, good reflectance holder
(metallic support or gelatine matrix), analyte solu-
tion will not reacted with the matrix and a short
distance between sample and detector. This work
shows the potential reflectance diffuse spectrome-
try for a quantitative analysis. Our system can be
accomplished by using fibre optical device or
reflectance microsphere [4]. One of the main goals
in this work is to build a routine reflectometer
apparatus in order to control water pollution. The
possibility of automation can be envisaged, im-
proving the quality and performance rate of the
results for quantitative analytical purposes.
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Abstract

The complex-formation equilibria of mercury(II) with penicillamine have been investigated in acidic and neutral
conditions. A liquid–liquid extraction method using dithizone as auxiliary ligand was applied for the determination
of the stability constants of three differently protonated 1:2 metal/ligand complexes formed at pHB3. Evidence has
been found by potentiometry and confirmed by Raman spectroscopy for the existence of 1:3 metal/ligand complex
besides 1:1 and 1:2 species at pH\4. The stability constants of HgL3H3

− and HgL2H− complexes as well as the
macroscopic protonation constants of the ligand were determined from pH-metric data. The binding sites in the
complexes with a special regard to the possible role of �COO− and �NH2 groups in the coordination have been
discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Mercury(II); Penicillamine; Stability constants

1. Introduction

Penicillamine (d-3,3-dimethylcysteine) is a che-
lating agent which facilitates the elimination of
certain heavy metal ions, including copper, lead
and mercury from the organism by the formation
of stable soluble complexes that are readily ex-
creted by the kidney [1]. Mercurimetric assays for
various penicilline compounds and penicillamine
itself are based on the high stability of mer-
cury(II)-penicillamine complexes as well [2].

Complexes of Hg2+ with penicillamine and the
chemically very similar L-cysteine have been inves-
tigated by several authors [3–6] applying pH-met-
ric methods exclusively.

Although Sugiura and Tanaka [5] have previ-
ously emphasized that the evaluation of pH-met-
ric data could not be carried out by the usual
methods in this case, the determined stability con-
stant of the Hg2+ –penicillamine 1:1 complex was
only an approximate one (lgb1=16.4). Doornbos
and Faber [7] raised first general doubts about the
sole application of a pH-metric method for the
determination of these stability constants. They
pointed out that, due to the very high stability of
these Hg(II)–sulfhydryl ligand complexes, there is
no real competition between protons and mer-
cury(II) ions.

In a polarographic study [8] on Hg(II)–cysteine
complexes the stoichiometry of complex species
was supposed to be 1:2, 2:2 and 3:2 without
explaining why the formation of 2:2 Hg–cysteine

* Corresponding author. Tel.: +36 1 3171488; fax: +36 1
318 1167; e-mail: tpaal@ogyi.hu

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00258-6
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complex instead of 1:1 one was assumed. The
stability constant b2=39.4 was published for Hg
(cysteine)2 complex by Van Der Linden and Beers
[9], who used a direct potentiometric method mea-
suring Hg2+ activity with a mercury indicator
electrode.

The complexation of Hg(II) by glutathione,
cysteine and penicillamine was studied by
Cheesman et al. [10] under excess ligand condi-
tions by 13C NMR spectroscopy. Formation of
Hg(thiol)3 complexes was concluded by them
from the chemical shift data and similar findings
were also reported by us [2] for penicillamine in
an earlier paper.

A liquid–liquid distribution method followed
by radiometric determination of the concentra-
tions of labelled Hg(II) both in the aqueous and
organic phases was applied and stability constants
lgb2=40.0 for Hg(HL)2 and lgb2=42.7 for HgL2

were determined by Stary et al. [11] studying
Hg(II)–cysteine equilibria. In spite of the several
papers published on Hg–thiol ligand complexes,
no stability constants for Hg(II) penicillamine 1:2
complexes have been published yet.

Moreover, although most of the authors agreed
that the deprotonated sulfhydryl groups are the
predominant binding sites in Hg(LH)2 complexes
(L-cysteine, penicillamine), there is still no agree-
ment in the possible role of amino and carboxyl
groups in the coordination [10,12,13].

The aim of the present work was to gain a
better understanding of Hg(II)–penicillamine
complex formation equilibria, to find a simple but
accurate liquid–liquid extraction method for the
determination of the differently protonated, ex-
tremely stable 1:2 complexes and to provide evi-
dence for the existence of Hg(penicillamine)3

complexes in slightly acidic and neutral solutions
as well as to accumulate data on their stability by
pH metric and Raman spectroscopic methods.

2. Experimental section

2.1. Materials

Penicillamine was purchased from Sigma. Mer-
curic perchlorate standard solutions were made by

dissolving mercuric oxide yellow (Merck) in
perchloric acid of known concentration. Dithi-
zone solutions in CCI4 were freshly diluted from a
stock solution specially purified [14]. All the
reagents used were of analytical grade.

2.2. Methods and instruments

During the pH-metric titrations e.m.f. were
measured with an OP-208 Precision Digital pH
meter (Radelkis, Hungary) using an OP-7183
glass electrode (Radelkis) and double liquid junc-
tion Ag/AgCl reference electrode (OP-0871P).
NaCl (0.5M) saturated with AgCl as inner and
NaClO4 (0.5M) as outer junction electrolytes were
applied.

During mercurimetric titrations at constant pH
e.m.f were measured using an additional digital
pH meter and an additional pair of electrodes
including a platinum wire electrode (OP 6123) and
another double junction reference electrode (OP-
0871P).

All e.m.f. measurements were carried out at
2590.1°C in a water-jacketed titration cell and a
continuous stream of oxygen-free nitrogen was
passed over the solutions.

For spechtrophotometric measurements in the
liquid–liquid extraction studies a Perkin-Elmer
Lambda UV/VIS spectrophotometer was
used.Raman spectra were recorded on a Cary
model 82 laser Raman spectrophotometer with
Spectra-physics model 164 argon ion laser (514.5
nm).

2.3. Symbols

HgT, LT, DT, Br−
T represent the total concen-

trations of mercury(II), penicillamine, dithizone
and bromide, respectively. I, ionic strength; L,
penicillamine; L2−, penicillamine deprotonated at
its sulphydryl, amino and carboxyl groups; LH−:
penicillamine with ionised carboxyl group and
protonated amino or sulphydryl groups; LH2,
penicillamine with protonated sulphydryl and
amino groups and ionised carboxyl group; LH+

3 ,
fully protonated penicillamine
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K1=
[LH−]

[L2−][H+]
, K2=

[LH2]
[L−][H+]

,

K3=
[LH3

+]
[LH2][H+]

the successive macroscopic protonation constants
of penicillamine

z̄ is the average number of protons ionized
from protonated penicillamine due to complex
formation with a mercury(II) ion; [], the actual
concentration of the species indicated in the
parenthesis; []org and []aq, the actual concentra-
tions in the organic and aqueous phases, respec-
tively.

b2ext=
[Hg(DH)2]org[H+]aq

2

[Hg2+]aq[DH2]org
2

the extraction stability constant of Hg(II)–dithi-
zone complex

lgb1, 9.00; lgb2, 17.10; lgb3, 19.40; lgb4, 21.00:
the logarithms of the stability constants of
HgBr+, HgBr2, HgBr3

− and HgBr4
2− complexes,

respectively. P represents the level of probability
for the confidence limits indicated; n, the number
of measured values used for the calculation of
the constant.

bxyz=
[HgxLyHz ]

[Hg2+]x[L2−]y[H+]z

the stability constants of mercury(II)–penicil-
lamine complexes.

2.4. Measurements

2.4.1. Potentiometric measurements
In order to maintain a constant ionic strength

throughout the titrations the ionic strength of all
solutions including the titrants was adjusted to
I=0.5 M with NaClO4.

For the determination of macroscopic proto-
nation constants of penicillamine the mixture of
20.0 ml of 0.1 M HClO4 and 10.0 ml of 6×
10−2 M penicillamine was titrated with stan-
dardised, carbonate-free 0.1 M NaOH,
measuring the pH of the solution.

For the determination of protonation constant
K3 more precisely 30.0 ml solution (0.5 M HClO4

and 0.1 M penicillamine) was titrated with 0.5 M
NaOH.

For studying Hg(II)–penicillamine complex
formation equilibria Calvin-titrations [15] and ti-
trations with Hg2+ at constant pH values were
carried out.

2.4.1.1. Cal6in titrations. The mixture of 5.0 ml
of 0.1 M penicillamine solution, 10.0 ml of 0.1
M HClO4 and 5.0 ml of 0.5 M NaClO4 solution
was titrated with 0.1 M NaOH. The same titra-
tion in the presence of 1.0 ml of 0.05 M
Hg(ClO4)2 containing 0.05 M free HClO4 was
also carried out. Titrations of 2.0, 4.0 and 8.0 ml
of 0.1 M penicillamine with 0.1 M NaOH in the
absence of mercury(II) and in the presence of
2.0, 8.0 and 0.4 ml of 0.05 M Hg(ClO4)2, respec-
tively, in the initial volumes of 20.0 ml were also
made.

2.4.1.2. Titrations with Hg2+ at constant pH 6al-
ues. The pH of 30.0 ml 6.6×10−2 M penicil-
lamine solution was adjusted to the required
initial value ranging from 2.0–8.5 with 0.1 M
NaOH or 0.1 M HClO4 first, and these solutions
were titrated with 0.05 M Hg(ClO4)2 solution
adjusting the pH of the solution with 0.1 M
NaOH, after each portion of 0.05 M Hg (ClO4)2

solution, to the initial value.
Mercurimetric titrations were carried out the

same way as titrations with Hg2+ at constant
pH, but e.m.f-s between the platinum wire and
the additional double junction reference elec-
trodes were also recorded.

2.4.2. Liquid/liquid extraction measurements
For the determination of both the extraction

stability constant (b2ext) of the Hg(HD)2 complex
and the stability constants of Hg(II)–penicil-
lamine complexes the equal volumes of aqueous
solutions of known concentrations (HgT, BrT

−, or
LT, [H+]) and dithizone solutions in CCl4 (DT)
were intensively shaken for 1 min at 2590.2°C.

The actual concentrations of the free dithizone
in the organic phase [H2D]org were measured
spectrophotometrically at the wavelength of 620
nm. The concentrations of the solutions are
shown in Table 1.
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Table 1
The concentrations (mol dm−3) of the solutions during the liquid/liquid extraction measurements for the determination of the
extraction stability constant of Hg(HD)2 complex (Part A) and of the stability constants of HgL2H2, HgL2H+

3 and HgL2H4
2+

complexes (Part B)

Part A

BrT
−×102 [H2D]org×105HgT×106 DT×105BrT

−×102 [H+]×102[H+]×102 DT×105 [H2D]org×105 HgT×105

20.0 1.722.50 15.0 20.0 1.72 1.35 5.00 15.0 1.12
0.8741.7220.02.50 45.6 9.002.00 2.02 1.62 5.00

41.7 2.00 2.022.50 1.0715.0 20.0 1.75 1.36 6.50
0.9642.022.003.00 28.2 40.820.0 1.75 1.55 7.50

1.80 1.134.00 44.2 2.00 2.02 1.39 7.50 18.0 20.0
1.421.8020.05.00 43.2 25.52.00 2.02 1.26 7.50

12.0 20.0 1.805.00 27.0 20.0 0.8401.72 1.48 7.50
6.00 20.0 1.805.00 21.0 20.0 1.72 0.5521.33 7.50

Part B

LT×103 [H+]×102 DT×105 [H2D]org×105HgT×105 LT×103 [H+]×102 DT×105 [H2D]org×105 HgT×105

2.814.77 1.790.250 2.54 2.901.90 2.84 2.54 1.25
3.48 4.72 2.810.500 1.921.87 1.90 2.84 2.12 1.25

2.81 2.110.500 4.633.41 4.651.90 2.84 2.35 1.25
9.90 2.970.750 1.19 19.9 1.20 0.65 1.25 1.07 1.16

1.592.979.810.750 2.38 2.1419.8 1.20 0.86 1.25
3.20 9.72 2.970.750 1.863.57 19.7 1.20 1.01 1.25

2.97 2.031.25 9.671.08 3.742.43 2.43 0.95 1.25
4.27 9.62 2.971.25 2.122.15 2.36 2.43 1.37 1.25

1.012.2819.91.25 2.69 1.472.33 2.43 1.52 1.25
2.94 19.7 2.281.25 1.393.23 2.29 2.43 1.66 1.25

1.822.2819.51.25 1.19 5.880.949 2.35 1.09 1.25
0.95 0.0562 2.291.25 2.38 0.901 0.962.35 1.49 1.25

1.432.290.05621.25 2.97 1.910.878 2.35 1.64 1.25
2.38 0.0562 2.291.25 1.463.56 0.856 2.35 1.77 1.25

2.29 1.661.25 0.05624.16 2.860.834 2.35 1.85 1.25
3.81 0.0562 2.291.25 1.16 4.91 1.822.81 0.80 1.25

1.25 2.32 4.82 2.81 1.61

2.4.3. Raman spectroscopic measurements
Raman spectra of penicillamine solutions

(LT=0.6, pH 7.1) and of solutions (LT=1.0 M,
HgT: 0.2 M, pH 7.10) were recorded and Raman
scattering intensities of SH stretching vibration at
2570 cm−1 and CH stretching vibration at 2940
cm−1 were measured.

3. Equations and calculations

(a) Determination of protonation constants K1

and K2 of penicillamine (12\pH\5)

LT=L2− +HL− +H2L (1)

From the law of electroneutrality

NaT
+ + [H+]− [OH−]−ClO4T

−

=2[L2−]+ [HL−] (2)

Dividing Eq. (1) by Eq. (2) and denoting with C
the left hand side of Eq. (3), which comprises the
measured data:

C=
LT

NaT
+ + [H+]− [OH−]−ClO4T

=
[L2−]+K1[H+][L2−]+K1K2[H+]2[L2−]

2[L2−]+K1[H+][L2−]
(3)
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After rearrangement of Eq. (3)

2C−1
(1−C)[H+]

=K1+K1K2

[H+]
1−C

(4)

Protonation constants K1 and K2 as well as
their standard deviations were gained by linear
regression from Eq. (4).

(b) K3 of penicillamine was calculated from the
pH-metric data (3.5\pH\0.7) with the formula:

K3=
LT

(ClO4T
− −NaT

+ − [H+])[H+]
−

1
[H+]

(5)

(c) Determination of extraction stability con-
stant of Hg(HD)2 complex

HgT= [Hg2+]aq+ [HgBr+]aq+ [HgBr2]aq

+ [HgBr3
−]aq+ [HgBr4

2−]aq+ [Hg(HD)2]org

(6)

DT= [H2D]org+2[Hg(HD)2]org (7)

Using the definitions of stability constants and
combining Eq. (6), and Eq. (7)

b2ext=
aBr(DT− [H2D]org)[H+]2

[H2D]org
2 (2HgT−DT+ [H2D]org)

(8)

where

aBr=1+b1BrT
− +b2(BrT

−)2+b3(BrT
−)3

+b4(BrT
−)4, since BrT\\HgT (9)

(d) Determination of stability constants b122,
b123, b124 from liquid/liquid extraction studies

HgT= [Hg2+]aq+ [Hg(HD)2]org+ [HgL2H2]aq

+ [HgL2H3]aq+ [HgL2H4]aq (10)

DT= [H2D]org+2[Hg(HD)2]org (11)

After combination of Eq. (10) and Eq. (11),
using the definitions of stability constants and
taking into account that LT\\HgT.

2HgTb2ext[H2D]org
2

DT− [H2D]org[H+]aq
2 −

b2ex[H2D]org
2

[H+]aq
2 −1

=
b122LT

2 [H+]aq
2

aH
2 +

b123LT
2 [H+]aq

3

aH
2 +

b124LT
2 [H+]aq

4

aH
2

(12)

where

aH=1+K1[H+]+K1K2[H+]2+K1K2K3[H+]3

As the left hand side of Eq. (12) comprises
measured data, b122, b123, b124 can be calculated
by three variables multiple linear regression.

(e) For determination of b121, and b133 from pH
metric measurements (4BpHB6.3) there were
two computer iteration methods used. In one
version values of [L2−] were gained with assumed
b121 and b133 from Eq. (13) first and values of z̄
were calculated from Eq. (14). After comparing of
z̄ calculated and obtained from the measurements
data by Eq. (15) b121 and b133 were refined until
the best curve fitting was obtained.

LT− [L2−]aH

HgT

=
2b122[H+]+2b121+3b133[H+]2[L2−]

b122[H+]+b121+b133[H+]2[L2−]
(13)

z̄=
2b122[H+]+3b121+3b133[H+]2[L2−]

b122[H+]+b121+b133[H+]2[L2−]
(14)

z̄=
VNaOHCNaOH−VHgCHClO4

VHgCHg

(15)

where
� VNaOH and CNaOH are the volumes (ml) and

concentration (M) of NaOH standard solutions
used to restore the initial pH of L solutions
after adding VHg ml of Hg(ClO4)2 standard
solution to them.

� CHg and CHClO4
are the Hg(II) and free HClO4

concentrations (M) of Hg(ClO4)2 standard
solutions.
The other version of computation was made by

the use of the nonlinear least squares program
PSEQUAD [16].

(f) Evaluation of Raman spectroscopic
measurements.

From the ratios of the Raman scattering inten-
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sities of SH and CH streching vibrations at 2570
and 2940 cm−1, respectively, the average number
of penicillamine molecules bound to one Hg(II)
ion through their sulphydryl groups was calcu-
lated by Eq. (16).

n̄=
LT1

HgT

�
1−

q1

q
�

(16)

where LT1 represents the total concentration of
the ligand in the solutions containing mercury(II)
(HgT); q1, the ratio of the intensities of SH and
CH vibrations specified above for the solutions of
ligand containing Hg(II) (LT1, HgT); q, the ratio
of the intensities of SH and CH vibrations in the
solutions of penicillamine that do not contain
Hg(II) and the pH of which is equal to that of the
solution with LT1 and HgT.

4. Results and discussion

Macroscopic protonation constants determined
in the present work (Table 2) are in good agree-
ment with the literature data [3,4,17].

Similarly, the water-carbon tetrachloride ex-
traction stability constant of Hg–dithizone 1:2
complex re-determined by us at 2590.2°C (I=
0.5 NaClO4) using bromide ions as auxiliary lig-
ands in the aqueous phase is in accordance with
the value of lgb2ext=26.8590.25 published by
Breant [18], who applied I− ions in her measure-
ments. The extraction stability constant
log b2ext=26.5390.05 (P=0.95, n=16) and
protonation constants determined in the present
study were used in the calculations of stability
constants of Hg(II)–penicillamine complexes.

Mercurimetric titration curves of penicillamine
at different constant pH values suggested, as ex-
pected, quantitative formation of 1:2 and 1:1 Hg–

Fig. 1. Potentiometric titration curves of penicillamine titrated
with Hg(ClO4)2 at constant pH (platinum wire indicator elec-
trode).

penicillamine complexes at metal ligand ratios of
1:2 and 1:1, respectively, even at very low pH (see
Fig. 1).

The average numbers of protons splitting off
the ligand(s) due to complexation with a mer-
cury(II)-ion /z̄/ calculated from pH-metric data
(Fig. 2) were not lower than 2.0 under pH 6.8.

This supports the doubts of Doornbos et Faber
[7] surrounding the applicability of the sole pH-
metric method for the determination of stability
constants of these complexes. However, these z̄
values provide some information on the possible
binding sites involved in complex formation. The
z̄=2.0 found at 1:1 HgT: LT ratio in the pH range
3.0–6.5 refers to the coordination involving both
sulphydryl and amino groups in the 1:1 complex,
since both of them are protonated in the free
ligand within this pH range.

z̄=2.0 found at pH even as low as 2.0, at
which �44% of the carboxyl groups of the free

Table 2
Macroscopic protonation constants of penicillamine

log confidence limits (P=0.95)log KConstant n

78K1 0.0110.42
780.017.88K2

K3 650.021.90
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Fig. 2. The average number of protons ionized from penicillamine due to complexation with a Hg(II) ion (z̄) as a function of
LT/HgT.

ligands are protonated, indicates, however, that the
latter probably do not take part in the coordina-
tion, and their protonation constant in the 1:1
complex does not differ significantly from K3 of the
free ligand.

The same z̄=2.0 values at HgT: LT ratios of
1:2–30 in the pH range 3.0–4.0 seem to be in
agreement again with the theory of the previous
authors [7–11] who supposed that two �SH groups
were involved through proton ionisation in 1:2
Hg–cysteine complex formation leaving the two
ammonium groups non-coordinated.

Values of z̄\2.0 at pH 2.0 at HgT: LT ratios of
1:2–30 do not allow us to decide whether addi-
tional partial coordination of carboxylate groups in
HgL2 complex occurs or the observed z̄=2.2 values
are the consequence of the slightly increased acid
dissociation of carboxyl groups in the 1:2 complex
compared to that of the free ligand. Due to the
quantitative complex formation stability constants
of complexes formed under pH 4.0 can not be
calculated from pH-metric data. For this purpose
a liquid–liquid extraction method was developed.

This method, similar to that of Stary and Kratzer
[11] used for studying Hg(II)–cysteine equilibria,
was based on the competition of dithizone and the
SH-ligand. In our experiments, however, the distri-

bution of Hg(II) between the organic phase con-
taining dithizone and the aqueous phase containing
penicillamine was not followed by radiometry,
using labelled Hg(II), but it was calculated from
HgT, LT, DT and [H2D]org data measured spec-
trophotometrically.

Under the conditions of the liquid/liquid extrac-
tion measurements the formation of 1:1 Hg–peni-
cillamine complexes cannot be expected as
LT\\HgT. However, due to the pH range ap-
plied (0.70BpHB3.25), the protonation of the
carboxyl groups of the 1:2 metal/ligand complexes,
i.e. the formation of HgL2H3

+ and HgL2H4
2+

complexes besides HgL2H2 species had to be as-
sumed.

The determined stability constants of the differ-
ently protonated HgL2 complexes (Fig. 3) are
shown in Table 3.

For the stability of the relevant HgL2H3
+ and

HgL2H4
2+ complexes with the related ligand cys-

teine there are no data available in the literature.
However, the values of b2= [HgL2H2]/[Hg2+]
[LH−]2 for the ligand of cysteine determined by
Van der Linden and Beers [9] and Stary and
Kratzer [11], respectively, can be compared to our
b122 taking into account that b122=b2 ·K1

2.
The stability constants for Hg(cysteine)2 com-
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Fig. 3. The structures of the HgL2H2, HgL2H+
3 and HgL2H4

2+ complexes.

plexes (Table 3) are of similar magnitude, al-
though in accordance with the differences in the
protonation constants of the two ligands they are
to some extent higher than the value of b122 for
penicillamine.

The ratio of b123 and b122 i.e. the protonation
constant of one of the �COO− groups in the
HgL2 complex is 97.7. This value is very similar to
the K3 of the free ligand (lgK3=1.90). Although
the ratio of b124 and b123 i.e. the protonation

constant of the other �COO− group in the
HgL2H+ complex is significantly lower (b124/
b123=28.2), even this increased acidity of the
second carboxyl group can not be regarded as an
evidence for its bonding to the mercury(II). The
difference of 0.54 between the logarithms of pro-
tonation constants of the two �COO− groups in
the 1:2 complex practically corresponds to the
value of 0.6, which is statistically expected for the
consecutive equilibria of this type.

Thus our results seem to reaffirm the theory of
non-coordinated carboxylates, and the formation
of linear 1:2 complexes with two coordinated
sulphydryl groups at pH values B4.0.

The values of z̄ varying between 2.00–2.80 in
the pH range of 4.00–6.70 (LT\HgT) could only
be explained by the formation of additional com-
plex species compared to those encountered in the
evaluation of liquid/liquid extraction results.

The pH-metric data were fitted against several
models assuming Hg–L complexes of different
stoichiometry and structure including mixed lig-
and complexes with L and OH− as well.

The best curve fitting was obtained by the
model comprising the additional formation of

Table 3
Stability constants of the HgL2H2, HgL2H3

+ and HgL2H4
2+

complexes

nlog confidence limitslog bConstant
(P=0.95)

b122 59.03 (60.4a, 330.02
61.0b)

33b123 61.02 0.02
b124 0.04 3362.47

a b122 for Hg(cysteine)2 complex calculated from b2 published
by Van der Linden and Beers [9].
b b122 for Hg(cysteine)2 complex calculated from b2 published
by Stary and Kratzer [11].
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Fig. 4. The structures of the HgL2H− and HgL3H−
3 complexes.

Table 4
Stability constants of the HgL2H− and HgL3H3

− complexes

log b log confidence limits (P=0.95)Constant n

52.03 40b121 0.02
0.01 40b133 72.43

to support the first, the strong tendency of Hg(II)
to form linear S�Hg�S type complexes instead of
trigonal planar ones is backing up the second
idea.

Equilibrium studies indicating the formation of
HgL3H3

− complex have not been published yet.
From 13C NMR spectra versus pH data in

alkaline medium (pH 9.5–11.5) the stability con-
stants of Kf3= [HgL3]/[HgL2][L], Kf3H= [HgL3H]/
[HgL2][HL], and Kf3H2

= [HgL3H2]/[HgL2H][HL]
were determined by Cheesman et al. [10]. Con-
verting b133 determined in the present work to
Kf3H3 by the formula:

Kf3H3
= [HgL3H3]/[HgL2H2][HL]=

b133

b122K1

to make it comparable to the published constants
lgKf3=3.5990.35, lgKf3H=3.3590.29 and
lgKf3H2=3.1190.25 of Cheesman et al. our

HgL2H− and HgL3H3
− complexes besides

HgL2H2 (see Fig. 4). The stability constants of
HgL2H− and HgL3H3

− are shown in Table 4.
In the complex HgL2H− both the additional

coordination of an �NH2 group and the increased
acid dissociation of one of the ammonium groups
of HgL2H2 complex without its coordination can
be assumed. Significantly increased acidity of the
ammonium group (pK=7.00) in the HgL2H2

complex compared to that of the free ligand seems

Fig. 5. pH dependence of species distributions at non-complexed ligand concentrations of 5×10−3 M (A) and 0.4 M (B).
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value of lgKf3H3=2.9890.06 was in very good
agreement with Cheesman’s constants.

Species distributions calculated with the deter-
mined stability constants (Fig. 5) show that in
solutions with LT=1.0 M, HgT=0.2 M, pH 7.0,
�97% of the total Hg(II) is present in 1:3 Hg/lig-
and complex.

From the Raman spectra of these solutions and
from those of penicillamine solutions without
Hg(II) q=0.6190.05 and q1=0.23590.03 were
gained. For the average number of ligands coordi-
nated to Hg(II) via their deprotonated �SH
groups n̄=3.07 was found by Eq. (16). This value
provides strong evidence for the formation of 1:3
complexes under conditions of LT/HgT\2 and
pH\4.
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Abstract

A method for the determination of acid volatile sulfides (AVS) in sediments, using a common elemental analyzer
with thermal conductivity detector, is proposed. The method uses a mixture of Sn and V2O5 for pyrolysis and
combustion to determine total sulfur (TS), and non volatile sulfur (NVS), after an acidic attack. AVS is calculated
as the difference between TS and NVS. The method for TS is validated by analyzing a certified reference material.
The recovery in the determination of acid volatile sulfide is determined by spiking a river sediment with ZnS. The
method is accurate and gives a good reproducibility, recovering 97.7–99.6% of the sulfur in the 0–3% total sulfur
content, with SD of :0.015%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Acid volatile sulfide; Sulfur; Elemental analyzer; Thermal conductivity detector; Polluted sediments

1. Introduction

The sulfur cycle in the environment is complex
due to the wide variety of naturally-occurring
forms and oxidation states [1]. Sulfur-containing
minerals are precipitated and accumulate under
different physico–chemical conditions and
through several pathways, in marine, lacustrine
and riverine sediments. In unpolluted aquatic sed-
iments, sulfur species are found in association
with iron [2], iron sulfide, usually present in the

form of pyrite (FeS2), or mackinawite (FeS),
which is the most common metal sulfide in sedi-
ments. In reducing conditions and in the presence
of organic matter, sulfates are reduced to dis-
solved sulfide and this may lead to the deposition
of insoluble metal sulfides, such as lead and cad-
mium. The acid volatile sulfides (AVS) can be
considered as a measure of mobilizable sulfides,
mainly iron monosulfide [3]. The relationship
AVS/free metal ion has been used as an indicator
of sediment quality [4] since, as long as excess
AVS is present, metal ions are present as insoluble
sulfides [5]. The complex environmental redox
variations influence the transformation of sulfides

* Corresponding author. Fax: +55 48 3319987; e-mail:
fiedler@reitoria.ufsc.br

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00257-4



H.D. Fiedler et al. / Talanta 48 (1999) 403–407404

and can promote the mobility of elements such as
Hg, Zn, Pb, Cu, and Cd and increase the acidity
[3,6,7].

Industrial processes, such as processing of coal,
ores and other minerals, can contribute to the
presence of sulfides in waters. The presence of
pyrite (isometric structure) and marcasite (or-
thorombic structure) contributes to acid drainage
[8,9], which can contaminate soils and sediments
and damage groundwaters. Oil industries [10],
domestic effluents and the lack of sufficient
wastewater treatment plants, can lead to high
sulfide concentrations in sediments. Thus, the de-
termination of sulfide and total sulfur (TS) is
important, not only for knowledge of the sulfur
cycle, but also for the identification of trace ele-
ments in the aquatic environment. The AVS frac-
tion should be routinely analyzed in sediments.
Accordingly, reliable analytical methods for
sulfide monitoring should be easily available,
providing good sensitivity, reproducibility and ac-
curacy and automatic methods for continuous
monitoring are necessary.

Methods described for the determination of
AVS in sediments use acidification at high tem-
perature, followed by trapping of the resulting
hydrogen sulfide by precipitation with metal solu-
tions [11]. Final measurements are normally car-
ried out by colorimetry [12], potentiometry using
ion-selective electrode [13], or a chromatographic
system [2]. Although analysis using standard in-
duction-furnace methods, coupled with infrared
detectors, is well established, for TS determina-
tion, it is not always available in all laboratories.
Nevertheless, there is no method available for
AVS and sulfur determination in sediments that
permits the analysis of a large number of samples
per day, with good precision and accuracy.

This paper describes a new method for the
determination of AVS and TS in sediments, using
a common ‘elemental analyzer with thermal con-
ductivity detector’ (EA/TCD). The proposed
method is able to process small samples and pro-
vides low detection limits and good precision. The
method uses fewer reagents and less manipulation
of the sample than other methods [2,11–13].

2. Experimental

This paper deals only with the determination of
TS and AVS in dry sediments. Detailed methods
for sampling, sample storage and pretreatment,
which are important in the analysis of anoxic
sediments, have been described elsewhere [14]

2.1. Sampling and sample treatment

2.1.1. Certified reference material
Lake sediment LKSD, from the Geological

Survey of Canada, Canada Centre for Mineral
and Energy Technology (CANMET), was uti-
lized; total sulfur certified, 0.99%.

Besides the LKSD certified reference material,
samples of sediment collected from the River Be-
sòs (Catalonia, Spain) were analyzed. The Besòs
basin is one of the most polluted areas in Catalo-
nia [15], mainly owing to the high discharge of
industrial and domestic effluents and the lack of
sufficient wastewater treatment plants. Sediment
was collected at a depth of 10–15 cm and placed
in polyethylene containers. The sediment was left
to settle for 2 weeks and the supernatant water
was removed. After drying, the B63 mm particle
size fraction was retained after sieving and bottled
in dark glass containers.

2.2. Instrumentation and apparatus

A Carlo Erba Model EA 1108 elemental ana-
lyzer, equipped with a flash combustion furnace, a
Porapak PQS chromatographic column and a
thermal conductivity detector, was used for S
determination. Samples were weighed using a mi-
cro-balance model Micro M2P (Sartorius, Göttin-
gen, Germany) and Sn capsules. Homogenization
of samples was achieved using a ball-bearing
grinder Spex Mixer/Mill (Spex Industries,
Metuchen, NJ).

2.3. Reagents

Sulfanilamide, zinc sulfide, vanadium pentox-
ide, metallic tin, calcium oxide and magnesium
oxide were of analytical grade. Doubly de-ionized
water, 18.3 Mohm cm resistivity, obtained from a
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Culligan Ultrapure-GS system, was used to pre-
pare the standard solutions and reagents.

2.4. Procedures

The elemental analyzer was calibrated with sul-
fanylamide and zinc sulfide. For each sample of
sediment, two aliquots were analyzed: aliquot 1 to
determine TS and aliquot 2 to determine non
volatile sulfur (NVS). For each aliquot, 1 g of
sediment was weighed.

The scheme followed for the determination of
TS and NVS is shown in Fig. 1. For NVS deter-
mination, the acidic attack was conducted
overnight with continuous stirring at 60°C.

For determination of TS and NVS, 11–13 mg
of the homogenized solid mixture from aliquot 1
and 19–20 mg of the homogenized solid mixture
from aliquot 2 were weighed in tin capsules and
introduced into the elemental analyzer.

3. Results and discussion

It is well known that V2O5 acts as an oxidizing
agent, in addition to the amount of oxygen sup-
plied to the oven of the elemental analyzer and
assures the completion of the combustion at
1020°C. Thus, in order to improve pyrolysis and
combustion, a mixture of Sn and V2O5, in a 1/1
w/w ratio, was added to each aliquot of sample
(for TS determination) and to each solid residue
after acidification (for NVS determination), be-
fore grinding the mixture. In this oxygen-rich
atmosphere, the powdered Sn yields SnO2 and the
exothermic reaction heats the sample in the oven
and facilitates the pyrolysis of sulfates and the
oxidation of metal sulfides to SO2 and metal
oxides.

After establishing the optimum working condi-
tions, the method was validated by determining
the total sulfur content of the certified reference
material LKSD4, which had 0.99% sulfur. A
mean value of TS=0.98%, with SD=0.006%,
was calculated from eight independent determina-
tions. Clearly, the method shows an excellent
agreement with the certified value for LKSD4.

Aliquots of the river sediment, without added
ZnS and spiked with different known amounts of
ZnS, were analyzed in order to determine the
recovery of TS. The aliquots were treated follow-
ing the scheme in Fig. 1, ensuring a homogeneous
mixture of the spike and the sample. From the
results shown in Table 1, it can be concluded that
a good level of recovery of total sulfur is obtained
in all cases (between 97.7 and 99.6%). As shown
by the SD, individual determinations (eight sam-
ples) show good repeatability. A linear regression
of the total sulfur (TS%) versus added sulfide
(AVS), shows a correlation coefficient of 0.9993
and yields Eq. (1)

TS%=1.8832+0.9461×AVS (1)

which in turn allows us to estimate calculated
values for the spiked ZnS, agreeing with a differ-
ence 50.024% with the added sulfide (values
included in Table 1 for comparative purposes).
Since each of the values in Table 1 correspond to
the mean value of eight independent determina-
tions, the SDs are strongly indicative that the

Fig. 1. Steps followed to analyze TS and NVS in a sediment
sample. The AVS content in the sample is calculated as the
difference between these experimental results.
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Table 1
Recovery and determination of acid volatile sulfides in ZnS-spiked river sedimenta

Yield (TS) (%)Standard deviationSample Added ZnS (%) Total sulfur, theoretical (%) Total sulfur, recovered (%)
(s)

1.888 0.0151 0 ——
99.40.0131.9831.9952 0.107 (0.105)b

2.136 2.128 0.013 99.63 0.248 (0.259)b

97.70.0092.3272.3814 0.493 (0.469)b

0.014 98.35 0.955 (0.965)b 2.843 2.796

a Each value is the mean of eight independent determinations using EA-TCD.b Calculated from the linear correlation between total
sulfur (TS) and added sulfide, see text.

Table 2
Percentages of TS, NVS and AVS determined in sediment samplesa

LSKD-4 sedimentRiver sediment

Sample A Sample B

Aliquot 1% Aliquot 2%Aliquot 1 Aliquot 2
%NVS%TS %TS%NVS%TS

1.888 1.8531.888 0.9801.855
(s : 0.009) (s : 0.006)(s : 0.015) (s : 0.003) (s : 0.015)

Certified value: 0.99%%AVS: 0.035%AVS: 0.033

a TS, NVS and AVS correspond to total sulfur, non volatile sulfur and acid volatile sulfide, respectively. Each value is the mean of
eight independent determinations using EA-TCD and s corresponds to the standard deviation.

procedure shows good repeatability and demon-
strates also the goodness of the analytical path-
way. Clearly, for samples with AVS contents such
as those of the spiked samples, the proposed
method behaves appropriately.

A lower limit of detection could be established
by analysis of the top oxic layer of the river
sediment, where the AVS content is virtually nil
(0.02–0.03%) [14]. Thus, the contents of TS, NVS
and AVS were determined in the river sediment
and the results are reported in Table 2. Results
obtained with LKSD4 are included for compari-
son purposes. Two samples (A and B) of the river
sediment were analysed for TS and for determin-
ing NVS and eight replicates of each were carried
out. The values obtained for both TS and NVS
are rather similar and in all cases a good level of
reproducibility is observed. Clearly, the deter-
mined value of 0.034% represents, most probably,
the lower limit of detection with this method.,

since SD of the TS determination is :0.015%. If
we permit ourselves to mimic instrumentational
language, we could say that we are close to the
lowest detectable signal-to-noise ratio.

The proposed method shows a good reproduci-
bility and recovers 98.791.0% of the total sulfur,
in the 0–3% total sulfur content. Thus, the pro-
posed TS and NVS (and hence AVS) determina-
tion by the EA-TCD method is revealed as a
useful analytical technique for sulfur determina-
tion in polluted and unpolluted sediment samples.

Finally, a lower limit of detection can be estab-
lished at :0.03% and we believe that although
the method was standardized for sediments, it
should be valuable for a variety of materials such
as soils, coal, sludges and other geochemical sam-
ples. This technique may seem time-consuming at
first sight, but its main advantage is that once all
the steps are assembled in series, up to fifty sam-
ples per day can be analyzed with good results.
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Abstract

The cloud-point extraction technique was used for preconcentration of fulvic and humic acids. The effect of the
acidity of solution, the equilibration temperature and time, the amount of added surfactant (Triton X-100) and the
time of centrifugation on the recovery were examined. The recoveries of fulvic and humic acids achieved under
optimised conditions were 82% and 96%, respectively. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fulvic acid; Humic acid; Cloud-point extraction; Triton X-100

1. Introduction

Humic substances are present in natural waters
in low concentration [1,2]. Therefore, preconcen-
tration is required for their determination. Cur-
rently, the following techniques are used for these
purposes: chromatographic methods using the
XAD-2 and XAD-8, DEAE-cellulose, Duolite A-
7 and activated charcoal. Despite many advan-
tages, these methods are labour intensive, time
consuming and expensive [3–6]. Consequently, an
elaboration of rapid and simple methods of con-
centration of humic substances remains relevant.
On the other hand, the property of aqueous micel-
lar solutions of non-ionic surfactants undergoing
a phase separation (cloud-point phenomenon)
upon alteration of the conditions (temperature,
pressure, additives, etc.), has been successfully

used in many fields of analytical chemistry [7–11].
In fact, this unique behaviour of aqueous surfac-
tant micellar systems can be employed for the
preconcentration of analytes before their determi-
nation by HPLC [12–15]. The advantages of
cloud-point extraction are based on the use of
chromatographic extraction mechanism for liq-
uid–liquid extraction processes. This attaches to
the system more flexibility (multiplicity of vari-
ables). The methodology is simple since one needs
only to heat the solution above cloud-point tem-
perature. It is economically profitable due to low
costs of chemicals and inexpensive equipments.
The surfactant-rich phase obtained is compatible
with hydroorganic mobile phases used in HPLC,
what facilitates further determination of the ana-
lytes. The preconcentration factors obtained in
many cases are similar to those of other precon-
centration techniques. Cloud-point extraction
procedure is a more rapid compared with solid
phase extraction and not so labour intensive.

* Corresponding author. Fax: +995 32 221965; e-mail:
faculty@tsu.ge
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The aim of this work was the use of the cloud-
point extraction technique for the preconcentra-
tion of humic substances from aqueous matrix.
The extraction conditions were optimised by vari-
ation of experimental parameters.

2. Experimental

2.1. Sample preparation

The fulvic (FA) and humic (HA) acids were
isolated from water of the river Mtkvari (Geor-
gia). The water sample was enriched by freezing-
out [16]. The sample obtained was acidified with
concentrated hydrochloric acid to pH 2.0. The
HA was coagulated from the solution on a water
bath at 60°C. After the coagulation of the HA,
the solution was centrifuged for 10 min at 8000
rpm and passed through a membrane filter (Sin-
por N6, Prague, Czech Republic). For the purifi-
cation of the FA from some organic impurities,
the charcoal (BAU, Russia) was used [6]. Finally,
the FA sample was passed through a cation-ex-
changer (KU-2, Russia). The HA precipitate was
washed with distilled water, which was acidified
with hydrochloric acid and then with distilled
water. The obtained samples of the HA and FA
were dried under the vacuum. Then, model solu-
tions of HA and FA with a concentration of 0.03
mg ml−1 were prepared. In the pH studies, the
required acidity was adjusted by the addition of
hydrochloric acid or sodium hydroxide.

2.2. Equipment and procedure

The aliquot (10 ml) of the model solution con-
taining Triton X-100 was pipetted into a test tube
which then was placed into a thermostated water
bath. The phase separation was completed by
centrifugation at 3000 rpm. The centrifuge was
placed in a thermostated oven at an appropriate
temperature. In these experiments, the sample
acidity, equilibration temperature and time, time
of centrifugation and surfactant concentration
were varied in order to study their effect on the
efficiency of cloud-point extraction.

After the two phases had been separated,
aliquot of bulk aqueous phase (7 ml) was care-
fully taken by syringe and analysed photoelectro-
colourimetrically using the photoelectrocolouri-
meter KFK-2 (Russia). The measurements were
performed at 364 nm. One centimetre path-length
quartz cells were used. In all cases, the absorbance
was measured against the reference solution which
contained all the reagents present in the test solu-
tion, except for the analyte. The surfactant-rich
phase was analysed using the HPLC. It should be
noted, that the volume of the surfactant-rich
phase obtained varied depending on the experi-
mental conditions. In all cases 50 ml of the surfac-
tant-rich phase was collected by microsyringe and
10 ml was injected into the chromatographic sys-
tem. Chromatographic analysis was realised with
microcolumn liquid chromatograph ‘Milichrom-1’
(Nauchpribor, Oryol, Russia) with UV detector.
Detection was achieved at 230 nm. The chromato-
graphic column (100×2 mm i.d.) was packed
with Separon-C18 (Lachema, Brno, Czech Repub-
lic). The particle diameter was 5 mm. Separation
was performed in isocratic conditions with mobile
phase flow-rate 50 ml min−1. The eluent was a
mixture of n-propanol and 15 mM tetrabutylam-
monium hydroxide in 0.05 M Na2HPO4 (25:75).
The mobile phase pH was adjusted to the value of
4.0 with phosphoric acid. The time equivalent of
the void volume was determined by injection of 5
ml methanol and measuring the time from injec-
tion to changing detector signal. (The capacity
factors for the FA and HA were 0.13, 0.89, 0.62,
4.68, 22.11 and 0.04, 0.19, 0.71, 2.62, respec-
tively.) It should be noted that under given chro-
matographic conditions, Triton X-100 is retained
on the stationary phase and does not overlap with
the peaks of the analytes. In order to remove
Triton X-100 remaining in the stationary phase
after the analytes have been eluted, the chromato-
graphic column was treated after each injection by
a mixture of methanol–water in a ratio 90:10
(v/v). When the HA samples were analysed, the 20
ml of concentrated (20 M) sodium hydroxide solu-
tion was added to surfactant-rich phase in order
to dissolve precipitated HA.
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For both, the bulk aqueous and surfactant-rich
phases calibration curves were made. It should be
noted that calibration curves were made for each
experiment separately. (In pH studies they were
plotted for each value of pH, because the optical
density of FA and HA solutions significantly de-
pends on acidity [6]).

The calculations of the distribution coefficients,
the recovery and concentration factors were per-
formed according to Frankewich and Hinze [12].
All the reported results are the average of tripli-
cate measurements.

Triton X-100 was obtained from Rohm &
Haas. All other chemicals were of analytical grade
from different sources.

3. Results

The results obtained show that the partitioning
of FA and HA between bulk aqueous and surfac-
tant-rich phases significantly depends on the acid-
ity of a solution. The distribution coefficient
increased as the pH of the solution decreased
(Fig. 1). This fact probably can be explained by
the transformation of FA and HA from the ionic
to the molecular form with the reduction of acid-
ity in the solution. These neutral forms of humic
substances interact more strongly with micellar

Fig. 2. Effect of variation of the equilibration temperature on
the recovery of FA (�) and HA (�) from model solution.
Conditions: pH=1.0; equilibration time=5 min; time of cen-
trifugation=5 min; concentration of Triton X-100=3% (wt.).

aggregates of non-ionic surfactant than their ionic
forms. As a result, the amount of extracted ana-
lyte and distribution coefficient increase with de-
creasing pH. Thus, when the pH of a solution is
reduced to the value which is in the area of FA
pK value (pK 4.15 (G.A. Makharadze, R.L. Re-
via, unpublished research)), the distribution co-
efficient begins to increase. So, the less FA and
HA are dissociated, the higher the recovery.

The effect of equilibration temperature on the
recovery of the FA and HA is shown in Fig. 2. As
one can see, the recovery increases with an in-
crease of the equilibration temperature. In order
to make sure that it is not a result of the degrada-
tion of humic molecules at high temperatures, the
FA and HA solutions containing the same
amount of the surfactant were heated to 90°C.
The solutions were cooled and the separated
phases were mixed. Then the effect of equilibra-
tion temperature on the extraction was investi-
gated under the same conditions as in Fig. 2. The
results obtained were exactly the same as in Fig.
2. Simultaneously, an increase of equilibration
temperature is accompanied by a reduction of the
volume of surfactant-rich phase. It is known, that
in aqueous solutions, non-ionic surfactants are
present in a hydrated state. As the temperature is
increased, the hydrogen bonds are disrupted and

Fig. 1. Dependence of distribution coefficient of FA (�) and
HA (�) on pH of extraction mixture. Conditions: equilibration
temperature=80°C; equilibration time=5 min; time of cen-
trifugation=5 min; concentration of Triton X-100=3% (wt.).
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dehydration occurs [17]. The higher the tempera-
ture the more degree of dehydration. As a result,
the higher the temperature the lower the amount
of water in a surfactant-rich phase and conse-
quently the smaller is the volume of this phase.
Thus, the preconcentration factor, as well as the
recovery increase with increasing of equilibration
temperature. Thus, in this experiment (Fig. 2), the
preconcentration factor is increased from 4.6 at
70°C to 13.5 at 90°C.

As for the time of equilibration, a time longer
than 10 min does not result any significant im-
provement of recovery of the investigated sub-
stances (Fig. 3).

The dependence of the recovery of FA and HA
on the time of centrifugation is shown in Fig. 4.
One can see that the recovery initially increases
rapidly but then remains practically unaffected.
At the same time, with increasing the time of
centrifugation the volume of the surfactant-rich
phase changes very slightly. According to this
data a centrifugation time of 10 min was selected.

The effect on the recovery of surfactant concen-
tration was also investigated. In these studies, the
concentration of Triton X-100 was increased from
1% to 10% (wt.). The results obtained show that
an increase of surfactant concentration causes a
slight increase of recovery for FA (Fig. 5). It is

Fig. 4. Dependence of the extraction efficiency of FA (�) and
HA (�) on the time of centrifugation. Conditions: pH=1.0;
equilibration temperature=85°C; equilibration time=10 min;
concentration of Triton X-100=3% (wt.).

also possible to improve recovery by multistep
extraction. Thus, for example, the recovery for
FA was increased from 82% to 92% by triple
cloud-point extraction (conditions as in Fig. 5,
concentration of Triton X-100—4% wt.). Unfor-
tunately, in both cases the preconcentration factor
was significantly diminished due to the increase of
the volume of the surfactant-rich phase.

Fig. 5. Variation of the extraction efficiency of FA (�) and
HA (�) as a function of the surfactant concentration (wt.%).
Conditions: pH=1.0; equilibration temperature=85°C; equi-
libration time=10 min; time of centrifugation=10 min.

Fig. 3. Dependence of the extraction efficiency of FA (�) and
HA (�) on the time of equilibration. Conditions: pH=1.0;
equilibration temperature=85°C; time of centrifugation=5
min; concentration of Triton X-100=3% (wt.).
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The degree of extraction of FA and HA achieved
at optimised conditions (conditions as in Fig. 5,
concentration of Triton X-100—4% wt.) were 82%
and 96%, respectively, the preconcentration factor
was 13.5. The reproducibility of the extraction of
FA and HA in optimised conditions expressed as
relative standard deviations was 2.84% and 7.69%,
respectively.

From the results obtained can be concluded that
cloud-point extraction can be used for the precon-
centration of microquantities of humic substances
from an aqueous matrix in order of their further
determination by HPLC. This technique is simple,
rapid and inexpensive. It could be successfully
developed and used as an alternative technique to
other techniques for the preconcentration of humic
substances from natural waters. If one takes into
account the wide range of the currently available
non-ionic surfactants and the variety of the prop-
erties of their aqueous solutions, it is possible to
obtain more desirable cloud-point extraction con-
ditions and to obtain a higher recovery and in-
creased concentration factors for humic substances.
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Abstract

A study of liquid chromatography/electrospray/mass spectrometry (LC/ES/MS) for the determination of methyl-
amphetamine and related compounds (amphetamine, ephedrine, phenylpropanolamine) in human urine was under-
taken. We assessed the effect of collision induced dissociation (CID) spectra generated by varying exit voltage of
capillary and skimmer. The responses of ES/MS in different mobile phase and the effects of mobile phase modifier
were examined. An isocratic LC method using methanol/water (80/20) and acetic acid (0.001%) as a modifier to
separate these compounds was developed. Microporous ultrafiltration technique was employed to pre-treat urine
sample prior to LC/ES/MS analysis. Good recoveries for methylamphetamine and amphetamine were determined as
well as linearity, detection limit and precision associated with this method were determined. Drug spiked urine
samples and urine samples of methylamphetamine addicts were successfully measured by this newly developed
method. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Methylamphetamine; Human urine; Liquid chromatography; Electrospray; Mass spectrometry

in biological fluids [1–5]. An extraction procedure
is often required to transfer the analyte from
aqueous biological fluid to organic solvent for
GC/MS measurement.

Several high performance liquid chromatogra-
phy (HPLC) methods, utilizing fluorescence
derivatization or photodiode array detector, have
been developed to analyze amphetamine in bio-
logical fluids [6–10]. Radioimmunoassay and en-
zymeimmunoassay are often used to screen urine
or biological samples [11]. However, faulty results
are often obtained due to the poor specificity of

1. Introduction

The abuse of amphetamine and methylam-
phetamine is a serious problem in Taiwan. Deter-
mining amphetamine and related compounds in
human urine sample is thus an important task.
Gas chromatography/mass spectrometry (GC/
MS) has been extensively employed for the deter-
mination of amphetamine and related compounds

* Corresponding author. Tel.: +886 2 28819471; fax: +886
2 28811053; e-mail: msfuh@mbm1.scu.edu.tw
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these tests [12]. The extraction procedure required
for GC and GC/MS methods was eliminated in
some of these methods since analysis of aqueous
sample is possible by HPLC directly. However,
these methods are quantitative and not qualitative
owing to the lack of structural information.

HPLC/electrospray/MS (HPLC/ES/MS) has
emerged as an effective and useful analytical tech-
nique. ES ionization produces ions at atmospheric
pressure and relatively low temperature which
minimizes thermal decomposition of labile com-
pound. Furthermore, an aqueous sample can be
analyzed with little or no sample preparation.
Although ES is a soft ionization technique, struc-
tural information can be obtained by collision-in-
duced-dissociation (CID). HPLC/ES/MS has
proved to be sensitive and accurate for the analy-
sis of environmental pollutants, biopolymers,
drugs, organometals and so on [13–19]. This
study evaluates the effectiveness of LC/ES/MS in
analyzing methylamphetamine, amphetamine,
ephedrine, and phenylpropanolamine in human
urine sample.

2. Experimental

2.1. Chemical

HPLC grade acetonitrile, methanol (Malinck-
rodt Baker, Paris, KY, USA) and water (HPLC
grade, Labscan, Dublin, Ireland) were used
throughout the experiment. Amphetamine,
ephedrine and phenylpropanolamine were pur-
chased from Sigma (St. Louis, MO, USA).
Methylamphetamine was obtained from Radian
International LLC (Austin, TX, USA). Formic
acid and propionic acid were from Aldrich (Mil-
waukee, WI, USA). Acetic acid was purchased
from Nacalai Tesque (Kyoto, Japan).

2.2. Mass spectrometric analysis

A HP-5989B mass spectrometer equipped with
a HP-59987A electrospray interface (Hewlett
Packard, Palo Alto, CA, USA) was used. Heated
nitrogen gas (350°C, 12.5 l min−1) evaporated
solvent from the spray chamber. Compressed ni-

trogen (80 psi) was used for nebulization. The
cylinder electrode in the spray chamber was set at
−4000 V. The end plate and capillary entrance
voltage were set at −3500 and −6000 V. The
voltage of skimmer 1, lens 1, skimmer 2, lens 2
and lens 3 were set at 31.0, −1.0, 10.2, 12.4 and
−86 V, respectively.

Mass spectra collected in scan mode were ob-
tained by scanning from 10 to 170 m/z in 0.5 s.
Nine scans were averaged with a step size 0.1 over
the measured mass range. HP Chemstation analy-
sis package (G1034C, version C.03.00) was uti-
lized to determined the molecular mass.

2.3. Instrumentation

A syringe pump (model 22, Harvard Appara-
tus, Natick, MA, USA) was employed for flow
infusion experiments. A HP1050 four solvent gra-
dient pump (Hewlett Packard, Palo Alto, CA,
USA) was used for LC and flow injection analy-
sis. An Intersil ODS-80A (3.2×250 mm, 5 mm,
Vercotech, Taipei, Taiwan) with an on-line filter
was used for chromatographic separation
throughout the analysis.

2.4. Urine sample preparation

Microporous ultrafiltration system was em-
ployed for sample pre-treatment prior to LC/ES/
MS measurement. The sample solution (200 ml)
was placed in a microconcentrator system with a
3000 Da molecular weight cut-off filter (Micro-
con-3, Amicon, Beverly, MA, USA) and cen-
trifuged (4°C) for approximately 3 h at 10000×g.
The clear supernatant was separated and sub-
jected to LC/ES/MS analysis.

2.5. Standard solution

Standard solution (0.01 M) of each amine (am-
phetamine, methylamphetamine, ephedrine,
phenylpropanolamine) was prepared in HPLC
grade water. These stock solutions were then fur-
ther diluted to yield the appropriate working solu-
tions. All solutions were stored at 4°C in the dark.
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3. Results and discussion

3.1. Mass spectra

In general, ES is a soft ionization technique
with little fragmentation of molecule. However,
an increase in the exit voltage of capillary
(CapEx-V) between the electrospray probe and
quadrupole may induce molecular fragmentation.
This work investigate the effect of CapEx-V on
fragmentation of amphetamine and related com-
pounds. Most of the CID fragment ions detected
were identified on the basis of cleavages of various
groups from the molecule as shown in Fig. 1. The
acceleration voltage increases with an increasing
molecular ion [M+H]+ fragmentation. Although
molecule fragmentation enhances the structural
information of chemical compound, it decreases
the abundance of protonated molecular ion [M+
H]+ often used for quantitative analysis in selec-
tive ion mode (SIM), thus, the sensitivity of assay.
For both methylamphetamine and amphetamine,
the characteristic fragment ions are [M+H]+

and [C6H5CH2CHCH3]+ at 119 m/z, and
[C6H5CH2]+ at 91 m/z. For phenyl-
propanolamine and ephedrine, [M+H]+ and one
fragmentation ion [M+H−H2O]+ were ob-
served. Fig. 1 depicts the mass spectra of these
compounds.

We have decided to set CapEx-V at 100 V for
the rest of this study. Sufficient and stable molec-
ular and fragment ions which could be used for
qualitative identification and quantitative analysis
are produced at this potential. At lower potential,
little fragment ions were produced for structure
identification. Insufficient molecular ions were de-
tected for sensitive quantitative measurement at
higher potential.

3.2. Electrospray response in different mobile
phase compositions

It has been reported that the composition of
mobile phase has significant effect on ion intensity
during ES/MS analysis [20]. Our preliminary LC
results suggested that these compounds could be
separated by using acetonitrile/water (70/30; v/v)
or methanol/water (80/20; v/v) as a mobile phase.

The experiment was therefore conducted by infus-
ing 1 mM of each test chemical in either methanol/
water or acetonitrile/water solution into the ESP
interface at a flow rate of 200 ml min−1. The
results indicate that methanol/water mixture
caused slightly higher [M+H]+ abundance com-
pared to acetonitrile/water mixture. This might
attribute to that acetonitrile is an aprotic solvent
which does not protonate the analyte sufficiently;
thus, decrease ES/MS response.

3.3. Effect of mobile phase additi6e on
electrospray response

Adding organic additives to enhance the chro-
matographic separation of basic compounds has
been reported [21,22]. However, competition of
the mobile phase additives with sample ionization
resulting in a higher background is known [23,24].
Therefore, HPLC chromatographic separation
and ionization efficiency of ES/MS must be
compromised.

We examined the effects of various composi-
tions of three additives (formic acid, acetic acid
and propinic acid) in methanol/water (80:20) on
ES/MS analysis. A concentration of 1 mM of each
chemicals in various solution was infused into the
ES interface at a flow rate of 200 ml min−1. The
results are summarized in Fig. 2. The addition of
a small amount of acid (0.001%) enhanced the
intensities of [M+H]+ of all compounds while
formic acid induced the most significant enhance-
ment. The extent to which the intensities of [M+
H]+ of these compounds was decreased when
adding 0.01% of acid; furthermore, the [M+H]+

intensity of amphetamine was lower even in the
absence of acid. By increasing the acid content to
0.1%, we found that the intensity of [M+H]+ of
these compounds, except phenylpropanolamine,
was lower than that in the absence of added acid.

3.4. LC/ES/MS analysis

Although the addition of small amount of
formic acid has greater enhancement on ES/MS
response, unacceptable chromatographic separa-
tion make it unsuitable for this study. Therefore,
methanol/water (80/20; v/v) with 0.001% (v/v)
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Fig. 1. Mass spectra of methylamphetamine and related compounds. CapEx-V was set at 100 V. The compound was dissolved in
methanol. R.I., relative intensity.

acetic acid added solvent was used as a mobile
phase for LC separation. Although the presence
of small amount of acetic acid decreased the

sensitivity of detection, it improved the separation
greatly. Fig. 3 presents the extracted ion trace of
spiked water sample. There are two major com-
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Fig. 2. Effects of additives on the electrospray intensity for methylamphetamine and related compounds.

mon fragmented ions (m/z=119 and 91; as
shown in Fig. 3(c) and (d)) observed for am-
phetamine and methylamphetamine; therefore,
three ions (m/z=M+1, 119 and 91) could be
used to identify these two compounds. This is
frequently required for drug analysis. Although
overlaps occur between ephedrine and am-
phetamine peaks, these two compounds can be
differentiated by different molecular ions.

3.5. Linearity and detection limit

Linearity range of each compound was evalu-
ated by injecting standards (100, 250, 500, 750
and 1000 ng ml−1) into LC/ES/MS for analysis;
the results are summarized in Table 1. The cali-
bration curve of each compound was constructed
by measuring the masses of selective ions (am-
phetamine, m/z=136, 119, 91; methylam-
phetamine, m/z=150, 119, 91; ephedrine,
m/z=166, 148; phenylpropanolamine, m/z=152,
134). Good linearity of each compound was ob-
served throughout the concentration range exam-
ined. In addition, the detection limit of each
compound was estimated and summarized in
Table 1.

3.6. Precision

The precision of this newly developed LC/ES/
MS method was assessed by replicating the analy-
sis of amphetamine or methylamphetamine spiked
samples. For amphetamine, the inter-day preci-
sion showed a coefficient of variation (CV) of
0.8–5.9% while the CV of intra-day precision was
0.5–3.8%. For methylamphetamine, the inter-day
and intra-day CVs ranged from 0.6 to 6.4% and
from 1.9 to 6.3%, respectively. Details of precision
study are summarized in Table 2.

3.7. Urine sample pretreatment

Microporous ultrafiltration technique which
utilizes semi-permeable membrane to separate
species by molecular size was used to filter
proteins and other residues in urine sample. This
is to prolong the life of LC column and minimize
interference from urine. In this study, a 3000 Da
cut-off microporous membrane was utilized.
Molecules with molecular weight greater than
3000 will be retained by porous membrane.

The recovery of microporous ultrafiltration
procedure was examined and the results are sum-
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Fig. 3. LC/ES/MS reconstructed total ion current (TIC) and SIM chromatograms of a spiked water sample. The concentration of
each compound was 1 mM. (a) 1, phenylpropanolamine; 2, ephedrine; 3, amphetamine; 4, methylamphetamine. (b)–(g) Extracted ion
profile. Injection volume, 20 ml; flow rate, 0.5 ml min−1. R.I. relative intensity.

marized in Table 3. We have found that pre-treat-
ing microporous membrane with water would
greatly improve the recoveries. Good recoveries
ranged from 87 to 96% for amphetamine and
methylamphetamine were determined. In addi-
tion, the chemical structure of these two com-
pounds remained intact.

3.8. Determination of methylamphetamine in
human urine

Fig. 4 summarizes the LC/ES/MS results of
drug-free urine and methylamphetamine spiked
urine. For urine blank ultrafiltrate, there were
some residues eluted between 2 and 6 min; how-
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Table 1
Detection limits and calibration data for amphetamine and
related compounds from 100 to 1000 ng ml−1

Calibration equationa r2 D.L.bCompound

0.996Amphetamine Y=30 250X+28 575 27
140.998Methyl- Y=18 497X+70 617

amphetamine
0.996Ephedrine Y=19 845X+580 715 17
0.999 15Phenyl- Y=11 633X+143 179

propanolamine

a 20 ml injection. Calibration curve was obtained by plotting
peak area (Y) versus concentration, ng ml−1 (X).
b Detection limit, ng ml−1. Three times S/N ratio.

ever, nothing was measured after 7 min. The delay
of methylamphetamine elution in urine sample
might be attributed to secondary effect caused by
protein in urine sample. However, it dose not
appear to affect the analytical results. By extracting
chromatogram for selected ions (m/z=150, 119
and 91), one can specify the presence of methylam-
phetamine. The application of this newly developed
method was demonstrated by examining drug
spiked urine samples and methylamphetamine ad-
dicts’ urine samples; the results were summarized
in Table 4. Adequate agreement between theoreti-
cal and measured values was determined.

Table 3
Recovery of microporous ultrafiltration

Added conc. Recoveryb (%)Sample Recoverya (%)
(ng ml−1)

Amphetamine
1 9193125
2 9392
3 9193
1250 7792 9193
2 7593 9191

93923
1 7392500 9393
2 7593 9392
3 9592
11000 7592 9093

71922 8991
3 8992

Methylam-
phetamine

1125 9492
2 9493
3 8792

250 1 9193
2 8993
3 8992
1500 9093
2 9192
3 9292

1000 1 9092
2 8892
3 8792

a Mean 9SD represent three measurements. Microporous
ultrafiltration (Mirocon-3) used as received.
b Mean 9SD represent three measurements. 200 ml of HPLC
grade water was filtered by Microcon-3 as described in Section
2 first. Methylamphetamine or amphetamine spiked samples
were pretreated subsequently.

Table 2
Inter-day and intra-day precision study

Measured conc. (ng ml−1)Added conc.
(ng ml−1)

Intra-daya Inter-daya

Ampc mAmpd mAmpAmpc

100
106Mean 95 102 93

SD 6664
5.96.3 6.43.8CV (%)

250
Mean 252249247247

SD 61151
0.5 2.0CV (%) 4.4 2.4

500
511 514Mean 517 517

14 10SD 8 5
2.7 1.9CV (%) 1.6 1.0

750
764 749Mean 750 737

1034SD 1218
1.44.5CV (%) 1.62.3

1000
984 995 991 1002Mean
11 23SD 8 6
1.1 0.60.82.3CV (%)

a Mean and SD represent three different samples for each
concentration.
b Inter-day reproducibility was determined from three different
runs over a 1-week period.
c Amphetamine.
d Methylamphetamine.
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4. Conclusion

This study presents a LC/ES/MS method to
determine amphetamine, methylamphetamine,
ephedrine and phenylpropanolamine in human
urine. Urine sample was pretreated with micropo-
rous ultrafiltration membrane to remove proteins
and other large molecules to enhance the detection
sensitivity and prolong the life of LC column.
Adequate LC separation was achieved by utilizing
an C18 column and a mobile phase containing
methanol/water (80/20) with 0.001% acetic acid.

Structural information of analyte molecules can
be obtained with proper adjustment of the capillary

Table 4
LC/ES/MS analysis results of drug spiked and drug addict’s
urine samples

Sample Measureda (ng ml−1)

Amphetamine spiked
250 24798
250 26295
500 51497

51199500
750 764910
750 74398

Methylamphetamine spiked
258911250
25197250

500 51499
50896500

750 738910
750 74998

Drug addicts sampleb

259911i (26294)
ii (54096) 528912
iii (51896) 503912

a Mean 9SD represent three measurements.
b These samples were previously determined by GC/MS. Mean
9SD represent three measurements.

Fig. 4. LC/ES/MS reconstructed TIC and SIM chro-
matograms of a methylamphetamine (500 ng ml−1) spiked
urine and a drug-free urine. (a) TIC of drug-free urine, (b) TIC
of spiked urine, (c)–(e) extracted ion profiles of spiked urine
sample. Injection volume, 20 ml; flow rate, 0.5 ml min−1. R.I.
relative intensity.

exit voltage. Three-ion combination SIM analysis
which is often required for most of drug monitoring
program was utilized to identify amphetamine and
methylamphetamine. However, only two ions were
observed for ephedrine and phenylpropanolamine
owing to the lack of fragmentation of these
molecules. Good linear correlation and low detec-
tion limit were achieved by SIM. In addition, good
inter-day and intra-day precisions were determined.
The application of this newly developed method
was demonstrated by analyzing drug addicts’ urine
samples. Currently, we are evaluating the feasibility
of using various LC columns to enhance separation
and of using atmospheric chemical ionization/MS
(APCI/MS) for the determination of these
compounds.
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Abstract

The application of spline wavelet least square (SWLS) in analytical chemistry signals is presented in this paper. As
a new technique in signal processing, to extract useful signals from high noise, the influences of different parameters
on the results of processing is discussed in details. If the suitable parameters are selected, useful signals can be filtered
from the noise of S/N=0.5. The relative error of peak current is less than 3.0%, and that of peak potential is less
than 10%. Comparison of this method with wavelet multifrequency channel decomposition (WMCD) and spline least
square (SLS) has also been made and it indicates that SWLS can solve some problems in WMCD and SLS. The
experimental results are also satisfactory. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spline wavelet; Least square; Signal processing

1. Introduction

A large number of experimental data is ob-
tained through analytical apparatus. These data
are often given as the form of graph, curve or
numbers. With the rapid development of the ap-
plication of computer science in analytical chem-
istry, the processing of signals is gradually
changing from analogue signals to digital signals.
The conversion between analogue and digital sig-
nal are achieved through A/D and D/A conver-
sion. The processing of digital signal (discrete
data) has becoming more and more important in
analytical chemistry. The signal obtained through

apparatus often has random noise, especially
when the concentration of the reagent is very low,
the noise is so high that it often submerges the
useful signals. So, on one hand, those signals
should be filtered to remove the random noise; on
the other hand, those discrete data should be
serialized for the purpose of further analysis. In
order to solve these problems, a useful chemomet-
rics method called curve fitting is often used. The
principle of this method is to choose or construct
a new function f(x), using it to approximate the
original signal points, achieving the purpose of
removing noise and serialization of the discrete
data. There are many curve fitting methods, in-
cluding interpolation, spline smoothing, spline
least square [1] and many kinds of regression
methods [2]. As a simple curve fitting method,

* Corresponding author. Fax: +86 20 84187564; e-mail:
cedc1s@zsulink.zsu.edu.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Different mth-order spline wavelet. (a) c2(x); (b) c3(x); (c) c4(x).

Interpolation has been applied in processing elec-
troanalytical signals [3]. But it can’t process sig-
nals having random noise. Because the new
function produced through interpolation passes
the original data points entirely, it remains all
the errors of the original data, and can only be
used in processing smoothed curve. The principle
of spline smoothing is based on the thinking of
‘integration difference.’ The mathematics proce-
dure is very simple and can be applied in many
kinds of signals. But the result is not very ideal,
useful signals can only be filtered from the noise
of S/N=10 [4]. So it is not suitable for process-
ing signals with high noise. The principle of pro-
ducing new function of the regression methods
and spline least square are all least square. The
thinking of least square is to make the sum
square of errors between the new function and
the original data points to be minimum. That’s,
to try to meet the trend of the original signals.
Regression method includes linear regression and
nonlinear regression. They have been used widely
in analytical chemistry [5–7]. However, those
methods have a common shortcoming, the re-
gression equation is determined according to the
trend of the original data; so it is difficult for
some complex systems to use regression methods.
Spline least square is a better method than re-

gression methods. Spline function is used in this
method. It can achieve the purpose of removing
random noise and serialization of the discrete
data. However, for high noise signals, the peak
current of the processed curve is much lower
than that of the theoretical curve [8].

Wavelet analysis is a hot topic recently. It is a
new signal processing technique. It’s the mile-
stone in the developing history of Fourier trans-
form. It conquers the difficulties of those old
filtration in choosing window function, objective
function and transfer matrix. It can extract use-
ful signals from high random noise without
knowing any information about the original sig-
nals. Many works about the wavelet multifre-
quency channel decomposition (WMCD) have
been done [9–18], such as the couple application
of spline wavelet and Fourier transform in pro-
cessing analytical chemistry signals, spline
wavelet multifiltering analysis, etc. But there are
still some shortcomings in WMCD. As for those
signals whose value of starting point or ending
point is not equal to zero, this point of the
processed curve will drop suddenly to zero. The
processed curve will stray from the theoretical
curve. Another problem is that the processing
result of WMCD is connected with the shape of
the curve, so it is not suitable for processing
some kinds of signals.



X. Zheng et al. / Talanta 48 (1999) 425–436 427

Fig. 2. Effect of different mth-order spline wavelet (m); S/N=0.5, h=5, k=1000. (a) m=2; (b) m=3; (c) m=4; (d) theoretical
curve.

Up to date, all the works of wavelet transform
in processing signals are mainly based on the
principle of Mallat’s decomposition algorithm.
The original signals are decomposed to high fre-
quency signals and low frequency signals, then
filter the high frequency noise. There are no re-
ports about the application of wavelet function in
curve fitting. Spline wavelet has explicit expres-
sion, which can be considered for applying in

curve fitting. So, researches on spline wavelet least
square (SWLS) has been made. It indicates that
the denoising results of this method is fairly good,
useful signals can be filtered from the noise of
S/N=0.5. It is effective in processing many com-
plex nonlinear systems. It is significant that it also
can solve the above-mentioned problems in
WMCD. Comparison of SWLS with another
filtration method spline least square (SLS) has
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Table 1
The relative errors of peak current and peak potential with 2nd-order spline wavelet and 0.55S/N5100

hS/N scope

4 5 63

Ip (%) Ip (%) Ep (%)Ip (%) Ep (%)Ep (%) Ip (%) Ep (%)

4.162 10.712 1.786100 −8.042 −12.326 10.713−2.201 7.865
10.7151.78210.71380 −8.001 4.205−12.322 −2.242 7.869

10.713 1.78360 −8.042 −12.324 −2.221 7.862 4.183 10.716
10.714 1.78340 −7.998 −12.324 −2.178 7.862 4.285 10.712

1.78810.71620 10.715−8.006 4.256−12.327 −2.028 7.863
10.7161.68210 −8.019 −12.328 −2.257 7.864 4.376 10.718
10.7161.75010.7185 −7.796 4.156−12.328 −2.105 7.864

10.716 2.2682 −8.537 −12.330 −2.302 7.868 5.156 10.718
10.712 2.1781 −8.612 −12.334 −3.245 7.871 5.271 10.724

10.72510.7160.8 2.078−8.656 5.302−12.338 −3.305 7.874
10.723 2.6810.5 −8.458 −12.339 −3.346 7.878 10.8525.752

also been made. The results indicate that SWLS
can be used more widely in signal processing. It
can process some special-shaped curve. This
method enlarges the application of spline wavelet
in signal processing and shows the advantages of
spline wavelet in processing signals.

2. Theory

The principle of least square has been widely
used in chemometrics. For a series discrete data
points (xi, yi) on a certain district [a, b ]

a=x0Bx1Bx2B ···Bxk−1Bxk=b,

a new function g= f(x) should be found to make

%
k

i=1

[f(xi)−yi ]2Pi (1)

minimum, where Pi is called weight coefficient.
The value of it is assumed to be one in this text.

g= f(x) may be chosen as triangle functions,
spline functions and others. In this paper, we
chose spline wavelet function {8i(x)}n

i=1 to fit the
above-mentioned data {(xi, yi)}k

i=1. Under the
condition k�n, f(x) can be expressed as follows:

f(x)= %
n

i=1

ci8i (2)

where 8i(x) is spline wavelet function, n is the
number of the spline wavelet function used in
curve fitting. The expression of 8i(x) can be seen
in Eq. (3):

8i(x)=cm
�x−x(i−1/2)

h
�

, i=1, 2, ..., n (3)

where h is the distance between two 8i(x), m is
the different order of spline wavelet function. Fig.
1 shows the different order spline wavelet (m=
2, 3, 4).

Now, we can see, if the coefficients ci in Eq. (2)
are known, the new function f(x) will be easily
constructed. So the main problem is how to get
the value of ci. The calculation of ci is based on
the principle of least square.

Eq. (1) can be regarded as the function of the
coefficients ci, that’s

I(c1, c2, ..., cn)= %
k

vol

[f(xi)−yi ]2 (4)

In order to know the minimum value of Eq. (4),
the partial derivatives are set to zero,

(I
(ci

=0, i=1, 2, ..., n (5)

From Eq. (5), the following linear equations can
be obtained,
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Table 2
The relative errors of peak current and peak potential with 3rd-order spline wavelet and 0.55S/N5100

S/N scope h

3 4 5 6

Ip (%) Ep (%) Ip (%)Ip (%) Ep (%) Ep (%)Ip (%) Ep (%)

−7.1924.256 10.071100 1.411−0.909 3.572 1.585 4.286
1.427 4.253 −7.207 10.07180 −0.886 3.571 1.550 4.283

10.075−7.2064.25760 −0.882 1.3933.578 1.590 4.281
1.484 4.304 −7.25040 −0.912 3.578 1.547 10.0854.301

10.088−7.2464.31220 −0.942 1.4933.583 1.499 4.322
1.475 4.322 −7.53010 10.125−0.953 3.642 1.585 4.328

−7.504 10.2485 5.548−1.125 1.2773.759 1.815 5.331
1.717 7.321 −8.0002 −1.400 8.786 11.4531.855 7.524

12.354−8.4158.3521 −1.521 2.41611.786 1.884 8.527
2.740 8.714 −8.9860.8 4.756 11.884 12.5472.429 8.214
2.863 9.440 −10.2170.5 4.870 11.964 12.9842.476 9.524

Table 3
The relative errors of peak current and peak potential with 4th-order spline wavelet and 0.55S/N5100

hS/N scope

5 63 4

Ip (%) Ip (%) Ep (%)Ip (%) Ep (%)Ep (%) Ip (%) Ep (%)

−3.676 11.286 0.207100 10.2140.589 3.571 −1.749 10.714
10.2150.21711.28980 0.560 −3.6793.573 −1.748 10.714

−3.752 11.304 0.22460 10.3240.592 3.581 −1.752 10.721
10.3250.23811.30240 0.601 −3.7523.580 −1.764 10.721

11.331 0.25120 0.895 3.582 −1.985 10.722 −3.755 10.714
10.2140.28311.28610 1.123 −3.8623.687 −2.015 10.727

−3.844 11.625 0.2835 10.3511.568 3.752 −2.153 10.729
0.528 10.3572 11.8191.752 −4.3263.854 −2.187 10.735

11.809 2.1931 2.854 4.254 −4.231 10.654 −5.093 10.359
11.0542.73512.1430.8 4.562 −5.3595.326 −6.793 10.928

12.542 4.1560.5 9.212 7.216 −7.456 11.028 −6.342 11.257

%
n

j=1

�8i,8j�cj=�8i,y�, i=1, 2, ..., n (6)

where, �8i,8j�=�k
n=1 8i(xn)8j(xn)

�8i,y�= %
k

n=1

8i(xn)yn (7)

The format of matrix is: AC=F.
Using Eqs. (3) and (6), the value of A and F in

the matrix can be calculated and ci will be ob-
tained easily. Then, the new function f(x) can be
constructed through f(x)=�n

i=1 cj8j. As for sig-
nal processing, f(x) will be the useful signals
extracted from the original data points with high
noise. As for mathematical processing, f(x) is the
fitting function of the above discrete data, we can
obtain any values of y (or x) if the value of x (or
y) is known.
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Fig. 3. Effect of different distance between spline wavelet (h); S/N=0.5, m=3, k=1000. (a) h=3; (b) h=4; (c) h=5; (d) h=6.

3. Experimental

3.1. Chemicals

A standard solution of 0.1 mol l−1 HCHO was
prepared with de-ionized water. The stock solu-
tion was diluted, when necessary, to prepare sam-
ples. Girard’s reagent T was 0.005 and 0.1 mol
l−1 NH4Cl–NH3 buffer solution was used as
electrolyte.

3.2. Instrumentation and procedures

The differential pulse stripping voltammetry
(DPSV) was carried out on BAS-100 (Bioanalyti-
cal Systems, West Lafayette, IN) equipped with
three electrode system. The working electrode was
hanging mercury electrode. The reference elec-
trode and auxiliary electrode were Ag/AgCl elec-
trode and saturated calomel electrode
respectively. The scanning potential was of the
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Fig. 4. Processing results of SWLS and WMCD, three times processing results of the same theoretical curve (——): processing result
of SWLS; ( · · · ): processing result of WMCD.

Fig. 5. Processing results of SWLS, WMCD and SLS. (a) The theoretical curve; (b) processing result of SWLS; (c) (——) processing
result of WMCD; ( · · · ) processing result of SLS.

range from −1.0 to −1.5 V; pulse amplitude
DE=50 mV; pulse width, 50 ms; sampling width,
17 ms; pulse period, 10 s; deposit time, 200 ms;
sensitivity, 1e−7(A/V). Solutions were de-aerated
with high-purified nitrogen.

The experimental data were transferred from
the BAS-100 to the IBM-PC computer for
processing.

4. Results and discussion

The spline wavelet least square (SWLS) of the
discrete signals is applied in analytical chemistry
to extract the useful information (peak height,
peak potential and peak shape) from the high
noise signals. The effect of different parameters,
the different mth-order spline wavelet basis m, the
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Table 4
The relative errors of peak current (Ip (%)) and peak potential (Ep (%)) with 3rd-order spline, h=2 and 0.55S/N5100

0.52S/N 100 80 0.860 140 20 10 5

3.067 −3.599 4.206Ip (%) −2.518 −2.553 −2.551 4.650−2.637 −2.685 −2.764 −2.950
8.762 9.566Ep (%) 6.071 6.071 6.071 6.071 6.071 6.071 6.286 10.7627.644

distance between the spline wavelet basis h and
the signal-to-noise ratio S/N, has been discussed
in details. Our laboratory-written software pack-
age of SWLS algorithm in True Basic is used to
select the optimum values of m, h and S/N and to
process the signals with high frequency noise.
Simulating signals shown in Fig. 2(d) is studied. It
stands for a kind of typical voltammetry curve in
electroanalytical chemistry. Random noise is
added to this theoretical curve, then spline
wavelet least square is used to process the simulat-
ing signals. In order to compare the results ob-
tained by SWLS procedures, the relative errors
between the theoretical and processed peak cur-
rent (Ip%), the relative errors between the theoret-
ical and processed peak potential (Ep%) are
calculated and listed in Tables 1–3. Comparison
of SWLS with WMCD and SLS has also been
made in order to show the advantages of SWLS.
Then the voltammetric signals with large noise are
processed to show the implementation of a SWLS
application in an actual analysis system according
to the conditions discussed.

4.1. Data processing of simulating signal

4.1.1. Effect of different mth-order spline wa6elet
basis (m)

If S/N=0.5, the distance between spline
wavelet used in curve fitting h=5, the numbers of
sampling points k=1000 are fixed. The value of
m changes from 2 to 4. The processed results are
shown in Fig. 2. From the figures, only for m=3,
the processed curve is similar to the theoretical
curve and the errors are also very small, as can be
seen in Table 2. So, m=3 is chosen to be the
optimum value.

4.1.2. Effect of different distance between spline
wa6elet basis used in cur6e fitting (h)

h is a very important parameter in SWLS. It
decides the number of spline wavelet basis used in
curve fitting (n), the larger h is, the smaller n is. If
h is not chosen correctly, the processed curve will
be over-processed or under-processed. As for the
curve in Fig. 2(d), if S/N=0.5, m=3 and k=
1000 are fixed, the distance between spline wavelet
basis, h, ranges from 3 to 6, the processed results
are shown in Fig. 3. From the figures, only for
h=5, the processed curve is similar to the theo-
retical curve. When h is smaller than 5, there are
still many fluctuations on the processed curve,
that means the noise is not removed entirely.
When h is larger than 5, the peak currents of the
processed curve are smaller than the theoretical
curve. So, we choose h=5 as the optimum value.

4.1.3. Effect of different S/N
The practical significance of the noise in analyt-

ical chemistry is expressed by S/N which is com-
monly used to estimate the detectability of a given
method. The lower the S/N is, the less useful
information the signal include. If m=3, h=5,
k=1000 are fixed, S/N varies from 100 to 0.5, the
processed results are listed in Table 2. From the
table, even if S/N decreases to 0.5, the results
exhibit a better reduction of the high noise.

4.1.4. The results of Ip% and Ep%
The influence of different m, h, and S/N on Ip%

and Ep% are illustrated in Tables 1–3. From the
tables, satisfactory results of Ip%B3% and
Ep%B10% (if S/N 0.5) can be obtained if the
third-order spline wavelet basis is selected while
distance between spline wavelet h=5.

According to the results discussed in details
above, we came to the conclusion that the third-
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Fig. 6. Experimental results of WMCD and SWLS. (a) Experimental data of [HCHO]=5×10−8 mol l−1; (b) (——) processing
result of SWLS; (– – –) processing result of WMCD; ( · · · ) processing result of SLS.

order spline wavelet basis and distance between
spline wavelet h=5 are optimal values. They can
be used in both quantitative and qualitative
analysis.

4.2. Comparison of SWLS with WMCD

WMCD is also a very useful filtration method.
It can extract useful signal from high noise, even
if S/N decreases to 0.3. It can give the signal
representation of the frequency domain distribu-
tion state in the time domain since it has the
property of time frequency domain localization.
But there are still some problems that can’t be
solved by this method. When it processes those
signals whose value of starting point or ending
point is not equal to zero, that side of the processed
curve will drop suddenly to zero. This phenomenon
is caused by the characteristic of spline function.
Another problem is its not being suitable for
filtering some special-shaped curve. During the
research on SWLS, we found it can solve these
problems existing in WMCD. Comparison of these
two methods indicates that spline wavelet least

square is better than WMCD in the following
aspects.

When SWLS is used to process those signals
whose value of starting point or ending point is not
equal to zero, this side of processed curve will not
drop suddenly to zero (see the dotted line in Fig.
4(a)–(c)). Three different random noises (S/N=
0.5) are added to the theoretical curve in Fig. 2(d),
then those curves are processed with WMCD and
SWLS respectively. The results could be seen in
Fig. 4. It shows clearly that the results obtained
from SWLS are better than those from WMCD;
the processed curve is more similar to the theoret-
ical curve. The processing errors X2 of the whole
curve are calculated as the following equation:

X2= %
n

i=1

(yi−y*i )2 (8)

where yi is the value of ith point of the theoretical
curve, yi* is the value of ith point of the processed
curve. The X2 of the curve processed by WMCD
is 0.8390, and X2 of the curve processed by SWLS
is 0.7046 (all the values of X2 are average values of
three determinations).
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Fig. 7. Experimental results of SWLS with different concentration of HCHO, ( · · · ) original data; (——) processed curve; (a)
1×10−8 mol l−1; (b) 2×10−8 mol l−1; (c) 3×10−8 mol l−1; (d) 4×10−8 mol l−1.

SWLS is suitable for special-shaped curves. The
shapes of signals that collected in analytical exper-
iments are not always a peak-shaped curve. Some-
times we need to process a kind of signal that
shown in Fig. 5(a). It stands for the current versus
time curve at a stair in step voltammetry. The
solid line in Fig. 5(c) shows the processed results
of WMCD (S/N=1), the curve is distorted seri-
ously contrast to the theoretical curve; two sides
of it all drop to zero. The processing result of
WMCD on such curve is not ideal, useful signals

can only be filtered from S/N=10. While SWLS
can get much better result, it can extract useful
signal from high noise of S/N=1 and the pro-
cessed curve (see Fig. 5(b)) is sill similar to the
theoretical curve.

There is no limitation of number of sampling
points in SWLS. The number of sampling points
in WMCD must be 2n (n is an integer) according
to its algorithm. This causes difficulties in the
practical experiments that often can’t meet this
demand. While in SWLS, the number of the
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Table 5
Regression data of SWLS, WMCD and SLS in processing experimental data

Standard deviation of intercept RIntercept Standard deviation of slopeRegression data Slope

6.16×10−3 0.99802.04×10−10SWLS y=7.21×10−10 0.169 7.21×10−10

+0.169x
7.52×10−10 9.72×10−3 3.23×10−10WMCD 0.9946y=7.52×10−10 0.162

+0.162x
7.40×10−10 7.07×10−2SLS y=7.40×10−10 5.66×10−100.149 0.9806

+0.149x

sampling points hasn’t such limitation, it could be
any number, and needn’t be 2n.

The algorithm of SWLS is simpler and quicker.
According to Mallat’s decomposition algorithm,
the signals processed by WMCD must be decom-
posed many times. As for those high noise signals,
they will be decomposed from truncation fre-
quency l=10 to l=3, that means seven times
filtering. While in SWLS, the signals will be pro-
cessed only one time, even if S/N=0.5. So its
algorithm is simpler and quicker.

4.3. Comparison of SWLS with SLS

Spline least square (SLS) has been used in
processing voltammetric signals [8], to remove
random noise and serialize the discrete data. It
can get useful signals from the noise of S/N=0.5.
So we can say, it is also a very useful signal
processing technique. The principle of its process-
ing signals is the same as that of SWLS and their
algorithm are also very similar. During the re-
search, we still found some shortcomings of SLS.

The relative errors of Ip% and Ep% of SLS are
always larger than that of SWLS. The third-order
spline and distance between spline h=2 are cho-
sen as the optimum value according to the paper
[8], S/N ranges from 100 to 0.5, SLS is used to
process the theoretical curve shown in Fig. 2(d).
Then the relative errors of Ip% and Ep% are
calculated and listed in Table 4. Comparing the
data in Table 4 with the data in Table 2, we can
see the values of error in Table 4 are all higher
than those in Table 2 (h=5). That indicate that
the processed curves of SWLS are more similar to

the theoretical curve than the processed curve of
SLS.

In order to see if SLS is suitable for processing
some curves with special shape, we use it to
process the theoretical curve shown in Fig. 5(a)
(S/N=1.0). The processing result is shown in Fig.
5(c) (the dot line). From the figure, we can see the
processed curve is distorted seriously, one side of
it drops to zero and there’s still many fluctuations
on the curve. That indicates that SLS is also not
suitable for processing such kind of curve, while
using SWLS can get satisfactory result (see Fig.
5(b)).

Comparison of SWLS with two other filtration:
WMCD and SLS has been made. From the above
discussion, we can reach the conclusion that
SWLS can be applied more widely in signals
processing. It can process some special-shaped
curve without any correction. It can solve some
problems existing in WMCD and SLS. Its al-
gorithm is very simple and quick.

4.4. Experimental results

Girard’s reagent T can react with HCHO as the
following equation:

HCHO
A

+Cl−Me3N+CH2CONHNH2Girard’s T

�Cl−Me3N+CH2CONHNH�CH2B
+H2O

the product of reaction B is electroactive, it can be
used to determine HCHO.

The determination of HCHO was carried out
on BAS 100 with differential pulse stripping
voltammetry (DPSV) on the above-mentioned
conditions. When the concentration of HCHO is
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5×10−8 mol l−1, the original data could be seen
in Fig. 6(a). In order to compare the filtering
results of WMCD, SLS and SWLS, the original
data was processed by the three methods respec-
tively and the results were shown in Fig. 6(b). The
filtering parameters of WMCD are based on the
results in paper [9]; that of SLS are the third-or-
der spline and h=2. The third-order spline
wavelet and h=5 are chosen as the optimum
value of SLS. From the figures, we could see that
the processed result of SWLS was better than that
of WMCD and SLS. The two sides of the curve
processed by WMCD (the dash line in Fig. 6(b))
all dropped to zero. One side of the curve pro-
cessed by SLS (the dot line in Fig. 6(b)) also
dropped to zero, while this phenomenon didn’t
happen to the curve processed by SWLS. The
peak current of the curve processed by SLS was
lower than the peak current of the curve pro-
cessed by SWLS. It was clearly that the solid line
in Fig. 6(b) was more similar to the practical
curve.

Then, a series of different concentration HCHO
were determined, the original data (see black dot
in Fig. 7) were processed by SWLS, WMCD and
SLS respectively. The solid lines in Fig. 7 were the
processed results of SWLS. Because the value of
the peak current was too small, all of them in
Figs. 6 and 7 were multiplied by 108. The concen-
trations of HCHO in Fig. 7(a)–(d) were 1, 2, 3
and 4×10−8 mol l−1, respectively. Then calibra-
tions of peak current versus concentration were
plotted. The regression data were listed in Table
5. Apparently, SWLS had the best results among
these three methods.

From Figs. 6 and 7 and the regression data, it
is clearly that SWLS can get very satisfactory
results in processing experimental data. It can not

only filter the random noise, but also can get very
good linearity relationship that proved the accu-
racy of SWLS in processing signals.
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Abstract

A sensitive high performance liquid chromatographic method for the determination of N-nitrosoamines with
pre-column fluorescence derivatization has been developed. N-nitrosoamines are first changed into secondary amines
using denitrosation reagent, then react with acridone-N-acetyl chloride (ARC-Cl) to produce corresponding sec-
ondary amine derivatives, which exhibit a strong fluorescence. Maximum emission for ARC derivatives is 430 nm (lex

404 nm). The labelled derivatives are very stable, less than 4% decomposition occurs after heating at 40°C for 24 h.
Fluorescence intensities of derivatives are higher in neutral and alkaline than in acidic solutions. This method, in
conjunction with a multi-gradient program, offers a baseline resolution of the ARC derivatives from a linear
acetonitrile gradient. Separation is carried out on a reverse phase C18 column. Derivatization and chromatographic
conditions are optimized. The relative standard deviation (n=6) at an analytical concentration of 10 pmol of each
N-nitroamine is less than 4.5%. The detection limits at the fmol level. The method described is also suitable for
analysis of other amino compounds in different biological samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Column liquid chromatography; N-nitroso compounds; Fluorescence derivatization; Acridone-N-acetyl
chloride (ARC-Cl); Denitrosation

1. Introduction

N-Nitrosoamines existed widely in environment
or food. The carcinogenicity of N-nitrosoamines
was first discovered in 1956 by Magee and Barnes
[1]. Most of them are known to be potent carcino-
gens in animals [2]. The determination of N-nitro-
soamines by LC is of great pharmacological and

analytical importance. N-Nitrosoamines are
formed in air, water, soil and even in the human
body when the appropriate amines and nitrile
precursors are present by Eq. (1).

RR%NH+HONO�RR%N–N�O+H2O (1)

There has been a great deal of concern as to the
extent of their occurrence in the environment [3].
It has been estimated that the existed levels for the
volatile N-nitrosamines in man as low as 5–10 mg* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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kg−1 (ppb) [4]. For this reason, minimum detec-
tion limits of at least 10 ppb are generally ac-
cepted as an essential prerequisite for the
determination of this class of compounds in envi-
ronmental samples. Several existing LC analytical
methods, which provide sensitivity at the ppb
level, have been reported for the determination of
N-nitrosoamines [5–7]. In addition, a common
method of the acid-catalyzed denitrosation of N-
nitroso compounds in refluxing 1,2-
dichloroethane and subsequent detection of the
liberated nitric oxide via its chemiluminescence
reaction with ozone was also demonstrated by
Gough and Woollam [8] and Downes et al. [9].
This method for direct determination of N-nitoso
functional group needs a tedious treating proce-
dure, resulting in impractically long analysis
times.

Many of N-nitrosoamines do not show absorp-
tion in UV region, in order to increase detection
sensitivity and improve selectivity, general meth-
ods employ derivatization agents. High perfor-
mance liquid chromatographic separation of
N-nitrosoamines by pre-column derivatization
[10,11] or post-column derivatization [12,13] have
also been described. However, the sensitivities of
these methods described for determination of N-
nitroso compounds are unsatisfactory. A more
practically sensitive method is the acid-catalyzed
denitrosation of N-nitroso compounds in reflux-
ing 1,2-dichloroethane and subsequent detection
of liberated secondary amines via fluorescence
derivatization. At present, 4-(2-phthalimidyl)-ben-
zoyl chloride (PIB-Cl) has been used as a fluores-
cence derivatization reagent for the determination
of N-nitrosoamines [14]. The PIB-Cl method of-
fers greater sensitivity, but is not appropriate to
aromatic amines. At the same time, more interfer-
ing peaks are observed with standing of deriva-
tized solution, this is probably due to the fact that
PIB-Cl derivatives lead to decomposition during
analysis.

With the developing of current techniques for
separation of amino compounds by LC or CE,
derivatization is of crucial importance. The deter-
mination of amino compounds using new fluores-
cence reagents by reversed-phase liquid
chromatography (RP-LC) with pre-column or

post-column derivatization is still an active field.
An ideal reagent should fulfill several require-
ments [15]. First, it should be stable and give
rapid reaction in high yields at low temperature
and the reaction products should be sufficiently
stable. Excess reagent or by-products from the
reaction should not disturb the separation. Fur-
ther, the reagent should be selective for the target
analysis. The reagent should contain or produce a
strong UV absorption or high fluorescence inten-
sity. In addition, the reagent should be inexpen-
sive or be easily prepared. The derivatives must be
of a good solubility so as to reduce analysis times.

For this purpose, we synthesized acridone-N-
acetylchloride (ARC-Cl) by means of microwave
irradiation, which used as pre-column fluores-
cence derivatization agent for the sensitive deter-
mination of N-nitrosoamines. ARC itself is of
high fluorescence. However, this property is not a
limiting factor. Provided the conditions of elution
and composition of mobile phase, the disturbance
of ARC itself on separation can be eliminated. In
contrast to PIB derivatives, the solubilities of
ARC derivatives are greater than that of PIB
derivatives. By comparison the molecular struc-
ture with PIB, the fluorescence intensity of ARC
is also higher than that of PIB because it contains
a nitrogen atom providing a pair of lone electron.
The p-conjugated system of molecule is dramati-
cally extended and results in a strong fluorescence
emission. The pre-column derivatization devel-
oped in experiment does not require solvent ex-
traction steps to remove excess derivatization
agent prior to chromatography. So this process
decreases the errors in operation.

This paper discusses the evaluation of a more
practical method designed as a conversion of N-
nitrosoamines into corresponding secondary
amines. It was found that the adding of appropri-
ate amount of N,N-dimethyl aniline in denitrosa-
tion solution could accelerate the reaction rate of
denitrosation by decreasing the nitric oxide con-
centration because N,N-dimethyl aniline reacts
more easily with liberated nitric oxide resulting in
a major yield of p-nitroso-N,N-dimethyl aniline,
which does not disturb the fluorescence detection.
The denitrosation for N-nitroso compounds was
easily completed under the mild conditions. This
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process would reduce the whole of analysis time
because the analyzed solute molecule discarded a
nitroso functional group. The LC separation of
corresponding secondary amine derivatives was
performed on a Spherisorb C18 column with ace-
tonitrile as eluent by gradient elution at a flow of
1.0 ml min−1. In addition, the spectral and chro-
matographic behaviors of the ARC derivatives
were also investigated.

2. Experimental

2.1. Apparatus

A model 655 liquid chromatograph equipped
with an 650-10S fluorescence spectrophotometer
(Hitachi), a Rheodyne 7125 injection valve
(USA), a 655 proportioning valve and a 644-61
integrator (Hitachi) were used in experiments.
Fluorescence excitation and emission spectra
were obtained on 650-10S fluorescence spec-
trophotometer (Hitachi). Excitation and emission
bandwidths were both set at 10 nm. N-nitro-
soamine derivatives were separated on a 200×
4.6 mm, 5 mm Spherisorb column (Dalian
Institute of Chemical Physics, Chinese Academy
of Sciences). A paratherm U2 electronic isother-
mal water-bath (Germany) was used to control
column temperature. Galanz WP 750B mi-
crowave oven, 2450 MHz (China, Shanghai) was
used to synthesize acridone-N-acetic acid. All
mobile phases were treated ultrasonically for 15
min to remove gas bubbles prior to use. UV
absorption curves were recorded on a 330-ultra-
violet-visible spectrophotometer (Hitachi). Detec-
tion was carried out at a fluorescence detector
(excitation 404 nm, emission 435 nm).

2.2. Reagents

All reagents were obtained from commercial
sources and were reagent grade or better, unless
noted below. The organic solvent used for liquid
chromatography was LC grade acetonitrile (Jin-
ing). Doubly distilled water was used and boiled
to remove carbon dioxide before use. All sol-
vents were filtered with a 0.45 mm filtration disk.

Chemicals used include triethylamine, boric acid,
ammonium dihydrogenorthophosphate were all
purchased from Jinan (Shandong). Ammonium
dihydrogenorthosphate stock solution (2.67 M),
used for preparation of LC eluent, was adjusted
to pH 6.5 with ammonia solution. Borate buffer
was prepared from 200 mM boric acid solution
adjusted to pH 8.5 with 4 M sodium hydroxide
solution prepared from sodium hydroxide pellets.
Triethylamine stock solution (0.36 M) was also
adjusted to pH 6.5 with hydrochloride acid (2.0
M) for preparation of LC eluent. Redistilled
N,N-dimethyl aniline was diluted with acetoni-
trile to give a final concentration of 2.0 M. The
N-nitrosoamines were synthesized by reaction of
corresponding secondary amines with nitrites in
an acidic medium according to previous method
[10], These compounds were dissolved in purified
acetonitrile and the stock solution (1.0×10−4

M) was diluted before use.
Quenching reagent was acetonitrile–water–

acetic acid (20:3:2 v/v). The denitrosation reagent
was prepared by diluting 10 ml of 48% m/m
aqueous hydrobromic acid to give a final volume
of 100 ml with acetic anhydride.

2.3. Synthesis of acridone-N-acetic acid

Acridone 4.00 g was dissolved in DMF (7 ml),
then ethyl bromoacetate (5 ml) and potassium
hydroxide (4.0 g) were added, the mixture under
microwave irradiation for 18 s at 525 W, then
mixture was extracted by 15 ml of 4 M potas-
sium hydroxide solution. The pH of extracted
solution was adjusted to 2.0 with 2 M hy-
drochloric acid, the precipitation was removed
and washed with 10% methanol (20 ml ×3).
The rough product was recrystallized from
toluene and acetic acid (95:5) to afford a yellow
crystal. yield 3.6 g (60%), m.p. 249–252°C.
Found, C 74.61, H 4.86, N 6.20; calculated, C
74.66, H 4.88, N 6.22; IR (KBr), 3000–2500
(–COOH), 1720 (C�O), 1530 (ph), 1235, 743;
MS, m/z : 239(M+), 240(M+1), 214(M–
COOH); 152 (M–NCH2COOH); 1H NMR, 2.75
(–CH2–COOH), 4.58(–N–CH2–), 7.08–8.06
(ph).
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2.4. Preparation of ARC-Cl acetonitrile solution

0.1905 g acridone-N-acetic acid, was added to
a 10 ml of volumetric flask, then 3.0 ml thionyl
chloride redistilled was added and followed by
shaking for about 30 s to ensure good mixing,
then heated for 40 min in a water-bath at 80°C.
The solvent was evaporated by blowing with N2.
the dry sample was redissolved by addition of
acetonitrile to 50 ml in a 50-ml volumetric flask
as a 16 mM of ARC-Cl stock solutions for
preparation of N-nitrosoamine derivatives. Un-
less stated otherwise, the concentration of
derivatization agent used was 16 mM. All stock
solutions, except the borate buffer, were stored
in a refrigerator at 4°C.

2.5. Deri6atization procedure

Appropriate amount of sample solution
(about 50 ml, containing each of N-nitrosoamine
50–100 pmol) was added in a centrifuge tube. A
30 ml of N,N-dimethyl aniline acetonitrile solu-
tion was added to ensure a good mixing, then
added 50 ml of aliquot of denitrosation reagent
and heated for 4 min in a isothermal water-bath
at 30°C. After removal of the solvent by a
blowing of N2 to dryness, the dry sample was
redissolved by addition of 30 ml of pure acetoni-
trile and 50 ml of borate buffer (pH 8.5, 0.2 M),
then adding 50 ml of ARC-Cl acetonitrile solu-
tion. The centrifuge tube agitated and the
derivatization allowed for a reaction time of
30–60 s for ARC derivatization. Finally, the re-
action was stopped by adding 50 ml of quench-
ing reagent and the mixture was used directly
for analysis.

2.6. Chromatographic conditions

Separation of the ARC derivatives was carried
out using a binary gradient. Eluent A was 20
mM ammonium dihydrogenorthophosphate+9
mM triethylamine (pH 6.5)–methanol (95:5) and
B was acetonitrile–water (75:25). The flow rate
was constant at 1.0 ml min−1 and the column
temperature was kept at 35°C. The fluorescence
emission wavelength at 430 nm (excitation at

404 nm). Unless stated otherwise, the gradient
for separation of corresponding derivatives was
shown in Table 1.

2.7. Determination of fluorescence quantum
efficiencies

Dimethylamine derivative (3.0 mM) was dis-
solved in various solvent system. The fluores-
cence emission spectra were recorded with an
excitation wavelength of 404 nm for ARC-
derivative in a 1 cm quartz cell on an 650-10S
spectrofluorimeter. Detection of fluorescence effi-
ciencies were accomplished by comparison with
acridone-N-acetic acid, as standards (ff1%=1.0),
respectively. The ff1 value for a given derivative
was calculated according to the equation:

ff1

ff1%

=
If(1−10−A%)
If%(1−10−A)

where ff1 and ff1% are the fluorescence quantum
efficiencies for the given derivatives and the
standard. A and A % are the absorbency of the
derivatives and the standard solutions (deter-
mined by UV). If and If% are the areas under the
emission curves of the derivative and the stan-
dard, respectively. Quantum efficiencies were
measured in 100%, 50% acetonitrile and 50%
methanol solutions, respectively.

Table 1
Chromatographic gradient conditions

Time (min) B (%)A (%)

0 82 18
10 2377

7714 23
4525 55
4535 55
140 99

45 991

Eluent A, 20 mM ammonium dihydrogenortho-phosphate+9
mM triethylamine–methanol (95:5); eluent B, acetonitrile–wa-
ter (75:25); flow rate, 1.0 ml min−1.
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Fig. 1. The synthesis and derivatization processes.

3. Results and discussion

3.1. Enhanced reaction efficiency by microwa6e
irradiation

Recently, interest has been growing in applying
microwave heating for preparation of organic and
biological samples [16–18]. Microwave irradiation
perturbs molecules into dipole rotation without
causing rearrangement of their structures. The
energy absorbed by polar substances stimulates
dipole rotation of molecules. If the molecules are
water, friction caused by dipole rotation of water
molecule generate heat after microwave irradia-
tion. If the polar organic molecules dissolved in
non-polar solutes, in n-hexane for example, the
irradiated molecules would act as a stirring bar
and accelerates the rate of the reactions. In our
experiment, ARC could not be synthesized using
the method of conventional heating. By means of
microwave irradiation, ARC was easily prepared
by this unique technology. A systematic study of
suitable reaction condition to find an appropriate
input power for the complete reaction without
overheating is highly desirable. Four different in-
put powers were chosen, and the reaction times
were carried out within 20–25 s to find the opti-
mal condition for synthesis of derivatization
agent. It is found that an input power of 525 W is
very suitable for the synthesis of ARC. The syn-

thesis and derivatization reaction processes are
shown in Fig. 1(a) and (b), respectively.

3.2. Stability of deri6ati6es

The stabilities of ARC derivatives at room tem-
perature (25°C) were investigated by analyzing
standards containing 10 pmol of each N-nitro-
soamine. The derivatives were stored at 5°C at
room temperature in darkness as well as in day-
light for a period of two weeks, during which time
they were analyzed four times. As expected, day-
light had no effect on stability. All the derivatives
were stable during this time. The relative standard
deviations for normalized peak areas varying be-
tween 1.0 and 3.0% for ARC derivatives. Deriva-
tization solution was mixed with solvent
(CH3OH/CH3CN/water=5:30:65, containing 20
mM ammonium dihydrogenortho-phosphate+9
mM triethylamine pH 6.5) and were kept at con-
stant temperature in a water-bath at 40°C for
three days, during which time they were analyzed
three times. The extent of decomposition was
determined from the ratio of the peak height for
the derivatives before and after heating. The
derivatives exhibited less than 4% decomposition.
These results show that the stabilities of ARC
derivatives are incomparably superior to that of
PIB derivatives and enough to allow further anal-
ysis of derivatized samples at least 24 h at room
temperature.
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3.3. Optimization for denitrosation reaction

It was known that N-nitrosoamines undergo
cleavage at the N–NO bond in the presence of
a hydrogen bromide–acetic acid mixture, result-
ing in the formation of the corresponding sec-
ondary amines and the liberation of nitric oxide.
If being a N-nitrosoaromatic amine, the liber-
ated nitric oxide reacts immediately with corre-
sponding liberated aromatic secondary amine to
form p-nitroaromatic secondary amine. It was
found, in experiment, that the N,N-dimethyl
aniline was added to reaction system, resulting
in a major yield of p-nitrosadimethlaniline. In
other words, the nitroso groups of N-nitro-
soaromatic amines would transfer from N-nitro-
soaromatic amine to N,N-dimethyl aniline
molecule, which accelerates the reaction rate by
decreasing the nitric oxide concentration in reac-
tion by intermolecular reaction. It was also
found that a excess of approximately 103 mol of
N,N-dimethyl aniline per mol of N-nitroso com-
pound would give a completely diversion for all
liberated nitroso groups, which would reduced
the whole of analysis time because the analyzed
solute molecule discarded a nitroso functional
group. At the same time, p-nitroso-N,N-
dimethyl aniline formed did not disturb the sep-
aration using a fluorescence detection.

According to Drescher and Frank [19], the
denitrosation of N-nitroso compounds in dilute
dichloromethane solution occurs rapidly at am-
bient temperature. The yield of denitrosation
products is essentially independent of hydrogen
bromide concentration provided, a minimum ex-
cess of approximately 103 mol of hydrogen bro-
mide per mol of N-nitroso compound will give
a completely reaction. On the basis of our ex-
periments, it is also found that this is a true
except for N-nitrosopyrrolidine. The denitrosa-
tion of N-nitrosopyrrolidine is completed in 1.5
h under the above conditions. However, further
study indicated, under the presence of N,N-
dimethyl aniline, that the reaction time can also
be reduced to about 4 min when the reaction
temperature is kept at 30°C.

3.4. Fluorescence properties of deri6ati6es

The maximum emission wavelength of corre-
sponding dimethylamine derivative is 430 nm
(lex 404 nm) for ARC. The effect of solvent on
the fluorescence spectra and intensity of repre-
sentative ARC-dimethylamine derivative is
shown in Table 2. As can be seen from Table 2,
the fluorescence intensities in pure acetonitrile is
21% stronger than that in methanol. The emis-
sion wavelength in acetonitrile–water is shorter
than that in methanol–water (except 100% ace-
tonitrile). In acetonitrile–water solutions causes
a red shift of emission wavelength with decrease
of acetonitrile concentration and a decrease in
fluorescence intensity. There is a 15.6% differ-
ence for ARC in the fluorescence intensity be-
tween 50% of acetonitrile solution and 50%
methanol solution. Derivatives show a little
change in fluorescence quantum efficiencies with
increasing of solvent polarity. The ff1 value for
ARC-derivative changes from 0.698 to 0.541 in
going from 100 to 50% acetonitrile and from
0.573 to 0.532 in going from 100 to 50%
methanol.

3.5. Effects of pH and temperature on
fluorescence intensity

ARC itself contains a carboxylic group, the
fluorescence emission intensity in 50% acetoni-
trile solution changes with the changing of pH.
It can be seen that the fluorescence emission
intensity of ARC is greater in basic solution
than in acidic solution. The fluorescence emis-
sion intensity retain constant at pHB3, because
ARC itself is not dissociated in this range. In
addition, the fluorescence emission intensity is
also retained constant at pH\8.5, because it
has been dissociated completely in this range. It
can be seen that the fluorescence emission inten-
sity of derivatization agent gradually increase
with increasing pH in the range of 3.0–8.5. The
result is shown in Fig. 2.

The fluorescence intensity of ARC in non-
aqueous solvent was investigated using a varying
temperature. The curves were depicted in 15°C
increments from 15 to 75°C. Emission spectra
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Table 2
Effect of solvent polarity on the fluorescence property of representative ARC-dimethylamine derivative (pH adjusted to 6.5 with
buffer)

ff1Relative intensity n=5Maximum wavelengthSolvent v/v %

Ex. Em.

CH3CN/H2O
430 0.698a1.20100

1.1990+10 430
1.1880+20 430

429 1.1570+30
429 1.1360+40
430 1.11b50+50 404 0.541a

1.0443140+60
432 0.9930+70
432 0.9820+80

0.9643510+90

CH3OH/H2O
447 100c100 0.573a

0.9944590+10
0.9880+20 435
0.9843570+30

435 0.9760+40
435 0.96b50+50 404 0.532a

0.9543540+60
0.9430+70 433
0.9443320+80

433 0.9310+90

a Relative ff1%=1.0 in acetonitrile.
b Difference in fluorescence intensity, (1.11−0.96)/0.96=15.6%.
c Relative fluorescence intensities of ARC as 100% in pure methanol.

were collected using an excitation wavelength cho-
sen on the basis of the maximum intensity in the
excitation spectra. Fig. 3 shows typical spectra,
which exhibits different fluorescence intensity in
n-pentanol solvent at temperatures ranging from
15 to 75°C. It can be seen that the emission
intensities decrease with increase temperature pos-
sibly due to the hydrogen bonding between the
ARC and solvent. It is known that the viscosity of
the medium surrounding the fluorescence probe
has a direct correlation between the fluorescence
measurements and the bulk viscosity. This type of
correlation will be used to estimate the microvis-
cosity afforded in different organic solvent at
different temperature. Details will be reported
later. By experiments, it can be seen that ARC is
thermally stable and exhibited no significant de-

composition over the temperature ranges investi-
gated. A kinetic analysis of fluorescence intensity
can be lead to a linear correlation between ln Iem

and 1/T, which shows in Fig. 4. The slope of the
working curves yield emission stabilization energy
of 26.18 kJ mol−1 for ARC.

3.6. Optimization of reaction conditions for
deri6atization

In developing the ARC for determination of
N-nitrosoamines, it was important to assess the
effect of ARC concentrations and reaction time
for derivatized fluorescence signals. For this ex-
periment, a solution of 10 pmol dimethylamine
was prepared, which was interfused with ARC-Cl
at a concentration range from 0 to 16 mM, and
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dissolved in borate buffer (pH 8.5). Unless stated
otherwise, the other conditions as described in the
experimental section. It was found that fluores-
cence signals for dimethylamine derivative in-
creases with the varying of derivatization agent
concentrations from 0 to 8 mM. The fluorescence
intensity kept constant when the concentration of
derivatization agent is over 8 mM. The effect of
reaction time on fluorescence intensity for
dimethylamine was also investigated, and the re-
sults shown that the fluorescence intensity for
analytes steadily increased from 30 to 60 s and
kept a constant after 60 s. It was indicated that
the speed of derivatization of ARC-Cl was faster
than that of PIB-Cl.

Acetonitrile was used as the reaction co-solvent
in preference to acetone as it avoided the problem
of precipitation of the derivatives of hydrophobic
N-nitrosoamines. In preliminary studies, borate,
phosphate and bicarbonate buffers were investi-
gated for use in the derivatization. Both borate
and bicarbonate were satisfactory, but phosphate
proved unacceptable as it produced a large inter-
fering peaks. Derivatization of secondary amines
was carried out in borate buffer at pH 8.5 for

Fig. 3. Fluorescence spectra of ARC at different temperature
in n-pentanol solvent.

Fig. 2. Effect of pH on ARC itself fluorescence intensity.

times from 30 to 60 s for ARC. The use of
acetonitrile as co-solvent evidently causes deriva-
tization of secondary amines to proceed more
slowly than in acetone, but adjustment of the pH
of the borate buffer to 8.5–9.0 gave a complete
derivatization during this time. The reaction rate
was compared with relative peak heights of liber-
ated secondary amines at various intervals by
derivatization with ARC. The effect of derivatiza-
tion time on peak heights was shown in Fig. 5.

Additionally, N,N-dimethyl aniline was added
into the denitrosation solution to be profitable for
the diversion of N-nitroso groups because it not
only accelerates the reaction rate but also elimi-
nates the disturbance of released nitric oxide. On
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the other hand, N,N-dimethyl aniline itself dose
not disturb the separation using a fluorescence
detection. In addition, excess derivatization
reagent will change into ARC-OH, which does
not disturb on the separation of other derivatives
as it was eluted firstly.

3.7. Effect of triethylamine concentration on
retention

The effect of triethylamine concentration on the
retention value of ARC derivatives is investigated.
The result shows that the k % values of solutes
decrease with increasing triethylamine content,
peak spreading is reduced and column efficiency
improved. It is probably due to the fact that these
variations derive from interaction of the solutes
with residual silanol groups on the silica surface
[20,21]. The nitrogen in triethylamine can easily
form coordinate bond with the oxygen of residual
hydroxyls on the surface of stationary phase, thus
the residual acidic sites on the surface decrease
with the amount of triethylamine added. This
process can efficiently reduce non-specific sorp-
tion of solutes. Several mobile phases were tested
for this analytical separation. The use of chro-

Fig. 5. Reaction rates of ARC-Cl with dimethylamine (100
pmol), diethylamine (100 pmol) and pyrrolidine (100 pmol).
Reaction system: borate buffer (pH 8.5) containing 0.1 mM
N,N-dimethyl aniline. 1, dimethylamine; 2, diethylamine; 3,
pyrrolidine.

matographic eluent containing triethylamine gave
a good reproducibility in the qualitative and the
quantitative analysis of derivatives. The pH (in
the range of 5–7) does not influence the retention
of ARC-OH, which is easily separated from other
derivatives by adjusting the composition of eluent
A, In order to achieve the efficient derivatization,
16 mM of derivatization reagent is adopted for
N-nitroso compounds derivatized in our experi-
ments. Optimum separation is obtained by addi-
tion of 9 mM triethylamine in the mobile phase
A.

3.8. LC separation of deri6ati6es

The separation of a denitrosated mixture of
N-nitrosoamines or N-nitrosoaromatic amines
was carried out using a reverse phase Spherisorb-
C18 column. When eluent A was 20 mM ammo-
nium dihydrogenorthophosphate+9 mM
triethylamine–methanol (90:10), it is found that
N-nitrosodimethylamine, N-nitrosopyrrolidine
and N-nitrosoethylamine derivatives were con-
stantly found to be not offered baseline resolu-

Fig. 4. Effect of the temperature (1/K) on the fluorescence
intensity (ln Iem) of ARC in n-pentanol solvent.
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Fig. 6. Chromatogram of a 10 pmol standard derivatives detected by fluorescence (excitation wavelength 404 nm, emission 430 nm).
Chromatographic conditions: column 200×4.6 mm Spherisorb 5 mm; eluent A: 20 mM ammonium dihydrogenorthophosphate+9
mM triethylamine–methanol (95:5%); eluent B: acetonitrile–water (75:25%); flow rate, 1.0 ml min−1; column temperature, 35°C;
gradient as Table 1. 1, N-nitrosodimethylamine; 2, N-nitrosopyrrolidine; 3, N-nitrosodiethylamine; 4, N-nitrosopiperidyl; 5,
N-nitrosodipropylamine; 6, N-nitrosomethylphenylamine; 7, N-nitrosodibutylamine.

tion. However, that is easily separated by varying
the composition of mobile phase. When eluent A
was 20 mM ammonium dihydrogenorthophos-
phate+9 mM triethylamine–methanol (95:5),
these derivatives mentioned as above were found
to be offered a satisfactory baseline resolution as
shown Fig. 6.

3.9. Analysis of N-nitrosoamines in soil

For the analysis of N-nitrosoamines in soil, 100
g samples were weighed out and transferred to a
volumetric flask and was mixed with a 50-ml
portion of dichloromethane for 20 min. The sam-
ples were then filtered to remove insoluble partic-

ulate matter. After the filtrate was transferred to a
100-ml volumetric flask, the solution was treated
with 20 g of anhydrous sodium sulfate. The dried
extracts were then concentrated to a final volume
of 10 ml under a stream of dry nitrogen at 30°C.
For the denitrosation reaction, the concentrated
extracts were transferred to 50-ml test tubes and
brought to a total volume of 20 ml with fresh
methylene chloride. A 0.5 ml of N,N-dimethyl
aniline acetonitrile solution was added to ensure a
good mixing, after immediately the adding of 1.0
ml of denitrosation reagent solution, the mixture
was heated for 4 min in a isothermal water-bath
at 30°C. After removal of the solvent by a blow-
ing of N2 to dryness, the sample was redissolved
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Fig. 7. Chromatographic separation of derivatized secondary amines from soil. Chromatographic conditions: column 200×4.6 mm
Spherisorb 5 mm; eluent A: 20 mM ammonium dihydrogenorthophosphate+9 mM triethylamine–methanol (95:5%); eluent B:
acetonitrile–water (75:25%); flow rate, 1.0 ml min−1; column temperature, 35°C; gradient as Table 1. 1, N-nitrosodimethylamine;
2, N-nitrosopyrrolidine; 3, N-nitrosodiethylamine; 4, N-nitrosopiperidyl; 5, N-nitrosodipropylamine; 6, N-nitrosomethylpheny-
lamine; 7, N-nitrosodibutylamine.

by addition of 0.5 ml of pure acetonitrile.
Derivatization was carried out as previously
described. The separation of N-nitrosoamines in
soil was shown in Fig. 7.

4. Linearity of derivatives

The linearities of the N-nitrosoamine deriva-
tives were established by the analysis of six differ-
ent concentrations of corresponding standards,
over a 100-fold range. These standards gave on-
column injection amounts ranging from 1.0 to 100
pmol for N-nitrosodimethylamine, N-nitrosopy-

rrolidine, N-nitrosodiethylamine, N-nitrosodipro-
pylamine and N-nitrosopiperidyl; and from 2.0 to
200 pmol for N-nitrosomethylphenylamine and
N-nitroso dibutylamine. All of the derivatives
were found to give a linear response with the
correlation coefficients for peak heights greater
than 0.998, and listed in Table 3.

4.1. Detection limits and sensiti6ity

The sensitivity are depend upon the size of
column. Narrow or microbore columns give a
further increase in sensitivity especially when
baseline subtraction is used. The representative
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Table 3
Regression analysis of calibration graphs and other quantitative data for ARC derivatives

Linear range injected Detection limitcCalibration Correlation coeffi-Compound RSD%b (n=
6) (fmol)graphaamount pmol cient

y=0.2028 24N-nitrosodimethy- 0.99861.0–100 4.2
lamine

+0.1408x
0.9992 4.0 30N-nitrosopyrrolidine 1.0–100 y=0.0342

+0.1327x
4.3 460.9990y=0.0517N-nitrosodiethy- 1.0–100

lamine
+0.1185x

4.1 500.9994N-nitrosopiperidine y=0.04851.0–100

+0.0995x
0.9995 4.2N-nitrosodipropy- 641.0–100 y=0.0199

lamine
+0.0860x

4.5 1170.9987N-nitro- y=0.02572.0–200
somethylpheny-

+0.0752x
lamine

2.0–200 y=0.0114 4.30.9988N-nitrosodibuty- 128
lamine

+0.0609x

a y in cm, x in pmol injected amount.
b Relative standard deviation for 10 pmol of each ARC derivatives
c S/N=3.

derivatives of 10 pmol of N-nitrosodimethy-
lamine and N-nitrosodiethylamine are investi-
gated. Their peak heights corresponding ARC
derivatives are 3.0 times as high as PIB deriva-
tives. Detection limit is depend upon different
detector. The detection limit, defined as thrice
the size of the background noise for N-nitroso
compounds is 24–128 fmol for ARC. Under the
same operational conditions, PIB give a corre-
sponding detection limit of 65–335 fmol. The
low detection limit is directly attributable to the
removal of impurities present in the reagents and
blank water. These impurities can be eliminated
by purifying the reagent and will give a further
increase in sensitivity. The detection limits (S/
N=3) were calculated from peak heights and
also listed in Table 3.

5. Conclusions

In contrast to derivatization agent PIB, the

derivatives of ARC exhibits a high solubility and
a large molar absorptivity in derivatized solution
which makes it more sensitive than PIB deriva-
tives. ARC derivatives are detected at levels of
2.6 times lower than PIB derivatives. In compari-
son PIB with ARC, PIB is unstable and exists
more interfering peaks with standing of the
derivatized solution. At the same time, aromatic
amines give no fluorescent products for PIB un-
der the proposed derivatization conditions, which
makes its application to be limited in analysis.
The present work has shown that ARC is a
highly sensitive and effective derivatization
reagent. Complete derivatization took less than 1
min at room temperature, and its derivatives are
stable for at least 24 h in neutral solution. Corre-
sponding hydrolysates of ARC does not interfere
with the LC analysis by adjusting the composi-
tion of mobile phase. Derivatization yield of
close to 100% was achieved for derivatized com-
pounds. These characteristics make it to be an
attractive derivatization agent.
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Abstract

We have investigated the use of headspace solid phase microextraction (HSSPME) as a sample concentration and
preparation technique for the analysis of volatile and semivolatile pollutants in soil samples. Soil samples were
suspended in solvent and the SPME fibre suspended in the headspace above the slurry. Finally, the fibre was desorbed
in the Gas Chromatograph (GC) injection port and the analysis of the samples was carried out. Since the transfer of
contaminants from the soil to the SPME fibre involves four separate phases (soil-solvent-headspace and fibre coating),
parameters affecting the distribution of the analytes were investigated. Using a well-aged artificially spiked garden
soil, different solvents (both organic and aqueous) were used to enhance the release of the contaminants from the
solid matrix to the headspace. It was found that simple addition of water is adequate for the purpose of analysing
the target volatile organic chemicals (VOCs) in soil. The addition of 1 ml of water to 1 g of soil yielded maximum
response. Without water addition, the target VOCs were almost not released from the matrix and a poor response was
observed. The effect of headspace volume on response as well as the addition of salt were also investigated.
Comparison studies between conventional static headspace (HS) at high temperature (95°C) and the new technology
HSSPME at room temperature (�20°C) were performed. The results obtained with both techniques were in good
agreement. HSSPME precision and linearity were found to be better than automated headspace method and
HSSPME also produced a significant enhancement in response. The detection and quantification limits for the target
VOCs in soils were in the sub-ng g−1 level. Finally, we tried to extend the applicability of the method to the analysis
of semivolatiles. For these studies, two natural soils contaminated with diesel fuel and wood preservative, as well as
a standard urban dust contaminated with polyaromatic hydrocarbons (PAHs) were tested. Discrimination in the
response for the heaviest compounds studied was clearly observed, due to the poor partition in the headspace and to
the slow kinetics of all the processes involved in HSSPME. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

A recent advance in sample preparation for
trace analysis is solid phase microextraction
(SPME) technology. In this solvent-free extraction
technique, developed in 1989 by Pawliszyn [1–5],
the analytes are adsorbed directly from an
aqueous [3] or gaseous phase [6] onto a fused-sil-
ica fibre coated with a polymeric phase. Hence
sampling, extraction and concentration are ac-
complished in a single step. The entire assembly is
mounted in a modified syringe needle which, after
exposure to the sampling media (water or air), is
inserted into the heated injection port of a GC.
The analytes are desorbed in the GC injector and
analysis of the samples is carried out. Separation
and detection then proceed in the usual manner.
The SPME fibre can also be suspended in the
headspace above the aqueous or solid sample
(headspace solid phase microextraction
(HSSPME)), which eliminates interference prob-
lems because the fibre is not in contact with the
sample [7,8]. SPME has become very popular in
the last 2 or 3 years, especially in environmental
analysis [9–14].

Environmental contamination with volatile or-
ganic chemicals (VOCs) associated with fuel/
petroleum usage is widespread in the world. Spills
during transport and leaking storage tanks are the
main sources of contamination to soils, ground
water and air. Other sources of petroleum product
contamination are heating oil tanks, refineries,
aboveground tanks, terminals, pipelines, or acci-
dental spills from other sources. These com-
pounds have gained prominence in environmental
pollution control over the past decade as a result
of increased environmental and health concerns
and the introduction of new regulations. The most
commonly used protocols for the analysis of
VOCs in water are static headspace (HS) or
purge-and-trap techniques (PAT). These tech-
niques have also been applied to the analysis of
soils and sediments [15].

In this paper we present the development of a
HSSPME method to extract volatile organic com-
pounds (VOCs) from soil matrices. Model VOCs
include toluene, ortho-, meta- and para-xylene,
chlorobenzene, 1,2-, 1,3- and 1,4-dichlorobenzene.

Soil samples were suspended in solvent and the
SPME fibre suspended in the headspace above the
slurry. Finally the fibre was desorbed in the GC
injection port and the analysis of the samples was
carried out. Different parameters affecting the
distribution of the analytes between the different
phases were investigated. The HSSPME method
at room temperature (�20°C) was compared
with conventional automated HS sampling at high
temperature (95°C). Due to the lack of adequate
reference soil material of VOC, a typical urban
soil was spiked with a mixture of target com-
pounds and aged for several months to simulate
real soil samples. Conventional HS results were
compared to the HSSPME results and found to
be in good agreement. The proposed method of-
fered significant advantage in terms of linearity,
precision and detection limits. Although this
method shown to be well suited for VOC analysis,
compounds of low volatility partition poorly into
HS and are generally not amenable to headspace
type of analysis. The limitation of the HSSPME
method developed in this work for the analysis of
semivolatiles was studied through three naturally
contaminated samples: one with hydrocarbons
and another two with PAHs.

2. Experimental

2.1. Instrumentation

Static headspace analysis was performed using
a Hewlett Packard HP19395A headspace sampler
and a HP5890 Series II gas chromatograph
equipped with a 5970 mass selective detector
(MSD). Experimental parameters of the HS sam-
pler were as follows: equilibration time, 30 min
(nominal); bath temperature, 95°C; sample loop, 3
ml; valve/loop temperature, 110°C; valve opera-
tion sequence of pressurisation, 10 s; venting and
filling of loop, 5 s; and injection 15 s. The carrier
gas was helium at 80 ml min−1; and the auxiliary
pressure of 1.5 bar. Normal HS was run using a
constant heating time accessory on the headspace
sampler, consisted of a sample magazine and the
controlling pneumatics which dropped one vial at
a time into the heated carousel as the previous
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Fig. 1. Effect on the response after the addition of different polar solvents to the soil.

sample was being analysed, such that each sample
vial was equilibrated for the time equivalent to
one GC run (heating up and cooling down; nomi-
nally 30 min).

A manual SPME holder was used with a 100-
mm polydimethylsiloxane fibre assembly (Supelco,
Mississauga, ON). The analysis was performed on
the above system with the headspace transfer line
detached from the injection port. GC conditions
were the same in normal HS and in HSSPME
analysis, and were as follows: inlet temperature,
225°C; inlet mode, split operation with split ratio
1:10 (splitless operation in SPME); split vent flow,
60 ml min−1; oven temperature, 40°C hold 5 min,
rate 7.5°C min−1 to final temperature 200°C;
column, 30-m SPB-1, 0.53 mm i.d., 1.5-mm film,
column flow, 7.5 ml min−1 nominal; linear veloc-

ity, 40 cm s−1 at 100°C. An open-split interface
was used to limit the flow to the MSD to 0.7 ml
min−1. The MSD was operated in SIM mode.

For PAHs analysis another GC/MSD system
similar to the one above was employed with a
30-m DB-5 GC column (0.25 mm i.d., 0.25 mm
film). GC temperature program was: oven temper-
ature, 80°C hold 1 min, rate 15°C min−1 to final
temperature 300°C. The injector temperature was
260°C and the capillary interface temperature was
300°C. The MSD was operated in selected ion
monitoring mode with two or three monitored
ions per compound. Both systems were controlled
by a HPChem station (DOS series).

For total hydrocarbon analysis, a 5890 GC
equipped with flame ionisation detector (FID)
was used. A 30-m DB-5 GC column (0.25 mm
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Fig. 2. Effect on the response after the addition of different amounts of water to the soil.

i.d., 0.25 mm film) was used. Oven temperature
was 50°C for 1 min and heated to 310°C at the
rate of 15°C min−1. Injector and detector temper-
ature were 280 and 310°C, respectively. The GC
column flow was nominally 1 ml min−1.

2.2. Reagents and chemicals

A ten-components VOC standard of 2000 mg
ml−1 of each of the target analytes was obtained
from HP (part no. 8500-6080). The target analytes
were benzene, toluene, chlorobenzene, ethylben-
zene, p-, m-, o-xylene, 1,2-, 1,3- and 1,4-
dichlorobenzene. The standard was diluted ten
times in methanol to give a spiking solution of
200 mg ml−1.

All the solvents (analytical grade) were pur-
chased from Caledon (Belleville, ON, Canada).

For the study of volatiles, experiments were
performed in a sandy-loam sub-surface soil col-

lected from a garden in an urban area in Ottawa.
This soil consists of 48.4% sand, 32.3% silt and
13.3% clay with 2.0% organic carbon. After re-
moving twigs and extraneous material it was dried
in an oven at 90°C for 4 h and then homogenised
by crushing in a mortar and screened to a particle
size of 200 mm. This soil did not contain any of
the VOCs studied in this work. About 100 g was
weighed out in a jar, to which the VOC standard
mixture dissolved in 100 ml of methanol was
added to give a soil concentration of 2 mg g−1 of
each of the VOC target compounds. The slurry
was allowed to stand, loosely covered to protect it
from dust, and stirred occasionally until the
methanol completely evaporated (approximately 2
days). The soil was then capped and kept in a
desiccator. The final VOC content of this soil was
not known due to evaporation loss during prepa-
ration and storage (approximately 18 months).
Benzene has not been included in this study be-
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Fig. 3. Effect on the response with the headspace volume.

cause due to its high volatility, it was not detected
in the aged soil. Soils spiked in this manner, and
aged for a long period of time, resembled a real
sample more than the common technique of spik-

ing one spot in the soil matrix just before analysis,
because the target analytes were in more intimate
contact with the soil particles, and thus maximis-
ing analyte/matrix interaction.

For calibration studies a standard addition pro-
tocol was used. Different levels of VOCs were
added to the spiked soil. A 1-g soil aliquot was
added into a 20-ml vial and spiked with a 100-ml
of MeOH containing the VOCs. After capping,
the vials were tumbled for 0.5 h and allowed to
equilibrate at room temperature for 24 h before
sampling and analysis.

For the analysis of semivolatiles three real sam-
ples were used: (i) a soil contaminated with diesel
fuel from a gas process plant, in which we
analysed the total hydrocarbon content; (ii) a
wood preservative contaminated soil (SRS103-
100) purchased from Fisher Scientific (Fair Lawn,
NJ) for the analysis of PAHs; and (iii) an urban
dust (SRM 1649) purchased from NIST
(Gaithersburg, MD) for the analysis of PAHs.

Table 1
HSSPME detection and quantification limits for the target
VOCs

Detection limit Quantification
limit (ng g−1)(ng g−1)

Toluene 0.23 0.78
Chlorobenzene 0.15 0.49

0.270.08Ethylbenzene
0.05 0.16p+m-Xylene

0.230.07o-Xylene
0.14 0.471,3-Dichloroben-

zene
0.420.131,4-Dichloroben-

zene
1,2-Dichloroben- 0.490.15

zene
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Table 2
HSSPME versus HS: linear correlation coefficients and ratio of responses (HSSPME/HS)

Correlation coefficients Ratio of responses (HSSPME/HS)

HSHSSPME

0.9971 2Toluene 0.9993
0.9999 0.9981Chlorobenzene 2

0.9987 30.9992Ethylbenzene
0.9989 0.9996p+m-Xylene 10

0.9998 7o-Xylene 0.9999
0.9997 0.99911,3-Dichlorobenzene 8
0.9993 0.99751,4-Dichlorobenzene 7

0.9973 71,2-Dichlorobenzene 0.9991

2.3. Con6entional HS sampling

HS sampling and analysis was performed fol-
lowing the method proposed by Voice and Kolb
[15]. Two grams of soil were introduced into a
22-ml HS-vial. Three millilitres of water were
added to each vial and then the vial was placed in
the HS bath at 95°C for 0.5 h before analysis.

2.4. HSSPME sampling

Different amounts of water or organic solvents
were added into 1 g soil in a 22-ml HS-vial, to
promoted the release of volatiles. A 1-cm stir bar
was placed in each vial, which was sealed with an
aluminium cap with a Teflon-lined septum. The
SPME fibre was suspended in the HS for 30 min.
The water–soil mixture was stirred during the
sampling time to promote faster equilibrium. Once
sampling was complete, the fibre was immediately
inserted into the GC injector port for desorption.
A desorption time of 3 min at 260°C was enough
for quantitative desorption of all the analytes
studied and no carry over was observed.

3. Results and discussion

The fibre exposure time required for equilibrium
between phases was not studied since it is a matrix
dependant parameter. However, we found equi-
librium was reached after 30 min. Further exposure
up to 1 h did not show any increase in the response.

3.1. Optimisation of HSSPME conditions

The degree of partitioning of VOCs between the
soil and the HS is generally very low. To promote
the release of volatiles, water can be added to the
soil [7,16]. The effect of adding water as well as
organic polar solvents to the sample matrix was
studied. Fig. 1 shows the responses obtained after
adding 100 ml of different solvents to 1 g of sample.
As can be seen, there was an increase in the
response in all cases. The highest results, however,
were obtained using water, which produced a
100-fold increment to the signal obtained without
the addition of solvent.

Different mechanisms are involved in the des-
orption of volatiles from the soil into the
headspace when a polar solvent is used. One of
them is the displacement of the analytes from the
active sites in the soil. The active sites are usually
polar functional groups that have more affinity for
polar compounds than for less polar ones. The
polar compounds added to the soil will substitute,
at least in part, the VOCs on these active sites and,
in consequence, the VOCs will be released into the
headspace. Another mechanism involved is the
competition between the matrix and the solvent for
the analytes. Part of the analytes can be desorbed
from the soil into the solvent by solvation, and
then from the solvent into the headspace.

The quantity of water added to 1 g of soil was
investigated next. The experiments were carried
out with the addition of water between 0 and 15
ml. The results are shown in Fig. 2. This plot
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Table 3
Concentration of VOCs (ng g−1) found in the well-aged spiked soil by HSSPME and by HS

HSHSSPME

Mean (ng g−1)a RSD (%) Mean (ng g−1)a RSD (%)

33.1 10.0Toluene 22.7 12.8
79.0 2.2Chlorobenzene 52.8 8.9

Ethylbenzene 61.364.7 4.0 7.0
p+m-Xylene 10.095.04.2104.6

75.9 5.6o-Xylene 75.7 8.9
1,3-Dichlorobenzene 583.9 2.1 628.5 6.2
1,4-Dichlorobenzene 651.8 3.9 747.2 11.5

807.2 4.2 881.11,2-Dichlorobenzene 8.2

a n=3.

exhibits a maximum response for 1 ml of water
added to the system. However, the responses ob-
tained between 100 ml and 5 ml were not signifi-
cantly different. When the amount of water added
was 5 ml or more, the responses decreased. The
results clearly demonstrate that the addition of
water to the samples is necessary to release the
VOCs into the gas phase. The fact that the re-
sponses were practically not dependent on the
amount of water between 100 ml and 5 ml for a
1-g sample size has a significant practical advan-
tage, because in real soil samples, the moisture
content can be very different, and is often not
known. The results of this study indicate that the
HSSPME method proposed for the target VOCs
is not sensitive to the moisture level of the soil.
For subsequent studies, the amount of water
added to 1 g of soil was set at 1 ml.

The effect of the addition of salt to the samples
was also studied. One gram of KCl was added to
each vial and HSSPME was performed in the
same manner. In contrast to other authors [7], no
increase in the response was observed after the
addition of salt. The addition of salt to aqueous
samples is frequently used to enhance the sensitiv-
ity of headspace analysis of polar compounds; for
non-polar compounds this effect is expected to be
insignificant [17,18]. The analytes studied in this
paper have very low polarity and, consequently
no significant enhancement in sensitivity should
be expected after the addition of salt.

The effect of the headspace volume on extrac-
tion efficiency was investigated next. A set of
experiments was performed using 1 g of soil and 1
ml of water in different size vials, with a
headspace volume of 4, 9, 21 and 39 ml. The
results obtained for toluene, ethylbenzene, p-
xylene and 1,2-dichlorobenzene are shown in Fig.
3. The responses obtained were similar for
headspace volumes between 4 and 21 ml. The
ability to work with bigger HS volume without
decreasing the response of the method has an
important practical advantage; if the fibre is situ-
ated further from the stirred soil/water mixture
there is a lesser tendency for soil particles to stick
on the fibre, which results in a cleaner operation.
It also removes the constraint of using a particu-
lar size container. For a headspace volume of
approximately 40 ml the response was lower, be-
tween 54 and 82% of the response obtained with
the other three headspace volumes.

3.2. Repeatability, reproducibility, detection limit
and quantification limit

A series of five consecutive extractions were
performed on different aliquots of soil in order to
evaluate the repeatability of the HSSPME
method. The precision of the HSSPME method
was very good and the relative standard devia-
tions (%RSD) were between 1 and 5% for all the
compounds.
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Table 4
MSD Response obtained for PAHs in urban dust (SRM1649) after HSSPME at 20 and 100°C (The reference concentration values
are also given)

Reference value (mg g−1) Response (area cts)

20°C 100°C

Phenanthrene 4.5 2170 1714626
7.1Fluoranthene 1641 1146076

Pyrene 6.6 nd 62831
nd2.6 150455Benzo(a)anthracene

3.6Chrysene nd 53840
Benzo(b,k)fluoranthene 8.2 nd 12027

2.9 nd 7623Benzo(a)pyrene
4.5Benzo(g,h,i)perylene nd 801

Indeno(1,2,3-cd)pyrene 3.3 nd 674

nd, not detected.

Another series of five extractions of the same
soil were performed in different days to evaluate
the reproducibility of the method. The precision
was also very good and the %RSD were between
3 and 6% for all the compounds, with the excep-
tion of toluene (RSD=10%).

The detection and quantification limits (signal-
to-noise ratio=3 and 10, respectively) were also
determinated and are reported in Table 1. Detec-
tion and quantification limits for all the target
VOCs were in the sub-ng g−1 level.

3.3. Linearity study and 6alidation of the method:
con6entional HS 6ersus HSSPME

Calibration studies for both techniques, HS and
HSSPME, were performed. To accommodate for
possible matrix effects and the incomplete transfer
of analytes to the HS, a standard addition proto-
col was performed on the well-aged spiked soil. A
five-level calibration study was carried out with
the addition of each target analyte between 0 and
2 mg g−1. One gram of soil was spiked with a
100-ml of MeOH containing the analytes. After
capping, the vials were tumbled for 0.5 h and
allowed to equilibrate at room temperature for 24
h before sampling and analysis. Both techniques
gave linear calibration curves for all the target
analytes, and the regression coefficients obtained
for each compound are shown in Table 2.
HSSPME was found to have better linearity than

conventional HS, with correlation coefficients in
0.999 or greater for all the compounds. The con-
centration of analytes found in the soil with
HSSPME and conventional HS are shown in
Table 3. Statistical tests showed that the two
techniques gave equivalent results for all the ana-
lytes with the exception of chlorobenzene and
toluene. For these compounds HSSPME gave
higher results than HS. The precision obtained
with HSSPME was also better than conventional
HS (Table 3). The sensitivity of both techniques
was also compared. The responses obtained with
HSSPME method were between two and 11 times
higher than those with the HS method (Table 2).

3.4. Application of the method to less 6olatile
compounds

For soil samples, the application of SPME is
limited to sampling the headspace over the soil or
soil water mixture to avoid the contact between
the fibre and the soil. We tried to extend the
application of the HSSPME method proposed in
this paper to the analysis of semivolatiles. The
possibility of analysing semivolatile compounds in
solid samples at room temperature is largely lim-
ited by the poor release of these compounds into
the vapour phase. For these studies three natu-
rally contaminated samples, one with diesel and
the other two with PAHs, were tested. Discrimi-
nation in the responses obtained was observed in
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both cases for the high boiling compounds, due to
their low partition into the headspace and to the
slow kinetics that these compounds have at room
temperature. After 30 min sampling, the system is
still far away from equilibrium. In the diesel soil
sample, the characteristic diesel hump around
C14–C20 was only barely detectable in the chro-
matogram when compared to that from conven-
tional solvent extraction. In the wood preservative
soil and in the urban dust, both contaminated
with PAHs, it was only possible to identify PAHs
smaller than four rings.

For quantitative analysis of semivolatiles in
soils it is necessary to promote the partition of the
compounds into the headspace and speed up the
mass transfer process. One of the possibilities is to
heat the soil-water slurry. In fact, increasing the
temperature from 20 to 100°C and sampling for
the same time (30 min), all the PAHs in the soil
could be identified. In the urban dust, which
concentration in PAHs is much more lower than
in the wood preservative soil, all the PAHs con-
tained could be detected, but the responses for
benzo(g,h,i)perylene and indeno(1,2,3-cd)pyrene
were very low. Table 4 shows the MSD responses
obtained for this certified reference material after
HSSPME at 20 and 100°C. The certified concen-
tration values are also given. Even at 100°C the
discrimination in the responses with the size of the
PAH is very significant. Further research in the
application of HSSPME for the analysis of
semivolatiles in soils is being performed.

4. Conclusions

HSSPME at room temperature (�20°C) has
been shown to be a very suitable methodology for
the quantitative determination of VOCs in soil
samples. The addition of water to the soil is
required to release the volatiles into the gas phase.
The enhancement in the sensitivity over conven-
tional HS at 95°C is significant. The technique
offers good performance in terms of precision
(RSD�5%) and linearity, and because of simplic-
ity and low equipment cost, is well suited for the
rapid quantification of residual volatiles in landfill

or spill samples. For semivolatile compounds in
the mid-boiling range, the HSSPME proposed
method did not perform well, due to the poor
partition of these compounds into the headspace
and to the slow kinetics of all the process involved
in HSSPME that these compounds have at room
temperature. At higher temperature, an adequate
screening analysis of a soil sample contaminated
with PAHs could be done, but still very low
response for the six-ring analytes was obtained.
Further studies are being performed to extend the
application of HSSPME to the quantitative analy-
sis of semivolatiles.
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Abstract

A novel chemiluminescence (CL) system was evaluated for the determination of hydrogen peroxide, glucose and
ascorbic acid based on hydrogen peroxide, which has a catalytic–cooxidative effect on the oxidation of luminol by
KIO4. Hydrogen peroxide can be directly determined by luminol–KIO4–H2O2 CL system. The detection limit was
3.0×10−8 mol l−1 and the calibration graph was linear over the range of 2.0×10−7–6.0×10−4 mol l−1. The
relative standard deviation of H2O2 was 1.1% for 2.0×10−6 mol l−1 (N=11). Glucose was indirectly determined
through measuring the H2O2 generated by the oxidation of glucose in the presence of glucose oxidase at pH 7.6. The
present method provides a source for H2O2, which, in turn, coupled with the luminol–KIO4–H2O2 CL reaction
system. The CL was linearly correlated with glucose concentration of 0.6–110 mg ml−1. The relative standard
deviation was 2.1% for 10 mg ml−1 (N=11). Detection limit of glucose was 0.08 mg ml−1. Ascorbic acid was also
indirectly determined by the suppression of luminol–KIO4–H2O2 CL system. The calibration curve was linear over
the range of 1.0×10−7–1.0×10−5 mol l−1 of ascorbic acid. The relative standard deviation was 1.0% for
8.0×10−7 mol l−1 (N=11). Detection limit of ascorbic acid was 6.0×10−8 mol l−1. These proposed methods have
been applied to determine glucose, ascorbic acid in tablets and injection. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Chemiluminescence; Hydrogen peroxide; Glucose; Ascorbic acid

1. Introduction

Hydrogen peroxide (H2O2) and potassium peri-
odate (KIO4) were two kinds of oxidants nor-

mally used to oxidize luminol (5-amino-2,3-dihy-
dro-1,4-phthalazine dione) in a aqueous alkali
solution to give a characteristic blue luminescence.
Numerous workers have investigated the use of
luminol–H2O2 [1–3] for determination of organic
and inorganic species. Unfortunately, problems
often arise with H2O2 due to it is not stable

* Corresponding author. Tel.: +81 836 359928; fax: +81
836 359933; e-mail: yzhou@po.cc.yamaguchi-u.ac.jp
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Fig. 1. Schematic diagram of the reaction manifold used for the FIA-CL determination of hydrogen peroxide, glucose and AA. Dot
lines (- - -) will work when AA is determined. * When determination of AA, only H2O2 passes through this line.

especially for operation in flow injection analysis
(FIA) systems. KIO4 was very stable, a low base-
line with a narrow signal peak could be obtained.
Furthermore, it did not generate bubbles in the
tubes of the FIA system. From these reasons,
luminol–KIO4 chemiluminescence (CL) system
has attracted more attention recently and is of
analytical interest for the determination of species
such as Co(II) [4], Mn(II) [4,5] and Fe(II) [5]. In
this work, a novel flow injection methods with CL
detection for the sensitive determination of H2O2

by using luminol–H2O2–KIO4 system was pro-
posed and also applied to determine glucose and
ascorbic acid (AA) in tablets and injection.

2. Experimental

2.1. Reagents

Luminol was purchased from Merck–
Schuchardt. Potassium periodate was obtained
from Beijing Center Chemicals. The other reagents
were all A.R. grades. Reagent solutions were made
with doubly distilled water from a quartz appara-
tus. Stock solutions of luminol were prepared in
0.1 mol l−1 KOH solution, then adjusted to 0.01
mol l−1 and stored at 4°C. A stock solution of 60
U ml−1 glucose oxidase (GOD) and aqueous
glucose standards were prepared by diluting a
stock solution containing 1 mg ml−1 glucose. A 0.1
mol l−1 NaOH–Na2CO3 solution was used to
control the pH for the determination of H2O2 and
AA. A 0.5 mol l−1 Na2HPO4-NaH2PO4 buffer was
used to determinate of glucose. A stock solution
containing 1.0×10−2 mol l−1 AA, 4.0×10−3

mol l−1 H2O2, 2.7×10−3 mol l−1 KIO4 and
1.0×10−2 mol l−1 ethylene diamine tetraacetic
acid (EDTA) was used in this experiments.

2.2. Apparatus and procedure

The FIA system for H2O2 detection was illus-
trated in Fig. 1. It employed an eight-channel
peristaltic pump and a microprocessor-controlled
poly(tetrafluoroethylene) rotary injection valve.
All manifold tubing was poly (tetrafluoroethylene)
(0.8-mm i.d.) except for the standard peristaltic
pump tubing (poly (vinyl chloride)(PVC)). Lumi-
nol and KIO4 working solutions were mixed. Then
a 30-ml sample was injected into the mixed solution
and driven through the flow cell. A transparent
spiral tube with 12-cm length and 1.08 mm i.d. was
employed as the CL flow cell in this system. Light
intensity was measured with a R212UH photomul-
tiplier. All the experiments were performed at
room temperature at a flow rate of 2.1 ml min−1

for each pathway.

2.3. Assay procedure for glucose

To a 10-ml volumetric flask were successively
added: standard solution of glucose, 2 ml 0.5 mol
l−1 Na2HPO4–NaH2PO4 buffer (pH 7.6), 2.5 ml
stock solution of GOD, and 1 ml 1×10−2 mol l−1

EDTA and then diluted to 10 ml, the mixture was
allowed to stand at 30°C for 30 min, and was then
cooled in ice bath water to stop the enzymatic
reaction. The other procedures were the same as
above.

Luminescence studies of luminol–H2O2–KIO4

were undertaken with a RF-5000 spectropho-
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Fig. 2. Effect of pH on the CL intensity from 1×10−5 mol l−1 H2O2 in the presence of 1.5×10−4 mol l−1 luminol and
2.7×10−3 mol l−1 KIO4.

tofluorometer (Shimadzu, Japan). The RF-5000
spectrophotofluorometer was also used to obtain
the spectrum of excitation and emission.

3. Results and discussion

3.1. Procedure for e6aluation of
luminol–H2O2–KIO4 CL system

A series of experiments were carried out to
establish the optimum conditions for the system
used. The parameters optimized included flow
rate, pH and the concentration of luminol, KIO4

and EDTA.

3.1.1. Flow rate
The influence of flow rate for the luminol–

H2O2–KIO4 system was investigated. Although
the signal increased with increasing the flow rate,
the maximum emission intensity was highly de-
pendent on the rate of mixing of sample and
reagents. Since the pump can not adjust the flow
rates independently for eight channels and the

signal did not vary significantly from 1.75 to 2.8
ml min−1, the 2.1 ml min−1 was chosen as the
optimum flow rate.

3.1.2. pH
Four kinds of media, 0.1 mol l−1 Na2CO3–

NaOH, NaOH, 0.1 mol l−1 Na2B4O7–NaOH and
0.1 mol l−1 NaH2PO4–NaOH were chosen to
obtain the optimum condition for determination
of H2O2. Light emission did not vary significantly
for pH ranging from 12.96 to 13.18 when a 0.1
mol l−1 Na2CO3–NaOH was used (Fig. 2). The
optimal pH for CL reaction was at pH 13 and the
0.1 mol l−1 NaOH–Na2CO3 was used to control
the pH. Even though 0.1 mol l−1 NaOH could
used only to control the pH of the solution
around 13, Na2CO3 has been found to have an
effective promotion for this CL system. Thus 0.1
mol l−1 NaOH–Na2CO3 was used to control the
pH.

3.1.3. Optimization of reagents
The concentrations of luminol, KIO4 and

EDTA were all optimized for the FIA–CL sys-
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tem. The concentration of each reagent varied
independently.

3.1.4. Luminol concentration
The intensity of light catalyzed by 1×10−5

mol l−1 H2O2 as a function of luminol concen-
tration showed that the reaction was most effi-
cient at 1.0×10−4–2.0×10−4 mol l−1 luminol
(Fig. 3).

3.1.4.1. Potassium periodate concentration. Fig. 4
shows a plot of CL intensity as a function of
KIO4 concentration. At low concentrations, light
emission was proportional to KIO4 concentra-
tion. Further increasing concentration would de-
crease the light emission. So the reaction was
most efficient when KIO4 concentration was be-
tween 2.6×10−3 and 3.0×10−3 mol l−1.

3.1.4.2. EDTA concentration. The luminol–KIO4

and luminol–H2O2 CL reactions were well
known. The luminol–KIO4 CL reaction was not
only catalyzed by H2O2, but also by some metal
ions [5,6]. The addition of EDTA would greatly
reduce the luminescence of the reaction because
of the rapid complex formation of EDTA with
metal ions that catalyze the luminol–KIO4–
H2O2 reaction [7]. Therefore, the addition of

Fig. 4. Effect of KIO4 concentration on the CL intensity from
1.0×10−5 mol l−1 H2O2 in the presence of 1.5×10−4 mol
l−1 luminol in 0.1 mol l−1 Na2CO3–NaOH buffer solution,
pH 13.0.

EDTA to mask foreign ions would improve the
selectivity of the determination of H2O2 with the
proposed method. No noticeable decrease in
light emission was found for a concentration of
EDTA lower than 2.0×10−3 mol l−1. How-
ever, when the EDTA concentration was higher
than 2.0×10−3 mol l−1, a substantial decrease
in light emission was observed. Hence, 1.0×
10−3 mol l−1 EDTA was chosen for masking
metal ions.

3.1.5. Interference studies
The interference of foreign ions on the deter-

mination of H2O2 (2.0×10−6 mol l−1) in the
luminol–KIO4–H2O2 CL system was also stud-
ied. 1000-fold excesses of Na+, F−, Cl−, Br−

and NO3
− did not interfere in light-producing

reaction in catalyzed with 2.0×10−6 mol l−1

H2O2. The H2O2 peak can not be affected in the
presence of 4.0×10−4 mol l−1 Mg2+, 2.0×
10−4 mol l−1 Cu2+, Ca2+, 1.6×10−4 mol l−1

Mn2+, 1.2×10−4 mol l−1 Ni2+, Zn2+, 1.0×
10−4 mol l−1 Cd2+, 4.0×10−5 mol l−1 Fe2+,
Fe3+, 2.0×10−5 mol l−1 Pb2+, 8×10−5 mol
l−1 Cr3+ and 1.0×10−6 mol l−1 Co2+. The
effectiveness was expressed as the recovery for
beyond 10095%.

Fig. 3. Effect of luminol concentration on the CL intensity,
from 1×10−5 mol l−1 H2O2 in the presence of 2.7×10−3

mol l−1 KIO4 in 0.1 mol l−1 Na2CO3–NaOH buffer solution,
pH 13.0.
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3.1.6. CL kinetic property and analytical
parameters

With all of the above established conditions,
the CL intensity reached the maximum value in
only 1 s, and the half peak width was 1.6 s when
1×10−5 mol l−1 H2O2 was injected.

Various concentrations of H2O2 were measured
under these experimental conditions. The calibra-
tion curve was linear in the H2O2 concentration of
range 2.0×10−7–6.0×10−4 mol l−1, and the
relative standard deviation was 1.1% for 2.0×
10−6 mol l−1 (N=11, repeatability was measured
with standard solutions).

3.1.7. A possible mechanism of
H2O2–KIO4– luminol CL system

The luminescence spectra were very similar ex-
cept for the differences of intensity. The maxi-
mum wavelengths were all at 427 nm. Though
H2O2 had high a catalytic–cooxidative effect on
the CL reaction of the luminol–KIO4, it did not
change the mechanism of the luminol–KIO4 CL
reaction as the excitation and emission spectra of
luminol–KIO4, luminol–H2O2 and luminol–
KIO4–H2O2 CL systems were also very similar.

3.2. Determination of glucose

The determination of hydrogen peroxide
(H2O2) was very important in biological and clini-
cal application. A brief study was made to see the
feasibility of utilizing the glucose–glucose oxidase
reaction coupled with the luminol–KIO4–H2O2

CL reaction system as a means of determining
glucose. Hydrogen peroxide was produced and
then determined by its catalytic–cooxidative ef-
fect on the luminol–KIO4 CL reaction.

3.2.1. Enzyme reaction
The appropriate conditions for the enzymatic

reaction were studied as following.

3.2.1.1. Incubation time and the amount of enzyme.
The effect of the incubation time and the amount
of enzyme on the enzymatic reaction were investi-
gated. A test solution containing 10 mg ml−1

glucose was allowed to react with several concen-
trations of GOD. The results showed that a con-

centration of 5 U ml−1 was the least minimum
for the enzymatic reaction and an excess of GOD
up to 15 U ml−1 did not influence CL intensity.
As shown in Fig. 5, the lower amounts of the
enzyme, the more incubation time. As for 15 U
ml−1 GOD, CL intensity did not change during a
period of up to 30 min. The results suggested that
H2O2 be produced quantitatively for at least 30
min for the amount of GOD lower than 5 U
ml−1.

3.2.1.2. Incubation temperature. The enzymatic re-
action was carried out with incubation at various
temperatures, and then the CL intensity was mea-
sured. A maximum CL intensity was observed in
the range 20–50°C. Therefore, the enzymatic re-
action was carried out for 30 min at 30°C.

3.2.2. CL kinetic property and analytical
parameters

The calibration graph for glucose standard so-
lution was obtained under the optimum condi-
tions. The calibration curve was linear over the
range 0.6–110 mg ml−1 of glucose and the relative
standard deviation was 2.1% for 10 mg ml−1

(N=11). Repeatability was measured with stan-

Fig. 5. Relationship between the rate of transformation and
the amount of enzyme, [luminol]=1.5×10−4 mol l−1,
[KIO4]=2.7×10−3 mol l−1, [H2O2]=1.0×10−5 mol l−1,
0.1 mol l−1 Na2CO3–NaOH solution, pH 13.0, 15 U ml−1

GOD.
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Table 1
Determination results of AA in Vitamin C tablets and injection

Nominal content Present methodSample Iodimetry

97.9 98.1100Vitamin C tablet (mg tablet−1)
48.748.850

0.0980.1Vitamin C injection (g ml−1) 0.099
0.124 0.1240.125

dard solutions and detection limit of glucose was
0.08 mg ml−1.

3.3. Determination of AA in 6itamin C and
injection

The determination of AA in vitamins and natu-
ral products was of great importance. Owing to
the wide use of AA in canned fruits, vegetables,
animal foods and drugs, and because of its signifi-
cance in human physiology, there are numerous
conventional methods for and reviews on the
determination of AA [3,8–10]. AA interfered
strongly in the luminol–KIO4–H2O2 CL system
when determining H2O2, then caused a remark-
able suppression of this CL system in a quantita-
tive way (see the following reaction). So an assay
for ascorbic based on the CL reaction of lumi-
nol–KIO4 with inhibition of H2O2 was estab-
lished to evaluate the luminol–KIO4–H2O2 CL
system:

AA+H2O2

�dehydroascorbic acid (DHAA)+2H2O

3.3.1. Interference studies
This method has been used to determine the

content of AA in tablets and injection, so the
interference existing in tablets and injection on the
determination of AA was studied. When the con-
centration of glucose, sucrose, lactic acid and
citrate was 1 mmol l−1, fructose, tartaric acid and
sodium benzoate was 0.1 mmol l−1, they did not
interfere the reaction.

3.3.2. CL kinetic property and analytical
parameters

With all of the above established conditions,

the CL signal was suppressed about 35% when
4×10−6 mol l−1 AA was injected, and 68%
when the concentration of AA was 8×10−6 mol
l−1. The concentration of H2O2 was 4×10−5 mol
l−1 in this CL system.

The calibration graph for AA standard solution
was obtained under the optimum conditions. The
calibration curve was linear over the range 1.0×
10−7–1.0×10−5 mol l−1 of AA. The relative
standard deviation was 1.0% for 8.0×10−7 mol
l−1 (N=11). Detection limit of AA was 6.0×
10−8 mol l−1.

3.3.3. Sample analysis
The proposed method was applied only to the

determination of AA in pure vitamin tablets and
injection. The AA was determined by this FIA–
CL system and later by iodimetry [11], as shown
in Table 1. The results obtained by the methods
were in good agreement with those obtained by
iodimetry.

4. Conclusion

The results presented here demonstrated the
feasibility of using luminol–KIO4–H2O2 CL sys-
tem for the rapid, simple, sensitive and universal
detection of H2O2, glucose and AA with offering
good reproducibility by a very small amount of
sample. A unique feature of the method was that
this CL system gave a low baseline. Clearly, This
CL system was excellent for the determination of
H2O2 and would also applicable to some substrate
that yields hydrogen peroxide when undergoing
enzyme catalysis or reacting with hydrogen perox-
ide in a quantitative way and caused a suppres-
sion of this CL system.
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Abstract

Determination of naproxen, salicylic acid and acetylsalicylic acid has been carried out in mixtures of up to three
components by recording emission fluorescence spectra between 300 and 520 nm with an excitation wavelength of 290
nm. The excitation–emission spectra of these compounds are strongly overlapped, which does not permit their direct
determination without previous separation by conventional methodologies. Here, a method is proposed for the
determination of these chemicals by the use of a full-spectrum multivariate calibration method, partial least-squares
(PLS). The experimental calibration matrix was designed with 18 samples. The concentrations were varied between
0.1 and 1.0 mg ml−1 for naproxen, 0.5 and 5.0 mg ml−1 for salicylic acid and from 2.0 to 12.0 mg ml−1 for
acetylsalicylic acid. The cross-validation method was used to select the number of factors. To check the accuracy of
the proposed method, the optimized model, obtained using PLS-1, was applied to the determination of these
compounds in pharmaceuticals and human serum samples previously spiked with different amounts of each chemical.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spectrofluorimetry; Naproxen; Salicylic acid; Acetylsalicylic acid

1. Introduction

Naproxen, [(+ )-2-(6-methoxy-a-methyl-2-
naphthaleneacetic acid] (NAP) is widely used as
an active ingredient in pharmaceutical com-
pounds. This non-steroidal anti-inflammatory
drug is mainly used clinically as an alternative to

aspirin or in conjunction with salicilates because
of its better absorption following oral administra-
tion and fewer adverse effects. In plasma or
serum, NAP is the predominant species [1].

Several chromatographic [2,3], spectrophoto-
metric [4], mass fragmentographic [5] and spec-
trofluorimetric [6] methods have been proposed
for the determination of unchanged NAP in phar-
maceuticals and serum. Spectrofluorimetric meth-
ods, based on the intrinsic fluorescence of NAP in
1% acetic acid–chloroform solution, are particu-
larly sensitive.

* Corresponding author. Tel.: +34 58 243326; fax: +34 58
243328; e-mail: jvilchez@goliat.ugr.es

1 This article is dedicated to the memory of Professor A.
Arrebola-Ramı́rez of the University of Granada, Spain.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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The simultaneous determination of salicylic
acid (SA) and acetylsalicylic acid (ASA) in phar-
maceuticals and biological fluids have been exten-
sively studied by using a wide variety of analytical
techniques, such as gas–liquid chromatography
(GLC) [7], thin-layer chromatography (TLC) [8]
and high-performance liquid chromatography
(HPLC) [9,10].

For a long time ASA was not thought to be
fluorescent and was spectrofluorimetrically mea-
sured in aqueous solution by conversion to sali-
cylic acid. However, Miles [11] and Schenk [12]
found that ASA shows fluorescence in 1% acetic
acid–chloroform solvent. Although the fluores-
cence maxima of ASA and SA are sufficiently
resolved in this solvent mixture, the much higher
quantum efficiency of SA and the presence of a
large excess of one component (especially SA) in
the mixtures inevitably lead to spectral overlaps.
To solve this problem, the simultaneous determi-
nation of these chemicals has been accomplished
by second-derivative synchronous fluorescence
spectroscopy [13].

Recently, second-derivative synchronous
fluorescence spectroscopy has also been applied
to the determination of naproxen and salicylic
acid in human serum previous extraction with 1%
acetic acid–chloroform [14], because conventional
fluorescence spectrometry is not suitable for the
determination of serum naproxen in patients
simultaneously receiving salicylates.

Taking into account that naproxen, salicylic
acid and acetylsalicylic acid present fluorescence
in 1% acetic acid–chloroform solvent, a chemo-
metric model based on the application of a partial
least-squares (PLS) method is proposed for deter-
mining them in ternary, binary and one-compo-
nent mixtures. The application of multivariate
calibration techniques has resulted in improved
applicability, precision and accuracy in multicom-
ponent spectral analysis, even in those cases
where there is considerable overlap of spectral
features [15–17]. The results obtained show that
direct fluorometric analysis with a multivariate
calibration technique can be an alternative and
fast method for the simultaneous determination
of these chemicals in different media.

2. Experimental

2.1. Apparatus and software

All spectrofluorimetric measurements were per-
formed using a Perkin–Elmer LS-50 luminescence
spectrometer, equipped with a xenon discharge
lamp (20 kW), Monk–Gillieson monochroma-
tors, a Quantic Rhodamine 101 counter to correct
the excitation spectra, a Gated photomultiplier
and a Braun Melsungen Thermomix 1441 ther-
mostat.

The LS-50 spectrometer was interfaced with a
Mitac MPC 3000F-386 microcomputer supplied
with FL Data Manager Software (Perkin–Elmer)
for spectral acquisition and subsequent manipula-
tion of spectra.

The GRAMS-386 level I Version 1.0 software
package, with PLS plus Version 2.1 G applica-
tions software [18] was used for the statistical
processing of data and the applications of PLS
methods.

2.2. Reagents

Spectroscopic grade chloroform (Merck) was
used to prepare a 1% v/v solution of acetic acid
(Merck) in chloroform. Henceforth this mixture
will be referred as ‘mixed solvent’.

Stock standard solutions of NAP (Sigma), SA
(Sigma) and ASA (Sigma) containing 10.0, 20.0
and 100.0 mg l−1 respectively were prepared by
exact weighing of the reagents and dissolution in
the mixed solvent. Working standard solutions
were obtained by appropriate dilution with the
mixed solvent. The stock standard solutions of
NAP, SA and ASA were stable for at least 1
month at room temperature.

2.3. Sample treatment

2.3.1. Pharmaceutical formulations
For Aspirina (Bayer) and Naproxin (Roche

SA), ten tablets of each pharmaceutical formula-
tion were weighed individually for obtain the
average weight. The tablets were powdered and
mixed and 1 mg of this mixture was extracted
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Fig. 1. Excitation (a) and emission (b) spectra of NAP (� � �), SA (- - -) and ASA (— –—) in 1% acetic acid–chloroform solvent.

with 100 ml of the mixed solvent by sonication for
15 min and was filtered through fibre glass.
Aliquots of this solution were diluted to 10 ml
with the mixed solvent.

Spectral acquisition and calculation were per-
formed in the same manner as in Section 2.4.

2.3.2. Human serum samples
A total of 1.25 ml of human serum containing

10–100 mg ml−1 of NAP and 10–100 mg ml−1 of
SA (these concentrations are typical for NAP and
SA levels in serum during the first 12 h from a
typical subject following an oral dosage of 650 mg
of Aspirin [19] and 500 mg of NAP[1]) were
diluted to 50 ml with deionized water and the pH
was fixed between 2 and 3 with HCl 0.5 M. One
mililitre of this solution was mixed with 4 ml of
mixed solvent. The mixture was sonicated for 5
min and centrifuged for 10 min at 1500×g. NAP
and SA were determined in the organic layer, as
described in Section 2.4.

2.4. Analytical procedure

An aliquot of the sample containing up to 1.0
mg ml−1 for NAP, and/or up to 2.5 mg ml−1 for
SA and/or up to 12.0 mg ml−1 for ASA was

Table 1
Concentration data (mg ml−1) for the different mixtures used
in the calibration set

SA ASAStandard NAP

2.16 3.241 0.36
6.481.922 0.30

0.123 1.44 10.80
4 4.321.920.36

1.44 9.720.185
0.486 1.68 5.40
0.427 1.44 8.10

8 0.30 1.08 10.80
7.021.449 0.48

0.6010 1.68 3.78
11 0.72 4.321.32

0.84 5.9412 0.84
7.020.6013 0.78

0.9014 0.60 5.94
0.9615 0.60 6.48
0.3016 — —
— —17 1.68

—18 10.80—

Table 2
Statistical parameters obtained for the PLS-1 model

R2Component Factors RMSD

0.012654NAP 0.9985
SA 3 0.024358 0.998
ASA 3 0.091378 0.999
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Table 3
Determination of NAP, SA and ASA in synthetic mixtures

NAP SA ASA

Found (mgFound (mgAdded (mg Rec. (%)Found (mg Rec. (%)Rec. (%) Added (mg Added (mg
ml−1) ml−1)ml−1)ml−1) ml−1)ml−1)

98.33 2.16 2.000.48 0.48 92.59100.00 2.40 2.36
102.668.878.640.48 0.46 100.0095.83 0.96 0.96

6.48 6.480.72 0.71 98.61 0.96 0.96 100.00100.00
4.32 4.020.42 0.41 97.62 2.64 2.42 91.67 93.06

1.972.160.48 91.200.46 95.8395.83 2.16 2.07
3.24 2.950.60 0.58 96.67 1.80 1.72 95.56 91.05

95.1211.3011.880.30 0.28 95.3793.33 1.08 1.03
98.33 5.40 5.360.60 99.260.57 95.00 0.60 0.59

7.11 94.050.84 7.560.81 94.7996.43 0.96 0.91
100.00 2.16 2.37— — — 109.721.20 1.20

6.48 5.97— — — 2.40 2.23 92.92 92.13
10.499.720.24 107.920.26 —108.33 — —

— 5.40 5.570.96 103.151.06 110.42 — —
— —0.72 0.74 102.78 0.72 0.72 100.00 —

——0.12 —0.11 102.0891.67 1.44 1.47
— —0.96 1.06 110.42 — — — —

———— — 104.17— 0.72 0.75
— 2.76 3.03 109.78— — — — —

diluted to 10 ml with the mixed solvent. The
emission spectra were recorded at 20.090.5°C
between 300 and 520 nm, maintaining the excita-
tion wavelength at 290 nm. Both excitation and
emission slit-widths were 4 nm and the scan rate
of the emission monochromator was 240 nm
min−1. The optimized calibration model for the
PLS-1 method was applied to spectra of the
samples to calculate the concentration of each
chemical in the mixture.

3. Results and discussion

3.1. Selection of the spectral features

Naproxen, salicylic acid and acetylsalicylic
acid show native fluorescence in 1% acetic acid–
chloroform solution, but the mixture presents a
difficult resolution problem because of the spec-
tral overlap of these compounds, which is most
apparent with naproxen and acetylsalicylic acid.

Fig. 1 shows the excitation (a) and emission (b)
spectra of each compound in 1% acetic acid–
chloroform solvent. In this solvent mixture, the
excitation and emission wavelengths are 273/353
nm for naproxen, 310/444 nm for salicylic acid
and 282/341 nm for acetylsalicylic acid, respec-
tively.

Emission spectra of NAP and ASA are closely
overlapped, whereas the emission spectrum of
SA is clearly defined at higher wavelengths.
Therefore it is difficult to find a common emis-
sion wavelength to record the excitation spectra
of them without losing sensitivity. However, in
the excitation spectra of NAP, ASA and SA a
common wavelength interval at 275–300 nm ap-
pears, in which all three show significant fluores-
cent signals. For this reason, a 290 nm excitation
wavelength was fixed to record the emission
fluorescence spectra of the mixture. The spectral
region between 300 and 520 nm containing 441
wavelength values (with 0.5 nm intervals) was
selected for recording the emission spectra.
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Table 4
Determination of NAP and ASA in pharmaceutical formulations

Reference method 9S.D.a (g) Proposed method 9S.D.a (g)Pharmaceutical formulation

ASA ASANAPNAP

0.40290.019—0.39890.012—Aspirina
0.50290.011 —Naproxin 0.49790.015 —

a Standard deviation for nine independent determinations.

3.2. Calibration and selection of the number
of factors

A training set of 18 standard samples was taken
from different ternary and individual mixtures
(Table 1). To choose the calibration samples, the
concentrations of the constituents to be deter-
mined were randomly selected in order to span all
dimensions.

The PLS model was developed in the PLS-1
mode. In order to select the number of factors, a
cross-validation method, leaving out one sample
at a time, was used [20]. Given the set of 18
calibration spectra, the PLS-1 calibration on 17
calibration spectra was performed and, using this
calibration, the concentration of the compounds
in the sample left out during calibration was
predicted. This process was repeated 18 times
until each calibration sample had been left out
once. The concentration of each sample was then
predicted and compared with the known concen-
tration of the reference sample and the prediction
error sum of squares (PRESS) was calculated. The
PRESS was calculated in the same manner each
time a new factor was added to the PLS-1 model.

PRESS= %
m

i=1

(ĉi−ci)2

In this equation, m is the total number of
calibration samples, ĉi represents the estimated
concentration and ci the reference concentration
for the ith sample left out of the calibration
during cross-validation.

To select the optimum number of factors, the
criterion of Haaland and Thomas [20,21] was
used. The maximum number of factors used to
determine the optimum PRESS was selected as

ten (half the number of standards plus one). The
F-statistic was used to make the significance
determination.

As the difference between the minimum PRESS
and other PRESS values becomes smaller, the
probability that each additional factor is signifi-
cant also decreases. Haaland and Thomas empiri-
cally determined that an F-ratio probability of
0.75 is a good choice. We selected as the optimum
the number of factors for the first PRESS value
whose F-ratio probability drops below 0.75. It
was found that the optimum number of factors
for the PLS-1 algorithm was five for NAP and
three for SA and ASA by applying mean-centered
pre-processing algorithms to the spectra.

3.3. Statistical parameters

The values of the root mean square error of
cross-validation (RMSECV), which is an estimate
of the absolute error of prediction by cross-valida-
tion for each component in the calibration matrix
and the squared correlation coefficients (R2), ob-
tained when plots of actual versus predicted con-
centration were constructed, are summarized in
Table 2.

These statistical parameters have been obtained
by applying mean-centered pre-processing al-
gorithms to the data set. Mean-centering is tradi-
tionally applied in PLS models [15,22] and
involves the subtraction of the variable mean
from the individual variable values. This process
was found to be worthwhile in order to optimize
the model. With raw data, the statistical parame-
ters obtained for naproxen and salicylic acid are
slightly better; in the case of acetylsalicylic acid,
which shows the higher value for RMSD with the
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Table 5
Simultaneous determination of NAP and SA in human serum

Recovery (%)Foundb (mg ml−1)Sample Spikeda (mg ml−1)

NAP NAP SASANAP SA

98.7 103.6Serum 1 38.4 90.8 37.990.7 94.194.1
107.690.1 99.3104.0 108.0 103.390.3 99.6

96.999.294.5 95.446.592.148.0 104.0

103.698.794.194.1Serum 2 37.990.738.4 90.8
103.390.3 107.690.1 99.3 99.6104.0 108.0

96.9 95.499.294.546.592.148.0 104.0

103.698.794.194.1Serum 3 37.990.738.4 90.8
99.3 99.6104.0 108.0 103.390.3 107.690.1
96.9 95.448.0 104.0 46.592.1 99.294.5

a Refers to original samples.
b Mean value 9standard deviation for five determinations.

optimized model, increases markedly its value
when raw data are used.

3.4. Synthetic mixtures

The optimized PLS-1 model allows the determi-
nation of NAP, SA and ASA in mixtures of up to
three components selected in the same concentra-
tion ranges used in the calibration set. The syn-
thetic mixtures were made from the stock
standard solutions. Table 3 summarizes the com-
position of artificial mixtures, the predicted con-
centration values and the recovery obtained. The
results obtained are satisfactory for most of the
mixtures tested.

3.5. Applications of the method

3.5.1. Pharmaceuticals formulations
The proposed method was applied to commer-

cial NAP and ASA formulations of The Spanish
Pharmacopeia, Naproxin and Aspirina. Samples
were treated and analyzed as described under
Section 2. HPLC was used as reference method
for the determination of ASA in Aspirina [23] and
naproxene in Naproxin [24]. The results obtained,
summarized in Table 4, show good agreement
between the obtained values by the reference and
PLS methods.

3.5.2. Human serum samples
The proposed method was also applied to de-

termination of NAP and SA in human serum
samples previously spiked with these chemicals.
Samples were treated and analyzed as described
under Section 2. Table 5 shows that satisfactory
recovery values were obtained for the samples
assayed.

4. Conclusions

The simultaneous fluorometric determination of
naproxen, salicylic acid and acetylsalicylic acid
mixtures seems feasible using fluorescence emis-
sion spectra and spectral data treatment with
partial least squares (PLS-1). Only one model is
necessary to determine these chemicals in ternary
or binary mixtures and to perform individual
determination of them in pharmaceutical formula-
tions and human serum previosly extracted with
1% acetic acid–chloroform.

Acknowledgements

This work was supported by the Spanish Inter-
ministerial Commission of Science and Technol-
ogy (CICYT) (Project No. PB96-1404).



A. Na6alón et al. / Talanta 48 (1999) 469–475 475

References

[1] M.V. Calvo, J.M. Lanao, A. Dominguez-Gil, Int. J.
Pharm. 38 (1987) 117.

[2] S.H. Wan, S.B. Martin, J. Chromatogr. 170 (1979) 473.
[3] S. Wanwimolruk, J. Liq. Chromatogr. 13 (1990) 1611.
[4] M.S. Mahrous, M.M. Abdel-khalek, M.E. Abdel-hamid, J.

Assoc. Off. Anal. Chem. 68 (1985) 535.
[5] N.E. Larsen, K. Marinelli, J. Chromatogr. 222 (1981) 482.
[6] M. Anttila, J. Pharm. Sci. 66 (1977) 433.
[7] L.J. Walter, D.F. Biggs, R.T. Coutts, J. Pharm. Sci. 63

(1974) 1754.
[8] J.C. Morrison, J.M. Orr, J. Pharm. Sci. 55 (1966) 936.
[9] G.W. Peng, M.A.F. Gadala, V. Smith, A. Peng, W.L.

Chiou, J. Pharm. Sci. 67 (1978) 710.
[10] I. Bekersky, H.G. Boxenbaum, M.H. Whiston, C.V.

Puglisi, R. Pocelinko, S.A. Kaplan, Anal. Lett. 10 (1977)
539.

[11] C.I. Miles, G.H. Schenk, Anal. Chem. 42 (1970) 656.
[12] G.H. Schenk, F.H. Boyer, C.I. Miles, D.R. Wirz, Anal.

Chem. 44 (1972) 1593.

[13] D.G. Konstantianos, P.C. Ioannou, C.E. Efstahiou, Ana-
lyst 116 (1991) 373.

[14] D.G. Konstantianos, P.C. Ioannou, Analyst 121 (1996)
909.

[15] M. del Olmo, C. Dı́ez, A. Molina, I. de Orbe, J.L. Vı́lchez,
Anal. Chim. Acta 335 (1996) 23.

[16] A. Espinosa-Mansilla, F. Salinas, M. del Olmo, I. de Orbe,
Appl. Spectr. 50 (1996) 449.
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Abstract

A reversed-phase high-performance liquid chromatography (HPLC) method with cold vapor atomic absorption
spectrometry (CV-AAS) detection is developed for mercury speciation. In this paper, the efficiency of tetrabutylam-
monium bromide reagent and sodium chloride in a methanol–water mixture as mobile phase is evaluated for HPLC
separation of methylmercury and inorganic mercury coupled with on-line CV-AAS determination. Both mercury
species are separated on a reversed-phase C18 column. Several parameters (e.g. composition and flow-rate of mobile
phase) are investigated for the optimization of HPLC separations. CV-AAS technique parameters are also studied for
their effect on sensitivity (sodium borohydride and sodium hydroxide concentrations in the reducing agent, reducing
agent flow-rate, length of the reduction coil and nitrogen flow-rate). Quantitative recoveries for both inorganic
mercury and methylmercury are obtained from a spiked natural water sample. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Cold vapor atomic absorption spectrometry; High-performance liquid chromatography; Inorganic mer-
cury; Methylmercury

1. Introduction

The toxicity of metals, their environmental mo-
bility and tendency to be accumulated in living
systems are strictly correlated with their chemical
forms. Usually, knowledge of the total concentra-
tion gives only poor information about the poten-
tial risk.

Mercury is found throughout the ecosystem in
trace amounts: in soil, air, water and living organ-
isms. During recent years, particular concern has
been raised about the presence of mercury species
in aquatic food chains, which has long been
recognised as a major environmental pollution
issue and health hazard for humans. It is well
known that inorganic mercury is converted by
aquatic organisms into methylmercury, which can
be easily bioaccumulated and shows significant
biomagnification [1]. Since organomercury com-
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986 812382; e-mail: bendicho@uvigo.es
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pounds such as methylmercury are much more
toxic to man than inorganic mercury [2], specia-
tion of the chemical forms is required.

The most reliable approaches today to tackle
the problem of element speciation are hybrid ana-
lytical techniques resulting from the coupling of a
powerful chromatographic separation technique
with a specific detector.

The most widely used technique for the specia-
tion of mercury involves gas chromatography
(GC) with detection by atomic emission spec-
trometry (AES) [3,4], atomic absorption spec-
trometry (AAS) [5,6], atomic fluorescence
spectrometry (AFS) [7] or inductively coupled
plasma mass spectrometry (ICP-MS) [8]. Re-
cently, mercury compounds (inorganic and or-
ganic mercury) have been separated by
high-performance liquid chromatography (HPLC)
and detected by microwave induced plasma
atomic emission spectrometry (MIP-AES) [9],
AFS [10] or ICP-MS [11,12]. Although these de-
tection methods have unique analytical capabili-
ties, their high instrumental and running costs
make it difficult to use these methods for detec-
tion with GC or HPLC.

In general, cold vapor atomic absorption spec-
trometry (CV-AAS) has the advantages of its high
sensitivity, absence of spectral interferences, rela-
tively low operation costs, simplicity, speed and
ready acceptance of liquid samples. The combina-
tion HPLC-CV-AAS has been reported for the
speciation of mercury compounds [13–22].

Palmisano et al. [13] evaluated the efficiency of
cysteine complexation to HPLC separation of in-
organic mercury and methylmercury accom-
plished with on-line oxidation of mercury
complexes and CV-AAS determination. The de-
tection limits (S/N=2) were 0.5 and 0.8 ng for
inorganic mercury and methylmercury, respec-
tively. Sarzanini et al. [14] used these cysteinato
complexes for the ion-exchange separation of
mercury species and subsequent determination by
CV-AAS. Inorganic mercury, methylmercury and
ethylmercury detection limits (S/N=3) were 1, 5
and 2 ng, respectively. Sarzanini et al. [15] and
Falter et al. [16,17] developed a HPLC-CV-AAS
method based on formation of pyrrolidine dithio-
carbamate complexes. The detection limits (S/

N=3) reported for inorganic mercury,
methylmercury, ethylmercury and phenylmercury
were 0.8, 10, 5 and 30 ng, respectively, when the
Sarzanini method was used. Falter et al. achieved
detection limits better than Sarzanini (80 pg for
methylmercury, ethylmercury and phenylmercury
and 90 pg for inorganic mercury) because they
quantitatively destroyed the complexing com-
pounds by ultraviolet (UV) irradiation before CV-
AAS determination. In conclusion, the best
detection limits, using complexing agents, are
achieved when mercury complexes are destroyed
by oxidation or UV irradiation.

Other authors used bromide [18] or chloride
[19] for HPLC separation of mercury species. The
detection limit obtained for dimethylmercury and
diethylmercury was 30 ppb (3 ng) [19], S/N=3,
when UV irradiation was used. On-line oxidation
of inorganic mercury, ethylmercury and
methylmercury yielded detection limits (S/N=3)
of 9.4, 12.4 and 8.5 ng, respectively [18].

Aizpun et al. developed a HPLC-CV-AAS
method for speciation of inorganic mercury and
methylmercury using vesicular mobile phase [20].
The detection limits were 1 and 1.6 ng for
methylmercury and inorganic mercury, respec-
tively. Some workers [14–16,18,21,22] also carried
out preconcentration procedures in order to
achieve lower detection limits.

It has been shown [23–25] that quaternary am-
monium halide salts are effective extractants for
mercury compounds, both inorganic mercury and
organomercury forming extractable anionic com-
plexes in the presence of halide ions. The mecha-
nism of extraction was explained by Tajima et al.
[26] who first applied the scheme shown in the
following equations to analyse Hg(II) halides in
the presence of counterions such as tetra-n-buty-
lammonium halides:

Hg2+ +4X− =HgX2−
4

2R4N+ +HgX2−
4 = (R4N)2HgX4

[2R4NX+HgX2= (R4N)2HgX4]

or:

R%HgX+X− =R%HgX−
2

R4N+ +R%HgX−
2 = (R4N)R%HgX2
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[R4NX+R%HgX= (R4N)R%HgX2]

Ion-pair HPLC with tetra-n-alkylammonium
bromides was shown to be effective for the sepa-
ration of mercury species [27] using UV and direct
current argon plasma (DCP) or ICP-MS [12] as
specific element detection. ICP-MS still has high
instrumental costs. UV detection was sensitive for
inorganic mercury determination. The methylmer-
cury and inorganic mercury UV detection limits,
defined as twice S/N ratio, were 8 and 0.8 ng,
respectively. Using DCP detection, high detection
limits were obtained (175 ng for methylmercury)
due to the noise background and low atomization
efficiency.

So far, reduction of mercury species present in
the form of ion-pairs in a mobile phase has not
been reported. In order to improve the detection
limit for both mercury species, the effect of the
mobile phase composition and flow-rate as well as
CV-AAS parameters on CV generation from
methylmercury and inorganic mercury as ion-
pairs is studied and the HPLC-CV-AAS coupling
is characterized.

2. Experimental

2.1. Instrumentation

The chromatographic system consisted of a
Waters model 501 HPLC pump with an attached
sample injection valve equipped with a 100 ml
loop. The analytical reversed-phase column was
Novapak C18 (150×3.9 mm i.d.; 4 mm) coupled
with a Novapak C18 guard column (20×3.9 mm
i.d.; 4 mm) obtained from Waters. The interfacing
of HPLC to CV-AAS was accomplished by di-
rectly connecting tygon tubing (400×0.95 mm
i.d.).

A Perkin-Elmer atomic absorption spectrome-
ter model 2380 equipped with a quartz cell (160
mm length, 7 mm i.d., with quartz windows) and
a flow injection (FI) system were used. A mercury
hollow-cathode lamp operated at 6 mA was used
as radiation source. The mercury resonance line at
253.7 nm and a slit width of 0.7 nm were used for
measurements.

The FI system consisted of a Gilson four-chan-
nel peristaltic pump model Minipuls 3, a Perkin-
Elmer membrane gas–liquid separator, a
four-way injection valve (Reodyne) and a flow-
meter (25–180 ml min−1 nitrogen; Fisher and
Porter). Tygon tubings of different internal di-
ameters were used for carrying the solutions.

2.2. Reagents

All chemicals used were of analytical-reagent
grade. An inorganic mercury stock standard solu-
tion (1000 mg l−1; Panreac, Barcelona, Spain)
was used. A methylmercury stock standard solu-
tion (100 mg l−1; Riedel de Haën, Seelze, Ger-
many) was prepared by dissolving the appropriate
amount of the solid in methanol (Panreac). This
standard contained 2% (m/m) methanol and 1%
(m/m) hydrochloric acid (Carlo Erba, Milan,
Italy). Working mercury standard solutions of
both compounds investigated were freshly pre-
pared daily by appropriately diluting the stock
standard solutions with 60% (v/v) methanol. The
mobile phase was prepared by dissolving the ap-
propriate amount of tetrabutylammonium bro-
mide (TBABr; Aldrich, Madrid, Spain) and
sodium chloride (Panreac) in a mixture of
methanol and water. The mobile phase was
filtered through membrane filters (0.45 mm; Gel-
man Sciences) just before use. Sodium borohy-
dride was prepared by dissolving the solid
(Merck, Hohenbrunn, Germany) in sodium hy-
droxide (Panreac). This solution was prepared
fresh daily.

2.3. Procedure

A precolumn was placed before the analytical
column in order to extend its lifetime. The
method was based on the HPLC separation of
inorganic mercury and methylmercury using 60%
(v/v)–methanol–0.01 M tetrabutylammonium
bromide–0.025 M sodium chloride (0.9 ml
min−1) followed by CV-AAS detection. The sam-
ple solutions were introduced into the injection
loop (100 ml) and both mercury compounds were
separated. The column effluent was mixed on-line
with a stream of 0.01% (m/v) sodium borohydride
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Fig. 1. HPLC-CV-AAS coupling diagram. MP, mobile phase; H, HPLC pump; I, injection valve; S, sample; W, waste; PC,
precolumn; C, column; R, reducing agent; P, peristaltic pump; G, gas–liquid separator; Q, quartz cell; A, atomic absorption
spectrometer; B, register.

solution (flow-rate 1 ml min−1) and led into the
gas–liquid separator by a continuous stream of
nitrogen (flow-rate 65 ml min−1). The mercury
vapor was then passed into the quartz cell where
the atomic absorption of mercury was measured
at 253.7 nm. A schematic diagram of the system is
shown in Fig. 1.

Parameters affecting chromatographic resolu-
tion, such as mobile phase composition and flow-
rate, were examined using CV-AAS. After the
chromatographic resolution was optimized,
parameters influencing CV detection, such as the
mixing of the column effluent with a hydrochloric
acid solution through a mixing coil, sodium boro-
hydride and sodium hydroxide concentrations, re-
ducing agent flow-rate, length of the reduction
coil and nitrogen flow-rate, were studied and
optimized.

3. Results and discussion

3.1. Effect of chromatographic parameters on
resolution

A number of experimental factors were investi-
gated such as mobile phase composition
(methanol, tetrabutylammonium bromide and
sodium chloride concentrations) and flow-rate.
The chromatographic conditions were optimized
in respect to resolution, sensitivity, peak symme-

try and separation time. All separations were
performed at room temperature under isocratic
conditions.

The effect of the methanol concentration was
optimized. When the concentration of methanol
in 0.01 M tetrabutylammonium bromide and 0.15
M sodium chloride was changed from 40 to 60%
(v/v) (1.2 ml min−1), the logarithm of capacity
factors (k %) decreased linearly (Fig. 2) as was
commonly found for reversed-phase systems. This
effect was more accentuated for inorganic mer-
cury. However, when the methanol concentration
was below 60% (v/v), two peaks were encountered

Fig. 2. Effect of the methanol concentration on the capacity
factor for Hg2+ and MeHg+.
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Fig. 3. Effect of the tetrabutylammonium bromide concentra-
tion on the capacity factor for Hg2+ and MeHg+.

creased by the greater solubility of HgCl2−
4 in the

mobile phase. The formation of singly charged
chloride complexes of methylmercury caused little
change on its capacity factor as the sodium chlo-
ride concentration was increased. When the con-
centration of sodium chloride was changed from 0
to 0.1 M, the retention times of inorganic mercury
decreased sharply and more symmetrical and
sharper peak shapes for both species were
achieved; 0.025 M sodium chloride was found
optimal for HPLC. When using shorter analytical
columns than Ho and Uden [27] as those used in
this work, lower sodium chloride concentrations
were needed in order to achieve good separations.

The mobile phase flow-rate should be fast
enough to avoid broading and non-reproducible
peak shapes, but not too fast to separate both
inorganic mercury and methylmercury with suffi-
cient resolution (1.76). The optimum flow-rate
was 0.9 ml min−1 (Fig. 5).

The sensitivity for both mercury species was
dependent on the mobile phase composition.
When methanol or sodium chloride concentra-
tions were increased the absorbance signal of both
species increased. Tetrabutylammonium bromide
concentrations higher than 0.005 M caused the
absorbance to decrease. A decrease in the mobile
phase flow-rate had also negative effect on sensi-
tivity. As consequence, the mercury sensitivity is
limited by both composition and flow-rate of
mobile phase required for HPLC separation. The

for inorganic mercury. Therefore, 60% (v/v)
methanol was chosen although the chromato-
graphic separation was worse. Ho and Uden [27]
did no report anything about the appearance of
two peaks for inorganic mercury.

Different concentrations (0.001–0.05 M) of te-
trabutylammonium bromide in the mobile phase
were also investigated. The results (Fig. 3) showed
significant variations especially for k % correspond-
ing to inorganic mercury. This behaviour can be
attributed to the higher stability constant for
HgCl2−

4 , which indicates that it requires a greater
amount of ion-pair reagent for completing ion-
pair formation. The increase in the retention time
of inorganic mercury on addition of higher tetra-
butylammonium bromide concentrations means
that its retention is greatly dependent on the
ion-pair reagent concentration. The concentration
selected for further studies was 0.01 M due to the
broading of peak shapes found at higher ion-pair
reagent concentrations than 0.01 M.

Another parameter studied was the sodium
chloride concentration in the eluent. The effect of
the sodium chloride concentration on the capacity
factors of inorganic mercury and methylmercury
can be observed in Fig. 4. Inorganic mercury
formed charged complexes with the chloride ion,
HgCl2−

4 . An increase of sodium chloride concen-
tration should promote the HgCl2−

4 formation.
The capacity factor of inorganic mercury de-

Fig. 4. Effect of the sodium chloride concentration on the
capacity factor for Hg2+ and MeHg+.
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Fig. 5. Effect of the mobile phase flow-rate on the capacity
factor for Hg2+ and MeHg+.

range. From these studies we can conclude that
the premixing of the column eluent with a hy-
drochloric acid solution before reduction step
should be eliminated because a decrease in the
absorbance was produced.

The sodium borohydride concentration in the
reducing agent is critical in the determination of
mercury by CV generation. The maximum ab-
sorbance signals of inorganic mercury were re-
lated with low concentrations of sodium
borohydride (0.01–0.10%, m/v) and a virtually
constant response was observed for methylmer-
cury in the concentration range from 0.01 to
0.75% (m/v). In order to avoid any possible ma-
trix interference, the sodium borohydride concen-
tration used was as low as possible. A 0.01%
(m/v) sodium borohydride concentration was cho-
sen as optimum.

The effect of the concentration of sodium hy-
droxide in the reducing agent was also optimized.
When the concentration of sodium hydroxide in
0.01% (m/v) sodium borohydride solution was
changed from 0.03 to 5% (m/v), the inorganic
mercury absorbance increased in the range of the
sodium hydroxide concentration 0.03–1% (m/v).
A steady-state absorbance signal was observed at
concentrations higher than 1% (m/v). When
methylmercury was injected, a virtually constant
absorbance was observed in the concentration
range from 0.03 to 5% (m/v). A concentration of
1% (m/v) was used.

It was observed that for both species the ab-
sorbance increased with increasing reductor flow-
rate from 0.2 to 1.1 ml min−1. The optimum
range was 1.1–1.4 ml min−1 and 1.1–2 ml min−1

for inorganic mercury and methylmercury,
respectively.

Maximum absorbance was obtained for both
mercury species when the reduction reaction was
carried out directly in the chemifold and the
nitrogen flow-rate was 65 ml min−1. A summary
of the optimum operating conditions is given in
Table 1.

3.3. Analytical figures of merit

A typical chromatogram for a solution contain-
ing inorganic mercury and methylmercury is

dead time of the chromatographic system was 1.8
min.

3.2. Effect of cold 6apor technique parameters on
sensiti6ity

In order to perform CV-AAS determinations,
several variables were optimized to obtain maxi-
mum sensitivity for inorganic mercury and
methylmercury. The effect of the mixing of the
column eluent with a hydrochloric acid solution
through a mixing coil before reduction was exam-
ined. Inorganic mercury and methylmercury stan-
dard solutions (60 mg l−1) were injected (500 ml)
in a 60% (v/v) methanol–0.01 M tetrabutylammo-
nium bromide–0.025 M sodium chloride stream
(0.9 ml min−1) without separation column, and
then they were mixed with a reducing agent. The
absorbance of both species decreased slightly with
increasing 0.25% (m/m) hydrochloric acid flow-
rate from 0 to 2.4 ml min−1 and with increasing
the mixing coil length due to a possible dispersion
effect. When the concentration of hydrochloric
acid at 1 ml min−1 was changed from 0 to 3%
(m/m), a maximum absorbance signal was ob-
served in the concentration range of 0–0.50%
(m/m) and 0.25–0.50% (m/m) for inorganic mer-
cury and methylmercury, respectively. Therefore,
the hydrochloric acid concentration (0.25%, m/m)
used in the previous studies was in the optimum
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Table 1
Optimized chromatographic and CV-AAS parameters

HPLC parameters
IsocraticPump
Novapak C18 (150×3.9 mm i.d.; 4 mm)Column
60% (v/v) MeOH–0.01 M TBABr–Mobile phase

composition 0.025 M NaCl
Mobile phase 0.9 ml min−1

flow-rate
Sample loop 100 ml

CV-AAS parameters
0.01% (w/v) NaBH4 in 1% (w/v)Reducing agent
NaOH

Reducing agent 1 ml min−1

flow-rate
Nitrogen flow- 65 ml min−1

rate

Fig. 7. Chromatograms of (a) an unspiked natural water
sample, (b) a natural water sample spiked with MeHg+ and
Hg2+ (20 ng each) and (c) a natural water sample spiked with
MgHg+ and Hg2+ (40 ng each).

shown in Fig. 6. As can be seen, both species were
fully resolved and the separation was complete in
less than 12 min.

Calibration was performed with a series of inor-
ganic mercury and methylmercury standards. The
sensitivity (m) was the slope value obtained by
least squares regression analysis of the calibration
curves for peak height measurements. It was ex-
pressed as the average value of three determina-
tions 9standard deviation. The sensitivities were
0.34090.010 and 0.33190.004 l mg−1 for inor-
ganic mercury and methylmercury, respectively.

The detection limit was defined as three times
the standard deviation from ten replicate determi-
nations of a blank divided by sensitivity (3s

m−1). The detection limits for inorganic mercury
and methylmercury were 1.13 and 1.32 ng, respec-
tively. The detection limits were similar to other
HPLC-CV-AAS methods without preconcentra-
tion. HPLC-CV-AAS yielded better detection lim-
its than HPLC-UV and HPLC-DCP-AES [27] for
methylmercury using similar chromatographic
parameters. On the other hand, detection limits
for both mercury species were very close when
using CV-AAS unlike methods that use same
HPLC separation mode but different detector.

The precision of the method was determined by
ten successive injections of inorganic mercury (50
ng) and methylmercury (50 ng). The relative stan-
dard deviations (R.S.D.) of the absorbance mea-
surements (peak height) were 5.55 and 4.28% for
inorganic mercury and methylmercury,
respectively.

3.4. Determination of inorganic mercury and
methylmercury in a spiked natural water

The proposed method was applied to the deter-
mination of inorganic mercury and methylmer-
cury in river water (Miño river, Spain) (Fig. 7).
The sample solution was filtered through a mem-

Fig. 6. Chromatogram showing separation of MeHg+ (50 ng)
and Hg2+ (50 ng) under optimized conditions.
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brane filter (0.45 mm) just before use. The results
obtained for both species were below the detec-
tion limits. In order to evaluate the proposed
method, the sample was spiked with concentra-
tions between 20 and 80 ng of each mercury
compound analysed. Recoveries of inorganic mer-
cury and methylmercury were in the range of
93.97–100% and 97.88–103.6%, respectively. A
study of interferences was not performed because
the typical ions present in river water samples did
not cause interferences in the methylmercury and
inorganic mercury determination.

4. Conclusions

A good separation of inorganic mercury and
methylmercury was achieved using 60% (v/v)
methanol–0.01 M tetrabutylammonium bro-
mide–0.025 M sodium chloride as mobile phase.
Parameters affecting CV-AAS sensitivity were op-
timized for inorganic mercury and methylmercury
using mobile phase as carrier solution (sodium
borohydride and sodium hydroxide concentra-
tions in the reducing agent, reducing agent flow-
rate, length of the reduction coil and nitrogen
flow-rate). CV generation was efficient for both
inorganic mercury and methylmercury in the mo-
bile phase. Ion-pair HPLC coupled to CV-AAS
yielded similar detection limit for inorganic mer-
cury in comparison with UV detection. Detection
limit for methylmercury was improved eighth
times in comparison with UV detection. Similar
detection limits were obtained for both mercury
species (1.13 and 1.32 ng for inorganic mercury
and methylmercury, respectively). Precision ex-
pressed as R.S.D. was 5.5 and 4.3% for inorganic
and methyl mercury, respectively. Recoveries for
both mercury species from a spiked natural water
sample were quantitative.
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Abstract

The recently predicted phenomenon of kinematic focusing was studied experimentally using copper ions and EDTA
as reactants. Kinematic focusing occurs, in electroinjection analysis, when the detected reaction product moves at the
same rate as the reagent present in excess. Thus, reaction product accumulates without dispersion at the front of the
excess reagent. Cu-EDTA2− complex was observed at 254 nm to form an exceptionally sharp peak as the front of
the EDTA zone passed by the detector. The concentrating effect of kinematic focusing was quantified by electroinjec-
tion of premixed Cu-EDTA2−. Sensitivity was compared to that of sequential injection analysis using a 1 cm optical
pathlength. Sensitivity was highest in the electroinjection mode, in spite of its 120 mm capillary pathlength, due to
kinematic focusing. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Electroinjection; Sequential injection; Kinematic focusing

1. Introduction

In 1993, capillary zone electrophoresis (CZE)
was used in a novel way to perform reagent
chemistry [1,2]. Sample and reagent have opposite
directions of electrokinetic movement for many
reagent chemistries. In this case, sample and
reagent zones merge and react when injected elec-
trophoretically from opposite ends of a capillary.
The product peak is then detected photometrically

near the middle of the capillary. Use of CZE in
this way to perform reagent chemistry was termed
electroinjection analysis (EIA), by analogy to its
predecessor, flow injection analysis. EIA takes
advantage of the fact that analyte and reagent are
often oppositely charged. But it is even possible
by this method to mix reactants with the same
charge when their electrophoretic mobilities are
different. The only limitation is that the reactant
that is injected in the opposite direction of the
electroosmotic flow must have electrophoretic
mobility of the opposite sign and it must be* Corresponding author. Tel.: +7 7812 2517038.
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higher than the electroosmotic mobility of the
buffer [3].

Mixing without mechanical dispersion is the
key to EIA sensitivity. EIA is unusual in that it
does not resort to flow dispersion or turbulence to
mix reactants. Instead, reactant molecules en-
counter each other because they are pulled
through solution rather than being carried by
solution. One cannot say that reactant solutions
are mixed, and dilution factors due to convective
mixing do not apply. Instead, the total volume of
solution which contains the reaction product is
determined by the difference between velocity of
product and velocity of excess reagent. As an
example of enhanced sensitivity, the detection
limit of chromium(VI) in water was 2 ppb [3].
Sensitivity of EIA is highest when the said veloc-
ity difference happens to be at or near zero. This
is the phenomenon of kinematic focusing that was
found for copper and EDTA as reactants [4].

The objective of the present paper is the further
experimental study of kinematic focusing using
the copper as analyte and EDTA as excess
reagent. The concentrating effect of kinematic
focusing was quantified by comparing EIA peak
height to those of premixed reactants injected in
the same system. EIA with kinematic focusing
was also compared to sequential injection analysis
(SIA), which is based on laminar flow convective
mixing [5]. Detection limits of EIA, SIA, and
electroinjection of premixed product are com-
pared here.

2. Theory

The mathematical model of EIA was developed
[3], for the case where the initial concentration of
reagent, cR0, was much higher than the initial
concentration of sample, c10, and the characteris-
tic time of chemical reaction, tc=k0

−1= (k+
CR0)−1 was much smaller than the characteristic
diffusion time, tD=min{lS

2/DS, lR
2 /DR}, where k+

is the direct reaction rate; lS, and lR are the initial
lengths of sample and reagent zones; and DS, and
DR are the diffusion coefficients of sample and
reagent molecules. The reverse reaction rate does
not appear because it was considered to be zero.

With these assumptions, the set of diffusion–mi-
gration–reaction equations describing sample,
reagent, and product zone evolution was solved
analytically. The maximum values of product con-
centration, c2max, were determined by the follow-
ing simple and exact formulae:

c2max=c10
) 61−6R
6R−62

) �
1−exp

�
−k0

lS
61−6R

�n
if 62"6R and

lS
lR
B
) 61−6R
6R−62

)
(1)

c2max=c10
) 61−6R
6R−62

)
×
�

1−exp
�

−k0

lS�6R−62�
�61−6R�(61−6R)

�n
if 62"6R and

lS
lR
B
) 61−6R
6R−62

)
(2)

c2max=C10k0

lS
61−62

if 62=6R (3)

where 61= (mep1+mosm)E, 6R= (mepR+mosm)E,
62= (mep2+mosm)E are the velocities of sample,
reagent and product zones; mep1, mepR, mep2 are the
corresponding electrophoretical mobilities; mosm is
the electroosmotic mobility of the buffer; E is the
electric field strength.

For fast chemical reactions, reaction is much
faster than the interaction of sample and reagent
zones. So the exponents in Eqs. (1) and (2) are
practically equal to zero, and the product peak
maximum is determined by the kinematic focusing
factor:

f2=
) 61−6R
6R−62

)
=
) mep1−mepR

mepR−mep2

)
(4)

If product and reagent electrophoretic mobili-
ties are close then the denominator in Eq. (4) is
small, and the product peak will be sharp. For the
case of equal mepR and mep2, the product peak will
be higher for longer zone interaction times tint=
lS/(61−6R) when compared to the characteristic
chemical reaction time tc=k0

−1. As seen, Eq. (3)
is the limiting case for Eq. (2).

Reaction product will be sharply concentrated
at the reagent front when conditions are satisfied
for kinematic focusing. Two critical conditions
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Fig. 1. Schematic representation of EIA determination of copper. E is the electric field strength, L is the length of the capillary, D
is the position of the detector, x is the point at which sample and reagent meet, 6osm is the electroosmotic mobility of the buffer.

are (i) reaction is fast compared to the zone
interaction time, and (ii) the product and excess
reagent migration rates are identical or nearly so.
Generally, reagent concentration is in excess, so
unreacted analyte cannot penetrate beyond the
immediate front of the reagent zone if reaction is
fast. If this condition is satisfied, then kinematic
focusing occurs at the front of the reagent zone
when the reagent velocity is virtually the same as
that of the product. In that case, reagent
molecules at the front of the zone continue to
migrate at the same velocity even after being
converted to product; and product accumulates
like a moving sheet without dispersion.

Experimentally, Cu(II) and Cu-EDTA complex
absorb at 254 nm, so their velocities in the capil-
lary were determined separately from the EIA
experiment. Reagent (EDTA) does not absorb at
this wavelength, so its velocity was calculated
from the elapsed time at which the Cu-EDTA
complex was detected, ta. This situation is illus-
trated in Fig. 1 and is described by:

x
6Cu

+
(x−D)
6Cu-EDTA

= ta

x
6Cu

=
(L−x)
6EDTA

(5)

where x is the unknown meeting point of sample
and reagent; D is the position of the detector; 6Cu,
6EDTA are the known velocities of sample and
complex, and 6EDTA is the unknown velocity of
the reagent. These equations can be easily solved
to obtain the values of x and 6EDTA:

x=
(ta6Cu6Cu-EDTA+D6Cu)

(6Cu+6Cu-EDTA)
(6)

6EDTA=
6Cu(L−x)

x
(7)

3. Experimental

3.1. Equipment

3.1.1. EIA and CZE apparatus
We constructed a capillary electrophoresis sys-

tem, described previously [2], to perform EIA. It
was capable of injecting sample and reagent
simultaneously and electrokinetically from the op-
posite ends of the capillary. Absorbance was mea-
sured at l=254 nm through fused silica
capillaries (120 mm i.d., 380 mm o.d.) with a total
length of 50 cm. The detector was placed 35.3 cm
from the anode end of the capillary. At the begin-
ning of each day, capillaries were conditioned
with 0.1 M NaOH for 5 min, then rinsed with
water and running buffer for no less than 5 min.

3.1.2. SIA apparatus
The SIA instrument was a FIAlab 3000 model

(Alitea Instruments USA) including a stepper mo-
tor syringe pump and six-port rotary selection
valve. Absorbance was measured in a flow
through cell having 1 cm pathlength in a Hewlett
Packard 8452A Diode Array Spectrophotometer.

3.1.3. Chemicals
All chemicals used were of analytical reagent

grade.
The capillary in EIA experiments was filled

with the acetate buffer (pH 4.8, 10 mM). The
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buffer was prepared as follows: 5 ml of 0.1 M
NaOH was neutralized with acetic acid to pH 4.8
and diluted to a final volume of 50 ml. The same
buffer was used as carrier in SIA experiments.

A standard solution of EDTA was prepared as
follows: 16.8 g of EDTA sodium salt was dis-
solved in 0.5 l of distilled water to obtain a 0.1 M
solution. This was diluted 100-fold with the run-
ning buffer before use.

Stock solution of Cu(II): 0.25 g of CuSO4.5H2O
was dissolved in 100 ml of distilled water (approx-
imately 0.01 M solution) and the concentration of
Cu(II) was checked complexometrically. This
stock solution was diluted with running buffer
before use.

3.2. Procedure

3.2.1. EIA procedure
The capillary was filled with acetate buffer (10

mM, pH 4.8). Sample and reagent were injected
simultaneously and electrokinetically from the an-
ode and cathode ends of the capillary, respec-
tively. Copper moved electrophoretically in the
same direction as the electroosmotic flow for an
injection time of 10 s. The injection voltage and
working voltage were the same and equal to 10
kV. The total analysis time was 2.5 min.

For the working conditions, pH 4.8 and E=20
kV m−1, the velocities of Cu(II) and Cu-EDTA
species were measured in separate CZE
experiments.

3.2.2. CZE procedure
Sample and reagent from the EIA experiments

(at double the concentrations) were premixed and
then injected electrokinetically from the cathode
end of the capillary filled with the acetate buffer
(10 mM, pH 4.8). The injection time was 10 s, and
injection and working voltages were 10 kV. The
time from injection until detection of the product
peak was 3.5 min.

3.2.3. SIA procedure
Sample volume, reagent volume, and flow rate

parameters were optimized for SIA determina-
tions. The best results were obtained with the
following experimental parameters: 0.1 ml sample

volume, 0.04 ml reagent volume, 2 ml min−1

sample and reagent aspiration rate, 0.3 ml min−1

injection flow rate.

4. Results and discussion

Fig. 2(A)–(C) present the typical peak shapes
for EIA determination of Cu(II) by reaction with
EDTA for three values of Cu(II) concentration:
1×10−5, 3×10−5 and 5×10−5 M. As shown,
the peaks for the lowest concentration of Cu(II)
were reproducible and significantly higher than
the noise level.

Fig. 3(A) presents EIA results for 0.1 mM
Cu(II) using 1 mM EDTA. For comparison, Fig.
3(B) presents CZE of Cu-EDTA complex pre-
mixed using the same concentrations of Cu(II)
and EDTA as in Fig. 3(A). The EIA peak height
was about three times higher than in the CZE
case. All the experimental conditions were the
same except for the means of mixing. So the
3-fold gain in product concentration at the detec-
tion point was likely due to kinematic focusing.

Fig. 2. Typical peak shapes for EIA determination of copper.
Copper concentration. (A) 1×10−5 M, (B) 3×10−5 M, (C)
5×10−5 M.
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Fig. 3. Comparison of EIA determination of copper (A) and
CZE of preformed Cu-EDTA complex (B). Copper concentra-
tion 1×10−4 M in both cases.

was equal to 2.5 s. However, to calculate the
product peak maximum by Eq. (2), one must
know k0. Unfortunately, it was not possible with
our equipment to measure the characteristic
chemical reaction time for Cu-EDTA complex
formation. We were only able to calculated it
based on our results and the mathematical model.
The effect of kinematic focusing was diminished
by a relatively slow reaction, comparable to the
zone interaction time. For an instantaneous reac-
tion, the gain in peak height, estimated by the
kinematic focusing factor (Eq. (4)), would have
been f=5.26 for our experimental velocities. The
observed 3-fold gain implies that the bracketed
expression in Eq. (2) must have been equal to
0.57, giving a characteristic reaction time of
k0

−1=3 s.
Fig. 4 compares the dependence of the product

peak heights versus sample concentration for EIA
and CZE modes. It can be seen that peaks for the
EIA case were always higher and the gain was
larger for the case of smaller sample concentra-
tion, when the condition c10�cR0 was better
satisfied.

Fig. 5 presents the product peak shapes pro-
duced by the SIA mode of analysis for sampleSeveral experimental parameters were needed to

estimate the effect of kinematic focusing by Eq.
(2). These were the sample and reagent zone
lengths injected during 10 s, and reactant migra-
tion rates. Migration rates of reactants were mea-
sured in separate CZE experiments as 6Cu=15.8
cm min−1, and 6Cu-EDTA=4.2 cm min−1. Accord-
ing to Eqs. (6) and (7) the coordinate of the
meeting point of sample and reagent was x=36.2
cm and the velocity of EDTA was 6EDTA=6.05
cm min−1. So the velocities of product and reac-
tant were close enough to concentrate the product
by kinematic focusing. Reactant zone lengths
were: lS=2.6 cm, lR=1 cm.

With the above parameters we can state that

lS
lR
B
) (61−62)
(6R−62)

)
The time of zone interaction) lS(6R−62)
(61−62)(61−6R)

)
Fig. 4. Product peak height versus sample concentration: 1)
EIA mode; 2) CZE mode.
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Fig. 5. Typical peak shapes for SIA determination of copper.
Copper concentration: (1) blank; (2) 1×10−5 M; (3) 5×
10−5 M; (4) 10×10−5 M; (5) 25×10−5 M; (6) 50×10−5

M; (7) 100×10−5 M.

Fig. 6. Product peak amplitude versus sample concentration
for SIA mode. The mean of the series of five experiments and
the intervals of confidence (P=0.95) are shown for each of the
six copper concentration values.

Acknowledgements

This material is based upon work supported by
the U.S. Civilian Research and Development
Foundation under Award No. RC1-183.

References

[1] V.P. Andreev, Patent of Russian Federation No. 2075070,
July 19, 1993.

[2] V.P. Andreev, A.G. Kamenev, N.S. Popov, Talanta 43
(1996) 909.

[3] V.P. Andreev, N.B. Ilyina, E.V. Lebedeva, A.G. Kamenev,
N.S. Popov, J. Chromatogr. A 772 (1997) 115.

[4] V.P. Andreev, N.B. Ilyina, Nauchnoye priborostroenie (in
Russian) 7 (1997) 100.

[5] T. Gübeli, G.D. Christian, J. Ruzicka, Anal. Chem. 63
(1991) 2407.

concentrations varying from 1×10−5 to 1×10−3

M. As can be seen, the product peak for the lowest
concentration was practically at the detection limit.

Fig. 6 presents the dependence of product peak
amplitude versus sample concentration for the SIA
case. By comparison of Figs. 2 and 4–6, the
sensitivity was noticeably higher for EIA. While
evaluating these results, it is important to remem-
ber that the optical path length was equal to 1 cm
in the SIA case and 0.012 cm in the EIA case. The
local product concentration during the EIA exper-
iment was, therefore, about 80 times higher than
that of the SIA experiment. Increased concentra-
tion of product was due to kinematic focusing, and
the absence of a convective dilution factor.
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Abstract

The carbon–sulfur bond in methylthiohydantoin–glycine (MTH–Gly) is broken during the deposition on the
mercury electrode at potentials around −0.1 V versus SCE, giving mercury sulfide which is detected by the
characteristic cathodic peak at −0.7 V. If cobalt (II) is also present, the product of the deposition step is a mixture
of mercury and cobalt sulfides. During the cathodic scan, the last one is reduced to a transient Co(0) species that
catalyses the reduction of hydrogen ion to the hydrogen molecule by a mechanism alike to that emphasized for the
Co(II)-sulfide ion system (F.G. Bănică, N. Spătaru, T. Spătaru, Electroanalysis 9 (1997) 1341). This electrode process
induces a cathodic peak at −1.4 V that enables the determination of MTH–Gly down to 10−7 M in the borax buffer
at pH 8.5. The possible extension of this method to other classes of organic sulfur compounds is briefly discussed.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Catalytic hydrogen current; Thiohydantoin derivatives; Cathodic stripping voltammetry; Amino acids

1. Introduction

Thiohydantoin derivatives of amino acids are
the final products of the Edman reaction, one of
the common methods for sequencing of peptides
[1,2]. A detailed investigation of cathodic strip-

ping voltammetry (CSV) of various compounds in
this class was performed by Moreira et al. [3]. The
emerging analytical method is based on the for-
mation of a mercury or copper compound during
the accumulation on the mercury electrode. The
analytical response results from the reduction of
the metal ion in this compound while the cathodic
scan is performed. Long before, the electroanalyt-
ical chemistry of some thiohydantoins was ap-

* Corresponding author. Tel.: +47 73596957; fax: +47
73596255; e-mail: f.banica@chembio.ntnu.no

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Cathodic stripping voltammograms in the MTH–Gly-Co(II) system. Ed, −0.1 V (curve sections between −0.1 and −0.5
V were omitted for simplicity). Co(II) (mM): 1, 0; 2–5, 0.1. MTH–Gly (mM): 2, 0; 1, 3–5, 0.5. Deposition time (min): 1, 2, 5, 5;
3, 2; 4, 3.

proached by investigating the catalytic hydrogen
evolution on the dropping mercury electrode un-
der the typical conditions for the polarographic
Brdic' ka wave [4].

The above findings prompted us to investigate
the CSV of thiohydantoin derivatives in the pres-
ence of Co(II) as a continuation of our previous
research on CSV of hydrogen sulfide anion in the
presence of Co(II) [5]. That resulted in the detec-
tion of the catalytic hydrogen evolution in the
potential range that is typical for the Brdic' ka
wave [6] after the accumulation of sulfide ion at a
potential less negative than −0.6 V versus SCE.

2. Experimental

Methylthiohydantoin–glycine (MTH–Gly, 3-
methyl-2-thioxo-imidazolidin-4-one (Sigma), inset
to Fig. 1) was used in this preliminary investiga-
tion. The background electrolyte was a borax
buffer (0.05 M, pH 8.5). The accumulation poten-
tial and time were −0.1 V and 1 min, respec-
tively, if not stated otherwise. The accumulation

was performed with stirring on a fresh mercury
drop. After 30 s rest interval, the cathodic linear
scan occurred with a scan rate of 4 V min−1. All
potentials refer to the SCE. Other experimental
details were reported elsewhere [5].

3. Results and discussion

In the absence of Co(II) the CS voltammogram
displays only one peak at −0.7 V (labeled by A
in Fig. 1, curve 1) due to mercury reduction in the
accumulated product. Since this peak lies at the
same potential than that produced by sulfide ion
[5], it is reasonable to assume that MTH–Gly
decomposes during the accumulation and the final
product is mercury sulfide. Mercury ion in this
compound is afterwards reduced in the range of
the peak A. Actually, the splitting of the carbon–
sulfur double bond on the positively charged mer-
cury electrode is well substantiated as, for
example, in the case of thioamides (ref. [7] and
references therein). The hump on curve 1 in Fig. 1
at about −1.25 V is also evident on the voltam-
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mogram recorded for the background electrolyte
alone and is, consequently, ascribed to double
layer effects.

The effect of Co(II) is shown in Fig. 1, curves
3–5, that demonstrates the occurrence of the new
peak C (at about −1.4 V) in addition to the peak
B due to Co(II) reduction. Curve 2 in Fig. 1
proves that the peak C does not occur in the
absence of MTH–Gly even if Co(II) is present.
The small shoulder D on curve 5 in this figure is
alike to the cobalt prewave evidenced by DC
polarography in the presence hydrogen sulfide ion
[8]. This is an additional proof for the formation
of mercury sulfide during the deposition step.
Peak C current rises with the increase in Co(II)
concentration (Fig. 2). At the same time, the peak
A current decreases with the increase in Co(II)
concentration in the same way as it happens in
the case of sulfide ion peak [5].

As shown in Fig. 1, curves 3–5, the peak C
current increases with the deposition time proving
that this peak is due to a product of the deposi-
tion step. The change of the deposition potential
(Ed) from 0.0 V towards more negative values
produces a steadily decreases of the peak C cur-
rent till the zero value for Ed5−0.4 V. The same
trend is exhibited by the peak A. This behavior is
opposite to that of the sulfide ion. Sulfide ion is
efficiently accumulated at potentials as negative as
−0.6 V and the peak C current decrease when Ed

shifts towards a more positive value [5]. This
essential distinction between MTH–Gly and
sulfide ion arises from the difference in the accu-
mulation mechanism. Thus, in the case of sulfide
ion, the accumulated product is a positively
charged Co(II)-sulfide complex, which forms in
the bulk of the solution [5]. Conversely, in the
case of MTH–Gly, the first step should be the
splitting of the carbon–sulfur bond. Bond break-
ing is stimulated by the interaction of sulfur atom
in MTH–Gly with the mercury ion produced by
the anodic reaction of mercury electrode at elec-
trode potentials more positive than −0.4 V.
Therefore, the final product is mercury sulfide
that is accumulated on the electrode surface. Tak-
ing into account the depression of the peak A in
the presence of Co(II), it results that mercury is
partially substituted by this ion. Consequently, a
mixture of cobalt and mercury sulfides are formed
during the accumulation step.

Except for the effect of Ed, the peak C shows
the same characteristics than the analogous peak
produced by sulfide ion under similar conditions.
Therefore, it is assigned to the catalytic hydrogen
evolution by the mechanism formulated in ref. [5].
The key step in this mechanism is the reduction of
Co(II) in cobalt sulfide to a transient Co(0) spe-
cies. This is able to bind a proton and convert it
into a hydride ion by an intramolecular electron
transfer. Hydride ion reaction with a proton
donor leads subsequently to the formation of the
hydrogen molecule. Simultaneously, Co(II) sulfide
is regenerated by the intramolecular electron
transfer and enter a new catalytic cycle. The cycle
is interrupted by the decomposition of the inter-
mediate Co(0) species. The peak shape of the
voltammetric pattern is evidently due to the grad-
ual depletion of adsorbed Co(II) sulfide via the
decay of the transient Co(0) species.

As an alternative interpretation, it may be in-
ferred that hydrogen evolution in the range of the
peak C is catalyzed by a Co(II)-complex. How-
ever, this assumption is contradicted by polaro-
graphic data available in literature. Thus, it was
demonstrated that monothiohydantoins (a class
to whom MTH–Gly also belongs) cannot cata-
lyze the hydrogen evolution on the dropping mer-
cury electrode in the presence of Co(II) [4]. Only

Fig. 2. Effect of Co(II) concentration on peak C current (peak
potential, −1.4 V). MTH–Gly, 10 mM.
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2,4-dithiohydantoins showed this property [4].
Moreover, sulfide ion does not induce a polaro-
graphic catalytic hydrogen wave in the potential
range of the peak C in a Co(II)-containing borate
buffer [8]. Consequently, peak C cannot be as-
signed to the catalysis by a Co(II)-MTH–Gly
complex nor to the effect of Co(II) sulfide in the
colloidal state.

Peak C current is directly proportional to
MTH–Gly concentration up to 10 mM. The
proper selection of the deposition time leads to
the occurrence of a linear response within various
concentration limits. Concentrations as low as
10−7 M can be detected after 5 min of accumula-
tion. The relative standard deviation for five runs
at 5×10−7 M was of 7%. As in the case of sulfide
ion [5] the separation of peaks B and C is highly
improved by recording the derivative voltam-
mogram. The use of DP voltammetry instead of
linear scan voltammetry does not improve the
sensitivity but brings about some distortions of
the curve probably due to the tensammetric re-
sponse. This is not surprising as the advantages of
linear scan voltammetry as compared to DP
voltammetry in the case of adsorptive stripping
analysis were already pointed out [9]. It is worth
noting that the method described here belongs to
the class of indirect stripping voltammetry, ac-
cording to the nomenclature suggested by Fogg
[10].

Additional experiments with thiourea instead of

MTH–Gly produced analogous voltammetric
patterns. Consequently, it is possible to assert that
the method described in this paper could be em-
ployed not only for the determination of thiohy-
dantoin derivatives but also for other classes of
sulfur compounds. The single prerequisite is that
the carbon–sulfur bond is sufficiently labile as to
get broken during the deposition on the mercury
electrode. Moreover, the difference in the strength
of the carbon–sulfur bond could afford to dis-
criminate between different compounds by the
proper selection of Ed.
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Erratum to ‘‘Spectrophotometric method for determination
parts per million levels of cyclohexylamine in water’’

[Talanta 47 (1998) 421–437] �

A.G. Kumbhar, S.V. Narasimhan *, P.K. Mathur
Water and Steam Chemistry Laboratory (WSCL), Chemistry Group, BARC, Indira Gandhi Centre for Atomic Research Campus,

Kalpakkam, Tamil Nadu, 603 102, India

The Publisher regrets that Tables 3 and 5 and
Figs. 2 and 6 of this article were printed incor-
rectly. The correct versions follow:

Table 3
Proton peak positions of adduct 1H-NMR spectrum and their
attributes to respective carbon atoms

Proton attributed toNo. of protonPeak position
(ppm) integral carbon

1.26
1.30
1.35 C3 and C5 CHA pro-5.2
1.40 ton (four Nos)
1.44
1.49

1.69
1.74 C2 and C6 CHA pro-3.5
1.82 tons (four Nos)

C4 CHA protons1.85 "
2.2

(two Nos)2.13

C1 CHA proton (one3.57 1.0
No.)
C3 NQS OH proton5.90 0.97
(one No.)

0.926.69 C2 NQS OH proton
(one No.)

7.5–8.2 C5, C6, C7, C8 NQS4.04
proton (four Nos)
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4114-40360.
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Table 5
Heteronuclear (HETCOR) NSM spectrum (1H and 13C) of adduct

1H peaks 13C Peaks

PPM No. of carbonsppm Integral area Expected No. of H Group

Aldyl part of the adduct
1.49
1.44
1.40
1.35 5.2
1.30

C2, C3, C4, C5 and C6 32.151.26 8 2C
25.29 1C
24.79 2C1.85

1.82 3.47
1.74
1.69
2.13 2.2 2

1 52.99 1C3.57 C11.01

Aryl part of the adduct
99.39 1C5.90 0.97 C3

7.83
7.79

133.977.69
4C131.747.66

128.857.62
3.04

C5, C6, C7, C8 121.807.61 4

7.57
7.53
8.12 1.0
8.13

C2 99.396.69 0.92 1 1C
1C176.05C1

C9 131.21 1C
1C130.81C10

119.51 1CC4
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Fig. 2. (a) UV–vis spectra of reagent blank solution vs. DM water at various pH values, Path length: 1 cm, NQS (0.6%): 0.5 ml.
(b) UV–vis spectra of 5 ppm CHA-NQS adduct vs. DM water at various pH values. Path length: 1 cm, NQS (0.6%): 0.5 ml. Final
CHA concentration: 5 ppm. (c) UV–vis spectra of CHA-NQS adduct vs. reagent blank at various pH values. Path length: 1 cm,
NQS (0.6%): 0.5 ml. Final CHA concentration: 5 ppm.
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Fig. 6. 1H-NMR spectra of (a) CHA, (b) NQS.
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Editorial

Aims and scope

The editors are very pleased to announce that
Talanta has been experiencing an increase in the
number of papers submitted to the journal. This
steady increase in submissions will require the
journal to become more strict in its editorial
policy and to reject papers that do not closely fit
the journal’s aims and scope. To this effect, au-
thors are encouraged to carefully read the aims
and scope of the journal, and to consider the
following criteria before submitting a paper to
Talanta.

Talanta provides a forum for fundamental
studies and original research papers dealing with
all branches of pure and applied analytical chem-
istry. Classical analytical techniques such as volu-
metric titrations, UV-visible spectrophotometry
(including derivative spectrophotometry),
fluorimetry, polarography and related pulsed
voltammetric techniques, and so forth, are consid-
ered as routine analytical methods, and
manuscripts dealing with these methods should be
submitted for publication in Talanta only if sub-
stantial improvement over existing official or stan-
dard procedures is clearly demonstrated. New
reagents should demonstrate clear advantages,
and their presentation should be comprehensive,
rather that generating a series of similar papers.

Solvent extraction methods are well established,
and new methods should demonstrate improve-
ments in waste generation, non-hazardous mate-
rial substitutes, and ease of use (automation).

Application of an original method to real ma-
trices is encouraged, provided that it is properly
validated following recommendations of official
institutions. The developed method should espe-
cially comprise information on selectivity, sensi-
tivity, detection limits, accuracy, reliability and
speciation capabilities (e.g. in the case of trace
metal analysis). Proper statistical treatment of the
data should be provided.

Application of classical analytical approaches
such as polarography, voltammetry (pulsed), UV-
visible spectrophotometry (and derivative), and
fluorimetry to relatively simple matrices having no
major interference, such as drug formulations or
reconstituted samples, are discouraged unless con-
siderable improvements over other methods in the
literature (time saving, accuracy, precision,
cleaner chemistry, automation) are highlighted.

Papers dealing with analytical data such as
stability constants, pKa values, etc. should be
published in more specific journals, unless novel
analytical methodology is demonstrated, or im-
portant analytical data are provided which could
be useful in the development of analytical proce-
dures.

Gary D. Christian
Jean-Michel Kauffmann

Editors-in-Chief
April, 1998.

.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Advantages and limitations of thermal lens spectrometry over
conventional spectrophotometry for absorbance measurements
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Received 6 April 1998; received in revised form 18 June 1998; accepted 1 July 1998

Abstract

This review considers the advantages and the limitations that thermal lens spectrometry has over conventional
spectrophotometry for the measurement of optical absorption in specific applications. The photothermal method is
characterized by its intrinsic sensitivity resulting from the indirect nature of the measurement and amplified by
physical and thermo-optical parameters which are not effective in absorbance measurements. Other advantages
include a weak dependence on light scattering and the complementary nature of photothermal spectra with respect to
absorption and emission spectra for speciation studies at very low concentrations. The main drawbacks are the
convective noise, the background absorbance and the complexity of the experimental set-up, especially when
differential or wavelength scanning measurements are required. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Thermal lens spectrometry; Advantages; Drawbacks

1. Introduction

Thermal lens spectrometry (TLS) belongs to a
class of thermo-optical methods which rely on the
measurement of heat generated from non radia-
tive relaxation processes following absorption of
optical radiation [1–4]. In such a method, the
absorbing sample is excited using a pump laser
having a radial Gaussian intensity profile. Non
radiative decay of excited states results in local
heating and the formation of a transverse refrac-

tive index gradient which behaves as a diverging
lens. The thermal lens (TL) is detected by its effect
on the propagation of a probe beam tuned to a
wavelength not absorbed by the sample. The far-
field change in probe beam power is related to the
amount of energy absorbed by the analyte and to
its concentration and/or absorbance.

Since the discovery of the thermal lens effect,
both theoretical and experimental works have
been carried out and the thermal lens technique
has been extensively reviewed. Instrumental devel-
opments, including single-beam, dual-beam, colin-
ear and transverse configurations, differential
measurements, multiwavelength and tunable in-

* Tel.: +33 4 78949510; fax: +33 4 72431078; e-mail:
j.georges@cpe.fr

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII S0039-9140(98)00242-2
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struments, have been described [5]. Theoretical
models have been put forward using either cw-
laser or pulsed-laser excitation and mathematical
expressions of the signal have been derived [6–
15]. Photothermal spectroscopy is often consid-
ered as an indirect way for measuring optical
absorption because the method measures an effect
produced by optical absorption. The indirect na-
ture of the measurement has resulted in a variety
of applications which have been developed simul-
taneously with experimental and theoretical stud-
ies. These applications include chemical analysis
of low-absorption samples [16–22], the determi-
nation of fluorescence quantum yields and funda-
mental studies allowed by the direct observation
of radiationless deactivation processes [23,24].

Although thermal lens spectrometry has a wide
range of potential applications, the method has
not become a popular method for routine chemi-
cal analysis. This is probably because of the lack
of cheap, easy-to-operate tunable lasers in the UV
and the visible with good beam quality. However,
these instrumental and economical constraints
should be overcome in peculiar applications
where the technique could compete very favorably
with transmission measurements. The aim of this
review was to outline the potential advantages
and the limitations of thermal lens spectrometry
and those applications where the technique can be
a more powerful analytical method than conven-
tional absorption techniques.

2. Sensitivity: intrinsic enhancement and
limitations

The thermal lens effect is monitored as the
far-field change in probe beam spot size, by sam-
pling the laser power that passes through a pin-
hole. The thermal lens signal is expressed as the
relative power change:

S=
Fo−F

Fo

(1)

where Fo and F are the transmitted power before
and after the formation of the thermal lens, re-
spectively. The signal resulting from an optimum
position of the probe and excitation beam waists

against the sample cell, using mode-mismatched
excitation and probe beams and eliminating non-
linear terms, has been defined as:

S=2.3 A
P

lp k
dn
dT

=2.3AEcw (2)

for cw-laser excitation [10,13], and

S:2.3 A
4 Q

3lp r Cp v exc
2

dn
dT

=2.3AEp (3)

for pulsed-laser excitation [11,15], assuming that
the excitation and probe beam waists are equal. A
is the decadic absorbance, P (W) is the radiant
power, Q (J) is the pulse energy, lp (cm) is the
wavelength of the probe beam, vexc (cm) is the
minimum radius of the excitation beam into the
sample cell and r (g cm−3), Cp (J g−1 K−1), k
(W cm−1 K−1) and dn/dT (K−1) are the density,
the heat capacity, the thermal conductivity and
the refractive index gradient of the medium, re-
spectively. In the above equations, it is assumed
that the heat yield is unity, i.e. the analyte is not
luminescent and all the absorbed power is dissi-
pated in the form of heat in a time shorter than
the time scale of the measurement.

In order to see how the thermal lens method
can enhance absorbance measurements, the trans-
mission signal measured in conventional absorp-
tion spectrophotometry,

T=
F
Fo

=10−A (4)

where Fo and F are the incident and transmitted
radiant power, respectively, can be expressed in a
form similar to that of Eq. (1):

DF
Fo

=1−T= (1−10−A):2.3A (5)

For the same absorbance, the thermal lens sig-
nal will be increased by a factor, Ecw or Ep, called
the enhancement factor [25], which depends on
the solvent and on the experimental set-up.

The sensitivity of the photothermal method can
be enhanced by increasing the excitation power in
cw-TLS or the excitation irradiance in pulsed-
TLS, and by using solvents with good thermo-op-
tical properties, i.e. solvents with high refractive
index gradient and low density, thermal conduc-
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Table 1
Pysical parameters of various solvents and theoretical enhancement factors, Ecw and Ep as defined in Eqs. (2) and (3), respectively.

Cp (J g−1 K−1) 104×dn/dT (K−1) Ecw EpSolvent r (g cm−3) 104×k (W cm−1 K−1)

0.8−0.392 11Water (10°C) 4.1920.9997 57.9
23 1.8Water (20°C) 0.9982 59.7 4.182 −0.877

−1.184 31Water (30°C) 0.9956 61.3 4.179 2.4
370−3.9 17Ethanol 2.420.79 16.7

2.29 −5.5 770 32n-Pentane 0.63 11.3
−5.8 890CCl4 1.59 10.3 0.86 36

5−0.0088 63Air 1.010.00117 2.61
−0.0138 13CO2 (atm.) 0.00179 1.66 0.84 77

−800 79000CO2 (sc) 0.468 16 16090

Parameters for water as a function of temperature were obtained from [26]; parameters for other media are from [12,16]; parameters
for supercritical CO2 were estimated from [27]. In sc CO2, a 100-fold sensitivity increase, relative to the same measurement in carbon
tetrachloride, has been achieved using cw-laser excitation. Enhancements factors were calculated for lp=632.8 nm, P=100 mW,
Q=100 mJ and vexc=50 mm.

tivity and heat capacity (Table 1). With both cw-
and pulsed-laser excitation, water is a poor sol-
vent while organic solvents induce larger enhance-
ment factors. In gas, pulsed-laser excitation
provides greater sensitivities than does cw-laser
excitation thanks to very low densities. Because
the thermal expansion of a fluid diverges near its
critical point and the resulting change in refractive
index with temperature tends to infinity, supercrit-
ical CO2 is expected to be a very efficient medium
for thermal lensing. Since the thermal conductiv-
ity and the density of supercritical CO2 are similar
to those of organic solvents, then the intrinsic
sensitivity of the TL method should be very at-
tractive for detection in supercritical fluid chro-
matography. In contrast to that observed in gas at
atmospheric pressure, cw-laser excitation is ex-
pected to be more efficient than pulsed-laser exci-
tation because r and Cp increase faster than k.

The pulsed-laser TL signal is inversely propor-
tional to the square of the excitation beam waist
while the cw-laser TL signal is independent of the
beam size. However, in a colinear dual-beam ex-
perimental set-up, the size of the excitation beam
into the sample cannot be decreased without
bounds not only because of geometrical and opti-
cal constraints in beam alignment and sample
positioning, but also because this would invalidate
the assumption that the beam size remains ap-
proximately constant into the sample [28,29]. In
fact, the beam size restriction is valid for both the

excitation and probe beams and the sample cell
should be short compared to the shorter one of
the two confocal distances. These constraints can
produce some limitations comparatively to con-
ventional spectrophotometry because the sensitiv-
ity of the thermal lens method is therefore not
always proportional to the sample pathlength.

Other limitations that can partly cancel the
intrinsic sensitivity of the photothermal method
and increase the limit of detection are the noise
and the background absorbance. Besides the usual
sources of noise encountered in performing opti-
cal measurements with laser light sources, i.e.
pointing noise, flicker noise and shot noise [30,31],
another source of background noise which is asso-
ciated with the photothermal effect is the convec-
tive noise [32,33]. Convection occurs when too
much heat is deposited into the sample. Sample
heating induces convective movements of the so-
lution in the thermal lens region, thus producing
local variations of the temperature and deforma-
tions of the refractive index gradient. It results
that the probe beam can undergo deformations of
the intensity profile and direction changes, which
degrades the measurements when the far-field
power change of the probe beam is sampled be-
hind a pinhole. Thermal convection increases lin-
early with the signal and decreases when the
thermal lens effect decreases, which is important
when blank and limits of detection (LODs) are
determined. However, the convective noise can
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seriously degrade LODs when high excitation
power or energy and solvents with high back-
ground absorbances are used. The convective
noise depends on the viscosity and the density of
the solvent and generally increases with solvents
of better thermo-optical properties [34]. It results
that the difference between LODs obtained in
water and other solvents decreases, mainly at
large values of the blank absorbance.

Increase the excitation power or energy to im-
prove the sensitivity of the TL method not only
increases the convective noise, but also can pro-
duce nonlinear absorption effects such as multi-
photon absorption [35] and optical saturation or
optical bleaching [36–39]. These effects can arise
when using continuous excitation sources with
moderate power or pulsed excitation sources with
very low energy, depending on the degree of
focusing of the excitation beam into the sample.
Optical saturation or bleaching will limit the
amount of energy or power absorbed by the sam-
ple and therefore decrease the sensitivity, while
multiphoton absorption will enhance the pho-
tothermal signal.

Another effect that cannot be ignored in ther-
mal lens spectrometry is sample matrix. Matrix
effects have been first reported by Phillips et al.
[40] and then more extensively studied by Franko
and Tran [41] in aqueous solutions. In water, the
addition of electrolytes always results in an en-
hancement of the thermal lens signal, while in
ethanol the signal can be decreased upon addition
of the same electrolytes [42]. The reason for signal
variation is due to changes in the thermo-optical
parameters of the solvent, especially the refractive
index gradient dn/dT. For example, the thermo-
optical properties of water are improved by 35%
upon the addition of 1 M NaI where the only
contribution of dn/dT is �27%. The salt effect
depends on the electrolyte and the influence of the
anion is more important than that of the cation.
Also, the effect depends on the mode of operation
of the excitation laser [42] because of a different
contribution of the individual factors such as
density, thermal conductivity and heat capacity
on the cw- and pulsed-laser thermal lens signal.

3. Measurements in samples with high
background absorbance

TLS and related photothermal method have
been shown to be very sensitive spectroscopic
techniques for measuring absorbances as low as
10−7 [16,43]. However, the method has been
mainly applied to situations where the experimen-
tal background does not limit the measurement.
The high sensitivity may not be useful in analyti-
cal applications where the background ab-
sorbance is significant. Background absorbance
can be due to the solvent or to the presence of
impurities or concomitants, such as free ligands in
coloured reactions. Not only the background ab-
sorbance increases the convective noise, but sub-
sequently decreases the dynamic reserve of the
method [44], i.e. its ability to detect small signal
changes in the presence of a large background
signal. Applications to the analysis of aluminum
[45] and terbium [46] through complexation with
highly absorbing ligands have shown the limits of
the thermal lens method. Like in conventional
spectrophotometry, the intrinsic dynamic reserve
is not better than �1×103.

A lot of methods including differential mea-
surements and wavelength discrimination have
been developed [5,11] in order to minimize or
eliminate the background signal, but improve-
ments in dynamic reserve have been only moder-
ate. The first differential thermal lens
spectrometer has been introduced by Dovichi and
Harris [47] in a single beam experiment. The
technique uses two cells, one cell containing the
blank and the second cell filled with the analyte.
Both cells are positioned along the beam axis on
either side of the waist of the laser beam. The
differential response results from the antisymmet-
ric dependence of the thermal lens effect on the
position of the thermal lens relative to the beam
waist. The diverging lens has a converging or
diverging effect when positioned before or after
the waist, respectively. In this manner, the back-
ground signal is optically substracted from that of
the sample. Pang and Morris [48] extended the use
of single-beam differential arrangement to the de-
tection of eluents in liquid chromatography using
a split solvent flow and a reference column con-
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nected to the reference cell. The system allowed
efficient solvent absorbance compensation and in-
creased the signal-to-noise ratio. Berthoud and
Delorme [49] developed a differential arrangement
using a dual-beam configuration with matched
focus positions for the separate pump and probe
beams. This instrument which allowed compensa-
tion of 95–98% of the background signal was
applied to the recording of photothermal spectra
of Nd3+ and Pr3+ at low concentration levels
and to the analysis of Nd3+ in HClO4 solution
with a detection limit of 5×10−6 M. A similar
differential experiment has also been described by
Erskine and Bobbitt [50]. In their set-up, the
pump and probe beams were not colinear but
were crossed at an oblique angle, thus decreasing
interferences between both beams while allowing
an optimum interaction length inside the cells.
Moreover, the excitation beam was split into two
excitation beams which were separately focused
into either detection cells, minimizing the effects
of pointing variations on the excitation beams.
Spatial separation of the pump and probe beams
eliminates the need to remove the pump beams
before the detection system and decreases the
noise originating from the interaction of the laser
beams. This sytem was characterized by a dy-
namic reserve of 2.5×105, which is about two
orders of magnitude better than that obtained by
conventional spectrophotometry. However, differ-
ential arrangements are difficult to build owing to
the complexity of beam alignment and sample cell
positioning and errors can originate from differ-
ence in laser power at the two cells.

4. Measurements in light-scattering samples

The presence of light-scattering materials can
introduce significant errors in absorbance mea-
surements by conventional spectrophotometry. In
this method, the analytical signal is derived from
the amount of light not transmitted through the
sample, and transmission or absorbance are
defined according to Eq. (4) where F is the power
transmitted by the sample in the absence of scat-
tering. Any factor which contributes to the loss of
transmitted light will decrease the transmission

and increase the true absorbance. In the presence
of scattering, the measured transmission, T %, will
result from the attenuation of light by both ana-
lyte absorption and sample scattering [11]:

T %=Ta Ts=
F
Fo

(Fo−Fs)
Fo

(6)

where Fs is the scattered power. Then, the ab-
sorbance measured in the presence of scattering
can be expressed as:

A %= − logT %= − log [(F−s F)/Fo] (7)

where s=Fs/Fo is the degree of scattering [51].
In thermal lens spectrometry, light scattering

may affect the signal magnitude not only through
attenuation of the probe beam in a manner simi-
lar to that observed in a transmission method, but
also through attenuation of the excitation beam
resulting in a loss of power absorbed by the
analyte.

4.1. Effect on the probe beam

As expressed in Eq. (1), the thermal lens signal
is measured as the relative change in probe beam
power before and after the formation of the ther-
mal lens. As Fo and F are measured on the same
sample cell and are temporally separated, both
measurements are equally affected by scattering
losses and Eq. (1) may be written as [51]:

S=
(Fo−sFo)− (F−sF)

Fo−sFo

=
Fo−F

Fo

(8)

Eq. (8) shows that scattering results in no effect
on the measured thermal lens signal, provided
that the scattered power is small with respect to
the incident power and the spatial profile of the
probe beam is not changed. When necessary, it is
possible to correct the optical perturbations cre-
ated on the probe beam by optically inhomoge-
neous samples by using a phase-conjugate thermal
lens spectrometer [52].

4.2. Effect on the absorbed power

Light scattering may affect the strength of the
thermal lens by reducing the power available to
sample absorption. In the presence of scattering,
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the optical power absorbed by the analyte, Pa, can
be written as [11]:

Pa=P
a

as+a
[1−10− (as+ a) l] (9)

where l(cm) is the optical pathlength, a (cm-1) is
the absorption coefficient and as (cm−1) is the
scattering coefficient [53]. Since the photothermal
signal is proportional to the amount of energy
absorbed, it is possible to evaluate the effect of
scattering on the amplitude of the photothermal
signal and to make a theoretical comparison with
absorbance taken as A %= (as+a) l. The results
obtained for a=0.01 cm−1 and as up to 0.1
cm−1 (Fig. 1) show that scattering has a small
influence on the amount of energy absorbed in
comparison to changes produced on absorbance.

Thermal lens spectrometry has been experimen-
tally compared to conventional absorbance mea-
surements on samples with substantial
light-scattering properties [51]. While deviations
from the expected values in excess of more than
two orders of magnitude were observed in trans-
mission measurements, the tl method provided
absorbance values which were quite accurate and
almost independent of the scattering coefficient
(Table 2). Power and Langford [54] measured
optical absorbance in untreated natural waters,

Table 2
Comparison of absorbances obtained by conventional spec-
trophotometry and thermal lens spectrometry under condi-
tions of light scattering (from [51])

Turbidity num-True ab- Measured absorbance
bersorbance

Spectrophoto- TLS
metry

0.002 0.0020.0 0.0029
0.5 0.007 0.0030

0.00272.0 0.020
10.0 0.063 0.0027
50.0 0.308 0.0030

0.02 0.0220.0200.0
0.0220.0310.5

0.0362.0 0.022
10.0 0.086 0.022
50.0 0.324 0.022

0.0950.10400.1
0.0920.5 0.121

2.0 0.109 0.086
0.08610.0 0.170
0.0820.39650.0

yielding valuable information on the composition
of humic acids. The method was able to distin-
guish true sample absorption from light scattering
for asl values B0.15, and a detection limit of 20
mg l−1 has been obtained for Armadale fulvic
acid. Thermal lens spectrometry has been applied
to kinetic speciation studies of metal ions in the
presence of colloidal ligands [55]. These experi-
ments have shown that, while light scattering by
nonabsorbing particles causes no interferences in
TLS, homodisperse colloids which absorb at the
pump laser wavelength increase the noise. The TL
method has allowed the determination of pesti-
cides in water including small latex particles. The
technique was better than conventional spec-
trophotometry by a factor of about 20 in terms of
LOD [56].

In highly scattering samples, the absorbed
power is no longer a simple function of the optical
pathlength and the scattering coefficient [11]. Be-
cause of scattering, the optical path through the
sample is increased, which may result in an in-
crease of the absorbed power. However, this effect
is partly cancelled by the fact that energy is

Fig. 1. Relative errors in absorbance and thermal lens signal as
a function of the scattering coefficient, calculated for a=0.01
cm−1 and l=1 cm.
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absorbed over a greater volume than that defined
by the excitation beam in the absence of scattering
and the scattered light does not contribute appre-
ciably to the photothermal signal [57].

5. Applications to speciation and chemical
equilibria

The knowledge of migration mechanisms of
lanthanides and actinides in ground waters re-
quires the determination of the concentration, the
oxidation state and the speciation of these species
[58]. It is well known that the absorption transi-
tions of rare earth ions are characterized by nar-
row bands in the uv and visible range with very
weak intensities. As no chemical treatment or
enrichment processes can be performed prior to
the analysis, sensitive and selective methods are
needed for spectral measurements. Moreover, the
decay of excited rare earth ions involves different
radiative and non radiative relaxation processes
depending on the oxidation state, the medium and
possibly on the excitation wavelength. Since the
photothermal signal results from heat generated
through radiationless relaxation processes, the
photothermal spectrum does not necessarily coin-
cide with the absorption spectrum [59]. Therefore,
not only the method can be more sensitive than
conventional absorption, but also the photother-
mal spectrum can give information which are
complementary to those available from absorp-
tion and emission spectra. However, precise mea-
surements require to account for changes in
excitation irradiance and in waist position while
scanning the laser wavelength.

The thermal lens method has allowed the study
of the absorption spectrum of U(VI) depending
on its chemical form at concentrations (4×10−6

M) which are inaccessible to conventional spec-
trophotometry [60]. Variations of the photother-
mal spectral features due to complexation by
carbonate ions have been observed for Nd(III)
and Pr(III) at concentrations as low as 2×10−5

M [49,61]. A fully automated thermal lens appara-
tus including two dye lasers controlled by a mi-
crocomputer with constant excitation power for
spectrum scanning has been developed for detec-

tion and speciation of actinides [62]. Photother-
mal spectra of plutonium at different oxidation
states were obtained for concentrations as low as
3×10−7 M and the limit of detection at constant
wavelength was in the range 4–8×10−8 M. In
order to collect spectral data in hot groundwaters
for nuclear waste applications, the photothermal
spectrum of Nd3+ in water has been recorded as
a function of the temperature [26]. Thanks to the
temperature dependence of the refractive index
gradient [63], the sensitivity of the method at 90°C
was about twice greater than that at 25°C, while
the absorptivity was decreased by �20%.

The superiority of the thermal lens technique
over conventional absorption measurements for
low concentrations and/or weakly absorbing spe-
cies has been demonstrated in the kinetic determi-
nation of the rate constant of the photochemical
nucleophilic aromatic substitution of 1,2-
dimethoxy-4-nitrobenzene [64]. In addition to ad-
vantages such as accuracy and precision, the
technique has allowed kinetic studies with
reagents whose concentrations were about 100
times lower than those required by conventional
kinetic methods.

In some cases, the intrinsic sensitivity of TLS
can be further amplified by the fact that the
physical quantity producing the thermal lens sig-
nal can vary differently from absorbance. It is
well known that chemical effects where an analyte
gives rise to products with different spectral fea-
tures generally induce non-linear dependence of
absorbance versus concentration and deviations
from Beer’s law [31]. These effects, including pH-
or concentration-dependent equilibria and forma-
tion of aggregates, are commonly studied by con-
ventional spectrophotometry. However, when the
absorption spectra of species involved in the equi-
librium are not completely resolved and when one
species is fluorescent, the thermal lens method can
be more sensitive than absorption to monitor the
reaction. Considering an analyte in equilibrium
between a nonfluorescent form, A, and a fluores-
cent form, B, with concentrations Ca and Cb,
respectively, and with molar absorptivities oa and
ob at the specified wavelength. Assuming that each
component separately obeys Beer’s law, the total
absorbance of the solution is the sum of individ-
ual absorbances:
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At= (oaCa+obCb)l (10)

Unless oa=ob, the plot of At versus the analyti-
cal concentration of the analyte is not linear and
deviation of the plot with respect to Beer’s law
can be used to determine the equilibrium
constant.

In thermal lens spectrometry, the signal is pro-
portional to the energy absorbed by the solution
and therefore to the absorbance, but is ultimately
determined by the amount of energy actually re-
leased as heat [65]:

S8 (1−10−At)
�Aa

At

+
Ab

At

�
1−Ff

nf

nexc

�n
(11)

where Ff is the fluorescence quantum yield of B,
nexc and n̄f are the excitation frequency and the
average fluorescence frequency of B, respectively.
It results that when the absorbance of the solution
varies, the amount of heat released varies differ-
ently because the contribution of one species (B)
is weighted by the term (1−Ffn̄f/nexc) which ac-
counts for the fraction of energy released as radi-
ant energy. Thermal lens spectrometry has been
applied to the investigation of dimerization equi-
libria of rhodamine 6G in aqueous solutions [66].
As shown in Fig. 2, deviations of the thermal lens
signal with respect to the signal expected for a

pure monomeric solution were much greater than
variations of absorbance with respect to Beer’s
law. The experiments have allowed the determina-
tion of the dimerization constant of the dye which
was far more precise than the values previously
derived from absorption measurements.

References

[1] H.L. Fang, R.L. Swofford, The thermal lens in absorp-
tion spectroscopy, in: D.S. Kliger (Ed.), Ultrasensitive
Laser Spectroscopy, Academic Press, New York, 1983.

[2] J.M. Harris, N.J. Dovichi, Anal. Chem. 52 (1980) 695A.
[3] J.M. Harris, Thermal lens effect, in: E.H. Piepmeier (Ed.),

Analytical Applications of Lasers, Wiley-Interscience,
New York, 1986.

[4] J. Georges, J.M. Mermet, Analusis 16 (1988) 203.
[5] M. Franko, C.D. Tran, Rev. Sci. Instrum. 67 (1996) 1.
[6] C. Hu, J.R. Whinnery, Appl. Opt. 12 (1973) 72.
[7] S.J. Sheldon, L.V. Knight, J.M. Thorne, Appl. Opt. 21

(1982) 1663.
[8] C.A. Carter, J.M. Harris, Appl. Opt. 23 (1984) 476.
[9] T. Berthoud, N. Delorme, P. Mauchien, Anal. Chem. 57

(1985) 1216.
[10] J. Shen, R.D. Lowe, R.D. Snook, Chem. Phys. 165 (1992)

385.
[11] S.E. Bialkowski, Photothermal spectroscopy methods for

chemical analysis, in: J.D. Winefordner (Ed.), Chemical
Analysis, vol. 134, Wiley, New York, 1996.

[12] K. Mori, T. Imasaka, N. Ishibashi, Anal. Chem. 54
(1982) 2034.

[13] J. Georges, Talanta 41 (1994) 2015.
[14] M. Fischer, J. Georges, Anal. Chim. Acta 322 (1996) 117.
[15] R. Brennetot, J. Georges, Spectrochim. Acta 54A (1998)

111.
[16] N.J. Dovichi, CRC Crit. Rev. Anal. Chem. 17 (1987) 357.
[17] S.E. Bialkowski, Spectroscopy 1 (1986) 26.
[18] M.D. Morris, K. Peck, Anal. Chem. 58 (1986) 811A.
[19] A. Berthod, Spectrochim. Acta Rev. 13 (1990) 11.
[20] G. Ramis-Ramos, Anal. Chim. Acta 283 (1993) 623.
[21] R.D. Snook, R.D. Lowe, Analyst 120 (1995) 2051.
[22] Y. Martin-Biosca, M.C. Garcia-Alvarez-Coque, G.

Ramis-Ramos, Trends Anal. Chem. 16 (1997) 342.
[23] S.E. Braslavsky, G.E. Heibel, Chem. Rev. 92 (1992) 1381.
[24] J. Georges, Spectrochim. Acta Rev. 15 (1993) 39.
[25] N.J. Dovichi, J.M. Harris, Anal. Chem. 51 (1979) 728.
[26] J.D. Spear, R.J. Silva, G.L. Klunder, R.E. Russo, Appl.

Spectrosc. 47 (1993) 1580.
[27] R.A. Leach, J.M. Harris, Anal. Chem. 56 (1984) 1481.
[28] C.A. Carter, J.M. Harris, Appl. Spectrosc. 37 (1983) 166.
[29] S.E. Bialkowski, Anal. Chem. 58 (1986) 1706.
[30] S.R. Erskine, D.R. Bobbitt, Appl. Spectrosc. 42 (1988)

331.

Fig. 2. Observed deviations of the thermal lens signal and
absorbance as a function of concentration for rhodamine 6G
in water at 488 nm, comparatively to signals calculated for a
pure monomeric solution.



J. Georges / Talanta 48 (1999) 501–509 509

[31] J.D. Ingle Jr, S.R. Crouch, Spectrochemical Analysis,
Prentice-Hall, Englewood Cliffs New Jersey, 1988.

[32] C.E. Buffet, M.D. Morris, Appl. Spectrosc. 37 (1983) 455.
[33] E.F. Simo Alfonso, M.A. Rius Revert, M.C. Garcia

Alvarez-Coque, G. Ramis-Ramos, Appl. Spectrosc. 44
(1990) 1501.

[34] Y. Martin Biosca, M.J. Medina Hernandez, M.C. Garcia-
Alvarez-Coque, G. Ramis-Ramos, Anal. Chim. Acta 296
(1994) 285.

[35] A.J. Twarowski, D.S. Kliger, Chem. Phys. 20 (1977) 253.
[36] G. Ramis-Ramos, J.J. Baeza-Baeza, E.F. Simo Alfonso,

Anal. Chim. Acta 296 (1994) 107.
[37] Y. Martin Biosca, E.F. Simo Alfonso, J.S. Esteve

Romero, J.J. Baeza Baeza, G. Ramis-Ramos, Anal.
Chim. Acta 307 (1995) 145.

[38] A. Chartier, S.E. Bialkowski, Anal. Chem. 67 (1995)
2672.

[39] R. Brennetot, J. Georges, Spectrochim. Acta A, in press.
[40] C.M. Phillips, S.R. Crouch, G.E. Leroi, Anal. Chem. 58

(1986) 1710.
[41] M. Franko, C.D. Tran, J. Phys. Chem. 95 (1991) 6688.
[42] M. Fischer, J. Georges, Anal. Chim. Acta 334 (1996) 337.
[43] T.D. Harris, A.M. Williams, Proc. SPIE-Int. Soc. Opt.

Eng. 426 (1983) 105.
[44] S. Mho, E.S. Yeung, Anal. Chem. 57 (1985) 2253.
[45] R.D. Lowe, R.D. Snook, Anal. Chim. Acta 250 (1991)

95.
[46] A. Chartier, C.G. Fox, J. Georges, Analyst 118 (1993)

157.
[47] N.J. Dovichi, J.M. Harris, Anal. Chem. 52 (1980) 2338.
[48] T.J. Pang, M.D. Morris, Anal. Chem. 57 (1985) 2153.

[49] T. Berthoud, N. Delorme, Appl. Spectrosc. 41 (1987) 15.
[50] S.R. Erskine, D.R. Bobbitt, Appl. Spectrosc. 43 (1989)

668.
[51] J.B. Thorne, D.R. Bobbitt, Appl. Spectrosc. 47 (1993)

360.
[52] D.M. Plumb, J.M. Harris, Appl. Spectrosc. 46 (1992)

1346.
[53] Z.A. Yasa, W.B. Jackson, N.M. Amer, Appl. Opt. 21

(1982) 21.
[54] J.F. Power, C.H. Langford, Anal. Chem. 60 (1988) 842.
[55] D.W. Gutzman, C.H. Langford, Anal. Chim. Acta 283

(1993) 773.
[56] Q.E. Khuen, W. Faubel, H.J. Hache, Fresenius J. Anal.

Chem. 348 (1994) 533.
[57] J.D. Spear, R.E. Russo, R.J. Silva, Appl. Opt. 29 (1990)

4225.
[58] N. Omenetto, Appl. Phys. B 46 (1988) 209.
[59] T. Sawada, S. Oda, H. Shimizu, H. Kamada, Anal.

Chem. 51 (1979) 688.
[60] N. Omenetto, P. Cavalli, G. Rossi, G. Bidoglio, G.C.

Turk, J. Anal. At. Spectrosc. 2 (1987) 579.
[61] G. Bidoglio, G. Tanet, P. Cavalli, N. Omenetto, Inorg.

Chim. Acta 140 (1987) 293.
[62] C. Moulin, N. Delorme, T. Berthoud, P. Mauchien, Ra-

diochim. Acta 44/45 (1988) 103.
[63] M. Franko, C.D. Tran, Anal. Chem. 61 (1989) 1660;

Chem. Phys. Lett. 158 (1989) 51.
[64] M. Franko, C.D. Tran, Rev. Sci. Instrum. 62 (1991) 2438.
[65] J. Georges, Spectrochim. Acta 51A (1995) 985.
[66] M. Fischer, J. Georges, Spectrochim. Acta 53A (1997)

1419.

..



Talanta 48 (1999) 511–516

Spectrophotometric determination of lead in biological samples
with dibromo-p-methyl-methylsulfonazo

Zaijun Li a,*, Zhenzhong Zhu a, Yepu Chen a, Chung-Gin Hsu b, Jiaomai Pan b

a Department of Chemical Engineering, Wuxi Uni6ersity of Light Industry, Wuxi 214036, People’s Republic of China
b Department of Chemistry, East China Normal Uni6ersity, Shanghai 200062, People’s Republic of China

Received 8 April 1998; received in revised form 30 June 1998; accepted 10 July 1998

Abstract

A new highly sensitive and selective chromogenic reagent, dibromo-p-methyl-methylsulfonazo (DBM-MSA), was
studied for determination of lead. In 0.24 mol l−1 phosphoric acid medium, which greatly increases the selectivity,
lead reacts with DBM-MSA to form a 1:2 blue complex which has a sensitive absorption peak at 642 nm. Under the
optimal conditions, Beer’s law was obeyed over the range 0–0.6 mg ml−1 Pb(II). The molar absorptivity and Sandell’s
sensitivity are 1.02×105 l mol−1 cm−1 and 0.00203 mg cm−2, respectively. The limit of quantification, limit of
detection and relative standard deviations were found to be 7.30 and 2.21 ng ml−1 and 1.1%, respectively. It is found
that, except for Ca(II) and Ba(II), all foreign ions studied do not interfere with the determination. The interference
caused by Ca(II) and Ba(II) can be easily eliminated by prior extraction with potassium iodide-methylisobutylketone.
The method has been applied to the determination of lead in some biological samples with satisfactory results. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Spectrophotometry; Lead determination; Dibromo-p-methyl-methylsulfonazo; Biological samples

1. Introduction

The determination of lead is becoming increas-
ingly important. However, the number of reagents
available for the spectrophotometric determina-
tion of lead is relatively small. The main reagents
are dithiazone [1,2], diethyldithio-carbamate [3,4],
4-(2-pyridilazo)resorcinol [5], diphenylcarbazone
[6], Arsenazo III [7], 2-(2-thiazolylazo)-p-cresol
[8], and porphyrin compounds [9,10]. Although

each chromogenic system has its advantages and
disadvantages with respect to sensitivity, selectiv-
ity and rapidity due to using different chro-
mogenic reagents, most of them require extraction
using an organic solvent, surfactants or even fierce
toxic cyanide as a masking agent to increasing the
sensitivity or selectivity (see Table 1).

Dibromo-p-methyl-methylsulfonazo (DBM-
MSA) (1), an asymmetric bisazo derivative of
chromotropic acid with one o-sulfonic functional
group, synthesized in this laboratory [11], has
been used for the spectrophotometric determina-
tion of barium [12] and strontium [13]. It was

* Corresponding author. Fax: +86 510 5865424; e-mail:
cheng@wxuli.edu.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Table 1
Review of some spectrophotometric methods for the determination of lead

Referencee×104Reagent Phase lmax Remarks
(nm)

2.5 Light sensitiveDithizone CCl4 [2]520
Hg, Zn, Cu, Fe interfere

1.3Diethyldithio-carbamate CCl4 [4]435
[5]Ag, Cd, Co, Cu, Hg, Ni, Zn interfere4.34-(2-Pyridilazo) 520Aqueous

resorcinol
[6]Diphenylcarbazone Aqueous 525 7.2

pH=9.0–10.4
3 Fe, Al, Cu, Th, Ti, U interfereArsenazo III Aqueous 660 [7]

pH=2.5–4.5
Aqueous 650 2.07 Cu, Ni, Co, Zn, Fe, Cd interfere2-(2-Thiazolylazo) [8]

-p-cresol
pH=9.0–10.0

[10]Cu, Zn, Ni, Hg, Fe, Mn, Cd, Ca, Mg interferePorphyrin compounds Aqueous 479 22
pH=10.4

found that DBM-MSA also gave a sensitive reac-
tion with lead in acidic medium. In this paper, we
develop a spectrophotometric method for lead
determination with DBM-MSA in phosphoric
acid medium, as well as applying it to the determi-
nation of lead in some biological samples.

This method is one of the most convenient and
efficient methods for the determination of lead at
the present time.

2. Experimental

2.1. Synthesis of DBM-MSA

2.1.1. p-Methylphenylamine-2-sulfonic acid
p-Methylphenylamine (50 g) and concentrated

H2SO4 (50 g) were added to a three-necked flask,
heated on an oil bath at 210–220°C for 2 h, then
cooled to crystallize. Activated carbon was added
and the mixture re-crystallized with water. p-

Methylphenylamine-2-sulfonic acid was obtained
with a productive rate of 68.6%.

2.1.2. 2,6-Dibromo-p-methylphenylamine
p-Methylphenylamine (2.0 g) was dissolved in

25 ml of 1:1 HCl, and 2 ml of bromine (premixed
with 5 ml of acetic acid) added with a dropping
funnel while stirring, maintaining the reaction
temperature below 40°C. After stirring for 3 h,
the precipitate was filtered, washed with water
and dried at 80°C. 2.6-Dibromo-p-methylpheny-
lamine was obtained with a productive rate of
88%.

2.1.3. p-Methylsulfonazo
p-Methylphenylamine-2-sulfonic acid (4.0 g)

was dissolved in 30 ml of 1 mol l−1 NaOH, and
2.0 g NaNO2 were added and mixed well. The
mixture was then added dropwise to 20 ml of 1:1
cold HCl to diazotize, and the reaction tempera-
ture was maintained below 5°C. Chromotropic
acid (8.0 g) was dissolved in 50 ml of 40% (W/W)
NaAc solution, keeping the temperature below
5°C, dropped into the above diazotized solution
and left to stand overnight. The mixture was then
acidified to pH 1 with concentrated HCl, left to
stand for 4 h, and the precipitate filtered, washed
with 50 ml of 1:1 HCl and dried. p-Methylsulfon-
azo was obtained with a productive rate of 85.7%.
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2.1.4. Dibromo-p-methyl-methylsulfonazo
Dibromo-p-methylphenylamine (1.1 g) was dis-

solved in 15 ml of 1:1 HCl, drops of NaNO2

solution (0.4 g of NaNO2 in 3 ml of H2O) added
and the temperature maintained below 5°C. LiOH
(5.0 g) was dissolved in 20 ml of H2O and 2.0 g of
p-methylsulfonazo added, controlling the temper-
ature below 5°C, the above diazotized solution
added dropwise and the mixture left to stand for
4–5 h. After filtering, 20 ml of concentrated HCl
were added in the aqueous phase to precipitate
DBM-MSA and the mixture was left to stand for
4 h, then the precipitate was filtered, washed with
50 ml of 1:1 HCl and dried under the infrared
lamp. The crude product (DBM-MSA) was ob-
tained with a productive rate of 42.4%.

2.1.5. Purification of DBM-MSA
Crude DBM-MSA (1 g) was dissolved in 100

ml H2O and extracted with 100 ml of n-butanol
several times. The organic phase was discarded
and all the aqueous phase mixed. Concentrated
HCl (10 ml) was added along with 100 ml of
n-butanol for extraction, then the aqueous phase
was discarded. This was followed by addition of
25 ml of 1 mol l−1 NaOH to the organic phase to
twice perform back-extraction. Concentrated HCl
(20 ml) was added to the aqueous phase, stood
overnight, filtered and dried under the infrared
lamp.

The purity of DBM-MSA was checked by pa-
per chromatography using a mixture of 5%
sodium citrate and 25% ammonia (5+2) as an
eluent. A single blue band existed to confirm that
DBM-MSA was pure. Thermogravimetry analysis
showed that DBM-MSA contained two molecules
of water and the result of elemental analysis cor-
responded with the composition of DBM-MSA.

2.2. Apparatus

Absorption spectra and absorbance were
recorded and measured with a Beckman DU-7HS
spectrophotometer, using a 2.0 cm cell.

2.3. Reagents

Unless otherwise stated, all reagents used were

of analytical grade and all solutions were pre-
pared with distilled, deionized water.

2.3.1. Standard lead solution
A standard lead solution was prepared by dis-

solving lead oxide (specpure) in 2 mol l−1 HNO3,
evaporating the solution to remove the excess
acid, and diluting with (1+100) HNO3 to a given
volume. The working standard solution (10 mg
ml−1) was prepared by diluting the standard lead
solution with water.

2.3.2. Dibromo-p-methyl-methylsulfonazo
A 0.05% solution was prepared by dissolving

125 mg of DBM-MSA in 250 ml water. DBM-
MSA was synthesized as previously described in
Ref. [11].

2.3.3. Phosphoric acid
A 3 mol l−1 solution was prepared by diluting

concentrated H3PO4 with water.

2.4. Procedure

A solution containing less than 15 mg of lead
was transferred into a 25 ml calibrated flask. 2
milliliters of 3.0 mol l−1 H3PO4 and 5.0 ml of
0.05% DBM-MSA solution was added succes-
sively, the solution was diluted to the mark with
water and mixed well. The absorbance at 642 nm
in a 2 cm cell was measured versus the reagent
blank.

3. Results and discussion

3.1. Absorption spectra

Absorption spectra of DBM-MSA at various
acidities are shown in Fig. 1. It can be found that
the reagent absorption is greatly influenced by
acidity. At 642 nm, which is the maximum ab-
sorption peak of the Pb–DBM-MSA complex,
the absorbance of the reagent first decreased grad-
ually (pH=13�4) and then increased slightly
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Fig. 1. Effect of pH on the absorbance of DBM-MSA. (1) pH
l3, (2) pH 7.2, (3) pH 6.8, (4) pH 0.5, (5) pH 1.

Fig. 3. Absorption spectra of the Pb(II)–DBM-MSA complex
and DBM-MSA. 1.1 ml of 10 mg ml−1 Pb(II)+5.0 ml of
0.05% DBM-MSA+2.0 ml of 3.0 mol l−1 H3PO4. (1)
Reagent against water and (2) complex against reagent blank.

(pH51). The influence of the pH on the ab-
sorbance of the Pb(II)–DBM-MSA complex is
shown in Fig. 2. At pH53, the complex ab-
sorbance remained almost constant and at a max-
imum. We controlled the final pH by adding 2 ml
of 3 mol l−1 H3PO4 to the 25 ml calibrated flask
(pH about 1.4) in order to keep the color reaction
reproducible, constant and sensitive.

The absorption spectra of lead with DBM-
MSA complex is shown in Fig. 3. The maximum
absorption of DBM-MSA was 554 nm, whereas
the Pb–DBM-MSA complex gave absorption

peaks at 642 nm. Therefore, a wavelength of 642
nm was chosen for the spectrophotometric mea-
surement of lead complex against reagent blank.

3.2. Effect of reaction media

The absorbances of the Pb(II)–DBM-MSA
complex were almost unchanged when H2SO4,
HCl, HNO3 and H3PO4 were chosen as the reac-
tion media. Owing to the fact that H3PO4 can
combine iron and increase the method’s selectiv-
ity, we chose H3PO4 as the reaction medium.

In 25 ml of solution, the presence of 1.0–5.0 ml
of 3.0 mol l−1 H3PO4 gave a maximum and
constant absorbance. An excess of H3PO4, over
5.0 ml, could cause the absorbance to decrease.
An optimum amount of 2.0 ml of 3.0 mol l−1

H3PO4 is recommended, which corresponds to
0.24 mol l−1 H3PO4 in the final solution.

3.3. Effect of amounts of DBM-MSA

With the increase of the volume of 0.05%
DBM-MSA, the absorbance increased rapidly,
followed by remaining almost at a maximum and
unchanged; after that it dropped slowly. In 25 ml
of solution, the optimum volume of 0.05% DBM-
MSA was 3.0–7.0 ml. Thus, an addition of 5.0 ml
of 0.05% DBM-MSA is recommended.

Fig. 2. Effect of pH on the absorbance of DBM-MSA com-
plex. 1 ml of 10 mg ml−1 Pb(II)+ 5.0 ml of 0.05% DBM-
MSA. l=642 nm.
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3.4. Characteristics of the complex

The color complex could be formed immedi-
ately at 0–20°C. The absorbance of the complex
could stabilize for at least 12 h under 20°C. The
composition ratio of the Pb(II)–DBM-MSA com-
plex obtained using Job’s method of continuous
variation and the slope-ratio method was 1:2
(Pb(II):DBM-MSA).

3.5. Analytical characteristics

The calibration graph was constructed accord-
ing to the usual procedure (see Section 2.4). Beer’s
law was obeyed over the range 0–0.6 mg ml−1

Pb(II). The molar absorptivity and Sandell’s sen-
sitivity were calculated from the slope of the
calibration graph to be 1.02×105 l mol−1 cm−1

and 0.00203 mg cm−2, respectively. The limit of
detection as defined by IUPAC [14] and the limit
of quantitation [15,16] were found to be 2.21
and 7.30 ng ml−1, respectively. Ten replicate
analyses of a test solution containing 10 mg of
lead by the procedure gave a relative standard
deviation of 1.1%. According to the procedure,
another calibration graph, constructed on various
lead concentrations plus 300 mg Ca(II) with
potassium iodide-methylisobutylketone (KI-
MIBK) for extraction and determination [17],
were almost the same as that discussed. This
indicates that the extraction has no effect on the
results.

3.6. Effect of foreign ions

Under the optimum conditions, the effects of
various foreign ions on the determination of 10 mg
Pb(II) were examined separately. With a relative
error of less than 95%, the tolerance limits for
various foreign ions are listed in Table 2.

It is found that, except for Ca(II) and Ba(II), all
the foreign ions studied do not interfere with the
determination. The interference caused by Ca(II)
and Ba(II) can be easily reduced by prior extrac-
tion with KI-MIBK from 0.002 to 400 and 200
mg, respectively.

3.7. Sample analysis

The proposed method was applied to the deter-
mination of Pb(II) in a biological sample. Prior to
the determination, the samples were pretreated in
the following way.

We weighed out 3.0–5.0 g of the sample, dried
it in an electric furnace at 550–600°C and ashed it
in a muffle furnace. After that, the ash was dis-
solved with 5 ml of 0.1 mol l−1 HNO3 and the
solution transferred to a 60 ml separating funnel.
We added 1 ml of 25% (W/W) KI, 2.5 ml of 6 mol
l−1 HCl and diluted to 25 ml with water. The
solution was extracted with 10 ml of MIBK and
the aqueous solution transferred to another 60 ml
separating funnel. The aqueous solution was re-
extracted with 10 ml of MIBK, the aqueous layer
discarded and the organic phase washed with 5 ml
of water. The organic phase was merged, then
back-extracted with 1 ml of 2 mol l−1 NaOH and
9 ml of water. The aqueous phase was transferred
into a 25 ml calibrated flask, and then 1.0 ml of

Table 2
Effect of foreign ions

Foreign ions Amout added Recovery (%)Pb(II)
(mg)

100.0 10.0K(I) 100
100.0Na(I) 10.0 100

NH4(I) 100.0 10.0 100
10010.0100.0F−

100.0Cl− 10.0 100
PO4

3− 100.0 10.0 100
NO3

− 100.0 10.0 100
100.0SO4

2− 9.9 99
100Ag(I) 10.020.0
101Ni(II) 20.0 10.1
100Al(III) 10.0 10.0
10110.1Cr(III) 10.0
102Cu(II) 10.0 10.2

10.0Fe(III) 10.1 101
10010.0Zn(II) 10.0

2.0Mn(II) 10.1 101
101Hg(II) 1.5 10.1

1.0Mo(VI) 10.1 101
Cd(II) 0.5 10.0 100

0.5 104Mg(II) 10.4
10310.3Ti(IV) 0.2

Ba(II) 0.002 10.5 105
Ca(II) 0.002 10.5 105



Z. Li et al. / Talanta 48 (1999) 511–516516

Table 3
Determination of Pb(II) in biological samples

Found by atomic ab-Found by theSamples
sorptionproposed
spectroscopy (mg g−1)amethod (mg

g−1)a

0.3290.004 0.3190.03Malt extract
F=1.78, t=

0.04
1.0390.015Pearl 1.0290.014

F=1.15, t=
0.01
0.3190.004 0.3490.005Rice
F=1.56, t=

0.15
Hops 0.4490.0100.4690.008

F=1.56, t=
P0.05

a X9St/n1/2 (n=5); the t- and F-values refer to comparison
of the proposed method with the atomic absorption spec-
troscopy method. Theoretical values at 95% confidence limits:
F=6.39, t=2.78.

other methods [1–10].
Second, the proposed method is sensitive. Its

molar absorptivity was much better than that in
Refs. [1–8] and comparable with the latest results
reported in Refs. [9,10].

Third, the proposed method has very high se-
lectivity. Its selectivity is much better than that of
any other regents reported for the determination
of lead. Nearly all the anions and most of the
cations cannot interfere with the chromogenic re-
action. The interference by Ca(II) and Ba(II) can
be easily reduced by extraction with KI-MIBK.

So, the proposed method can be used routinely
for the determination of lead in biological materi-
als, alloys and other samples.
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2.0 mol l−1 HCl, 2.0 ml of 3.0 mol l−1 H3PO4

and 5.0 ml 0.05% DBM-MSA were added, and
the solution diluted to the mark with water. The
absorbance was measured at 642 nm in a 2 cm cell
against the correspondent blank. The results are
good agreement with those for lead found by
atomic absorption spectroscopy (see Table 3).

In order to check the accuracy of the proposed
method, a study was carried out on various
amounts of lead for extraction and determination.
The relative difference between the absorbances
obtained with and without extraction did not
exceed 90.5% and the extraction recovery ranged
from 99.5 to 99.9%.

3.8. Conclusions

First, the proposed method is very simple and
rapid. The chromogenic reaction completed im-
mediately and the formed complex was stable for
at least 12 h at 0–20°C. The reaction medium,
0.24 mol l−1 H3PO4, is more simple than that of

.
.
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Abstract

A method was developed for the determination of rare earth impurities in high purity Gd2O3 by inductively coupled
plasma mass spectrometry (ICP-MS). The matrix suppression effect of Gd2O3 on signals of rare earth impurities was
compensated for by Re internal standardization. The spectra overlap interferences from GdH, GdO, GdOHn

(n=1–3) on Tb, Tm, Yb and Lu were eliminated by 2-thylhexylhydrogen-2-ethylhexy phosphonate (EHEHP)
extraction chromatographic separation. The detection limits for REEs were 0.005–0.017 ng ml−1 in solution and
0.002–0.05 mg g−1 in solid. Recoveries of spiked sample for REEs were from 88 to 121% with the precision of
1.0–7.5% RSD. Determination of trace REEs in two Gd2O3 samples were performed. The method can be applied to
analysis of 99.99–99.9999% high purity Gd2O3. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Inductively coupled plasma mass spectrometry; High purity Gd2O3; Rare earth impurity; Extraction
chromatographic separation

1. Introduction

With the development of applications of high
purity rare earth element (REE) products in many
industrial fields such as the semiconductor, high
temperature superconductor and optoelectronics
areas, the demand for purity analysis of REE
products is increasing. As a result, it is critically

important to be able to accurately determine trace
levels of REE impurities in high purity REE
products. Traditionally, X-ray fluorescence (XRF)
[1], neutron activation analysis (NAA) [2] and
inductively coupled plasma emission spectrometry
(ICP-AES) [3] have been used for REE estima-
tion. However, these methods are only effective
for the analysis of 99–99.99% purity of REE
products but not adequate for REE products with
purity of superior to 99.99% in terms of sensitiv-
ity, analysis time and data interpretation.

* Corresponding author. Fax: +86 551 3631760; e-mail:
Wang Cheng@bbs.ustc.edu.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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As a result of its inherent, low detection lim-
its, simple spectra, wide dynamic range and
multi-element determination capability, induc-
tively coupled plasma mass spectrometry has
been applied to determine REEs in some fields.
Many reports are available on REE determina-
tion using ICP-MS, mainly in geochemical fields
[4]. In recent years, there have been a few pa-
pers published for REE purity estimation by
ICP-MS [5–9]. The major problems encountered
in the application of the technique to the deter-
mination of trace REEs in high purity REE
products are the matrix suppression effect and
the spectra overlap interferences originated from
matrix-induced polyatomic ions. The matrix sup-
pression effect could be compensated for by in-
ternal standardization [10,11]. The spectra
interferences from the single element matrix with
multi-isotopes are so complicated that some
REEs could not be determined directly by ICP-
MS. For industrial high-purity REE products,
the concentration difference between matrix and
REE impurities can be up to 106 or more. Large
differences in concentration cause serious inter-
ference problems. Such interferences could be
eliminated by solvent extraction [9] or using
ETV-ICP-MS [5] and IC-ICP-MS [6]. In case of
high-purity Gd2O3, polyatomic ions from Gd
matrix with O and H cover a wide range of
masses, leading to the failure in direct determi-
nation of Tb, Tm, Yb and Lu by ICP-MS.

Several papers were reported for REE impuri-
ties in high-purity Gd2O3. Liu et al. [12] deter-
mined nine REE impurities in high-purity Gd2O3

by ICP-MS based on Re internal standardiza-
tion, but no data for Tb, Tm, Yb and Lu were
given due to the spectra overlap interferences
from matrix induced polyatomic ions. Kawabata
et al. [6] used ion chromatorgraphy to separate
individual REE in order of elution time before
sample introduction into ICP. Thus ICP-MS
analysis could be carried out sequentially for
each REE. In this case, interferences from poly-
atomic ions were virtually eliminated, but a high
concentration of organic eluent and buffer
agents might provoke a carbon deposition at a
sampling orifice of the ICP-MS system or cause

clogging of the ICP torch, resulting in a drift in
sensitivity of the instrument. Takaku et al. [13]
utilized a high-resolution mass spectrometer for
the direct determination of trace levels of REE
impurities in high-purity Gd2O3. In their work,
doubly charged ions were used for the determi-
nation of Tb, Tm, Yb and Lu in order to avoid
spectra overlap from matrix induced polyatomic
ions. However, the sensitivities for these ele-
ments were not high enough because the produc-
tion ratio of doubly to singly charged ions is
usually low.

In this work, (EHEHP) extraction chromatog-
raphy was used to separate Tb, Tm, Yb and Lu
from Gd2O3 matrix before their determination
by ICP-MS and other then REE impurities free
from spectra overlap interferences were directly
determined by ICP-MS with Re as an internal
standard.

2. Experimental

2.1. Instrument and reagents

VG Plasma Quad ICP-MS (VG Elemental,
Winsford, Cheshire, UK) was used in this work.
The operating conditions used in this work are
presented in Table 1. A model 501 constant-tem-
perature water bath (Shanghi, China) was used
to control the temperature at 5091°C in the
course of chromatographic separation. A glass
column (¥20×850 mm) with constant tempera-
ture jacket was used for chromatographic sepa-
ration.

A 12-channel peristaltic pump (GILSON,
France) was adopted to introduce solutions to
the column at a constant speed. (EHEHP) resin
was available from Yuelong Metal Company of
Shanghai. Deionized water purified further by
distillation was used throughout. All acids were
of supra-pure grade (Beijing Chemical Plant). A
1 mg ml−1 mixed REE standard solution (2%
(v/v) HNO3) was prepared from 1 mg ml−1 in-
dividual stock solutions (Center of National
Standard Material, China). High-purity Gd2O3

samples were supplied by the Beijing General
Institute for non-ferrous metals.
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Table 1
The operation parameters for plasma quard ICP-MS

Measurement conditionsInductively coupled plasma

1250 W Sample uptakeForward power 1.0 ml min−1

2048B5 WReflected power MCA channels
15 l min−1 Dwell timeCoolant gas flow rate 250 ms
0.5 l min−1 SweepsAuxiliary gas flow rate 120
0.80 l min−1Nebulizer gas flow rate

SpectrometerInterface
2.0–3.0×10−4 PaChamber vacuumSampling depth 10 mm

1.0 mm Resolution (5% peak height)Diameter of sampling cone (Ni) 0.6–0.7 amu
optimized by 115InIon lens systemDiameter of skimmer cone (Ni) 0.7 mm

2.2. Sample preparation

2.2.1. Sample preparation for direct ICP-MS
analysis

A powdered Gd2O3 sample (10 mg) was decom-
posed with 4 ml of 6.2% HNO3. The solution was
transferred into a 10 ml volumetric flask, added
by 1 mg Re internal standard and diluted to
volume with water. The sample solution was for
direct ICP-MS analysis.

2.2.2. Sample preparation for chromatographic
separation

A powdered Gd2O3 (10 mg) sample was decom-
posed with 2 ml of 50% HCl and evaporated to
dryness. The dried residue was dissolved by heat-
ing with 10 ml of 1% HCl and cooled for chro-
matographic separation.

2.2.3. Column preparation
A total of 100 g of (EHEHP) resin was soaked

in 50% HCl for 12 h and then loaded into the
glass column. The resin was washed with 50%
HCl until total removal of Fe3+ was achieved.
After washing to pH 4–5 with water, the resin
was preconditioned with 1% HCl.

2.2.4. Chromatographic separation
The sample solution for chromatographic sepa-

ration above was loaded quantitatively into the
column at a flow rate of 0.3 ml min−1. After
rinsing the top of the column with 10 ml of 1%
HCl, 250 ml of 5.8% HCl were used to wash off

La, Ce Pr, Nd, Sm, Eu and most of matrix Gd.
Then, Tb (also Dy) was eluted with 70 ml of 17%
HCl and collected in a 200 ml beaker. Another
150 ml of 17% HCl were used to remove Ho and
Er from the column. Then, 150 ml of 50% HCl
were passed through the column. This fraction
containing Tm, Yb and Lu was collected in an-
other 200 ml beaker. The tow fractions containing
Tb and Tm, Yb, Lu were evaporated to near
dryness on a hot plate and the residues were
dissolved with 4 ml of 6.2% HNO3 and trans-
ferred into a 10 ml flask, respectively. Re internal
standard (1 mg) was added to each flask and
diluted to the volume for determinations of Tb,
Tm, Yb and Lu by ICP-MS.

In order to avoid contamination, it is necessary
to purify deionized water, to treat glassware with
care and to process in a clean atmosphere.

2.3. ICP-MP determination

Higher abundant isotopes of the analytes were
selected along with consideration of isotropes free
from isobaric and polyatomic ion interferences.
The limit of detection (LOD) is defined as the
corresponding concentration values of three times
of the standard deviation (3s) in ten determina-
tions of 2% HNO3 blank solution, and the limit of
quantitation (LOQ) defined as the corresponding
concentration values of ten times the standard
deviation (10s) and with consideration of dilution
factors of the samples. The LOD and LOQ values
for REEs are shown in Table 2.
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Re was used as an internal standard to correct
instrumental drift and signal suppression effect.
The instrument software automatically performs
blank subtraction, calibration and calculation of
analyte concentrations of synthetic standards and
unknown samples.

3. Results and discussion

3.1. Spectra o6erlap interferences originated from
Matrix Gd

Many investigations have been reported on
spectroscopic interferences in determination of
REEs by ICP-MS [14,15]. The results suggest that
there exist few interferences from background and
very low background noise is observed in the
mass range of REEs. It has been proven that the
main interferences in the analysis of high-purity
REE products come from the spectra overlap due
to the matrix induced polyatomic ions [16]. Gd
has seven isotopes and polyatomic ions from Gd
matrix cover a wide range of masses from 168 to
78 m/z, which make no isotopes available for Tm,
Yb and Lu. Also 158GdH overlaps with 159Tb
(mono-isotope element), making the direct deter-
mination of Tb impossible. The spectra interfer-

ences originated from matrix Gd and their
interference factors are shown in Table 3.

As can be seen clearly in Table 3, the levels of
interference coefficients (GdX+/Gd+) for differ-
ent polyatomic ions increase in order of GdOH3

+,
GdH+, GdOH2

+, GdOH+and GdO+. The infer-
ence from GdO+ is the most serious with a
interference coefficient (GdO+/Gd+) of 9×
10−3. In the case of high-purity REE product
analysis the concentration of matrix is usually up
to 1 mg ml−1. So the interference even for GdH+

(with interference coefficient of 7×10−5) can not
be neglected. In order to determine Tb, Tm, Yb
and Lu, matrix separation procedure should be
considered.

3.2. Matrix suppression effect and internal
standardization

Matrix suppression effect is another main prob-
lem in high-purity REE product analysis. Much
research [17–19] has been carried out on matrix
effect in ICP-MS analysis. Generally, moderate
amounts (0.1–1%) of matrix ion can change ana-
lyte signals significantly. Drift of analyte sensitiv-
ity and calibration curves can limit both accuracy
and precision. In this work, a sample dilution
factor of 1000 (1 mg ml−1 of GD2O3) was used
for direct determination of REE impurities, and
analyte signal declines of 15–30% for most indi-
vidual REEs were observed. Internal standardiza-
tion has been proposed as a possible remedy for
matrix effect and instrumental drift [7]. In this
study, Re were used as internal standards to
effectively compensate the matrix effect and in-
strumental drift.

3.3. Conditions of extraction chromatographic
separation

3.3.1. Gradient elution chromatrography
In order to separate Tb, Tm, Yb, and Lu from

matrix of Gd2O3 effectively, gradient elution was
performed and gradient elution curves were made
by chromatographic separation of a synthetic
sample. Terbium (with single isotope 159Tb) is
next to gadolinium in atomic number and suffers
from a spectra overlap interference of 158GdH+.

Table 2
Isotopes, detection limits, quantitation limits of the analytes

Element Isotope LOQ (mg g−1)LOD (ng
ml−1)

(abundance%) (3s, n=10) (10s, n=10)

89 (100)Y 0.009 0.03
139 (99.9) 0.02La 0.007
140 (88.5)Ce 0.015 0.05

0.030.009141 (100)Pr
146 (17.2)Nd 0.017 0.05

Sm 147 (15.0) 0.013 0.04
Eu 0.02153 (52.2) 0.006

159 (100) 0.006Tb 0.02
0.011Dy 0.03163 (24.9)
0.005Ho 0.02165 (100)

0.030.008Er 166 (33.6)
0.005Tm 0.02169 (100)

172 (21.9) 0.03Yb 0.009
0.020.006Lu 175 (97.4)



X. Cao et al. / Talanta 48 (1999) 517–525 521

Table 3
The spectra overlap interferences originated from matrix Gd and their interference factors

Interfered isotopes Interference coefficientMatrix Unavailable elementInterfering species
(abundance%) (abundance%)

MOHn
+MH+ MO+

9×10−3 (GdO+/Gd+)170Er (15.0)154Gd (2.2) 154GdO+

171Yb (14.3)155Gd (14.8) 155GdO+ 154GdOH+

172Yb (21.9) 2×10−3 (GdOH+/Gd+)156Gd (20.5) 156GdO+ 155GdOH+

154GdOHz
+

173Yb (16.2) 7×10−5 (GdOH2
+/Gd+)157Gd (15.7) 157GdO+ 156GdOH+ Yb

155GdOH2
+

154GdOH3
+

7×10−5 (GdH+/Gd+) Tb159Tb (100)158Gd (24.8) 158GdH+

174Yb (31.8)158GdO+ 157GdOH+

156GdOH3
+ Lu

175Lu (97.4)156GdOH3
+

161Dy (18.9)160Gd (21.7) 160GdH+

176Lu (2.6)160GdO+

176Yb (2.6)
9×10−6 (GdOH3

+Gd+)160GDOH3
+

In practice, it is not necessary to separate Tb from
Gd completely because of very low interference
coefficient for GdH+. A total of 250 ml of 5.8%
HCl removed a large portion of the Gd matrix
from column. Then 220 ml of 17% HCl passed
through the column to recover Tb and washed
out a small portion of Gd remaining on the
column. In Tb fraction the concentration of Gd
was B100 mg ml−1 and the interference from
158GdH+ on 159Tb could be neglected. At this
time, Tm, Yb and Lu still remained on the
column. Finally, 150 ml of 50% HCl were used to
collect Tm, Yb and Lu. In fractions of Tm, Yb
and Lu, the concentration of Gd was B10 ng
ml−1 and the interference from polyatomic ions
on Tm, Yb and Lu were negligible. Fig. 1 illus-
trates the gradient elution chromatographic
curves of REEs.

3.3.2. Flow rate of elution on chromatographic
separation

Three flow rates of elution of 1.0–1.1, 1.3–1.4
and 1.6–1.7 ml min−1 were tested. The results
show that the flow rate of elution slightly influ-
ences the position and shape of analyte peaks

but significantly influences the amount of Gd
remaining in Tb fraction and Tm, Yb and Lu
fraction. The more Gd remains in the fractions
if the flow rate of elution is higher. To avoid
Gd remaining in the fractions as low as possible,
flow rate of 1.0–1.1 ml min−1 was selected in
this work.

3.3.3. Matrix separation efficiency and column
blank

Fig. 2 illustrates the spectra (130–180 m/z)
from high-purity Gd2O3 sample solutions before
and after chromatographic separation. The spec-
tra in Fig. 2(a) is from direct determination of 1
mg ml−1 of high purity Gd2O3 sample solution.
A series of strong peaks from Gd matrix appear
at 152–160 m/z. The peaks from polyatomic
ions can be seen clearly at 159 m/z (158GdH+)
and from 168 to 178 m/z, making no isotopes
available for Tb, Tm, Yb and Lu. The spectra
in Fig. 2(b) is from Tb fraction after chromato-
graphic separation. There are weaker peaks from
Gd matrix appearing at 152–160 m/z and a
small peak at 159 m/z is contributed to Tb in
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Fig. 1. The gradient elution curve of rare earth impurities in high-purity Gd2O3.

the original sample. The spectra in Fig. 2(c) is
from Tm, Yb and Lu fraction after chromato-
graphic separation. The peaks from Gd matrix are
very small and no peaks are visible form 168–178
m/z. Repeated tests showed that a high separation

efficiency and a good reproducibility were ob-
tained.

Column blank levels for Tb, Tm, Yb and Lu
were as low as that obtained from 2% HNO3

solution. But for light REEs, especially for La

Table 4
The recovery of spiked samples for REEs

Added (ng ml−1) Found (ng ml−1) Recovery (%) RSDa (%)Element

10810.810 3.1Y
9.4 94La 2.510
9.3 93Ce 10 1.8

969.6 3.410Pr
7.5104Nd 10 10.4
6.010310.210Sm

9.4 94Eu 10 2.8
12.1 121Tbb 10 3.2

3.7919.110Dy
4.188Ho 10 8.8

10.6 106Er 10 3.9
919.1 1.010Tmb

10 11.0 110 2.7Ybb

3.293Lub 10 9.3

a The relative standard deviation of three replicates.
b After extraction chromatographic separation.
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Fig. 2. The mass spectra of high-purity Gd2O3 solution with the mass ranging 130–180 m/z ; (a) before separation; (b) Tb-collected
elution after separation; (c) Tm, Yb and Lu collected solution after separation.

and Ce, considerable column blank levels were
observed, which is liable to variation in separate
runs. That is the main reason why the light REEs
were determined by ICP-MS directly.

3.4. Accuracy and precision of spiked samples

Owing to the lack of certified gadolinium oxide
standard materials, the validity of the method was
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verified by separation and analysis of a spiked
sample. The recoveries and precision for replicates
were given in Table 4. The results suggested that
the recoveries and precision for REE impurities
are satisfactory.

3.5. Sample analysis

Two high-purity Gd2O3 samples were analyzed.
The concentration for Y and 13 REE impurities
in the two samples were summarized in Table 5.
The total REE impurities in BD940819 and
FA940905 are 5.36 and 14.30 mg g−1, respec-
tively.

4. Conclusion

The combination of extraction chromatography
with high performance ICP-MS provides an effec-
tive, rapid, precise and reliable technique for the
determination of Y and 13 REEs in high-purity
gadolinium oxide. Spectra overlap interferences
from matrix-induced polyatomic ions on Tb, Tm,
Yb and Lu were effectively eliminated by
(EHEHP) extraction chromatographic separation
and Y and 13 trace REE impurities were deter-
mined by ICP-MS. Re was used as an internal
standard to effectively compensate for the analyte
signal suppression effect and instrumental drift.
The proposed method is especially useful when
small amounts of expensive samples are to be
processed and Gd2O3 samples with purity of
99.99–99.9999% are required to be analyzed.
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Abstract

Batch experiments on the uptake of (Hg(II)) from nitric acid medium by coated inert support have been conducted.
The effect of different variables like equilibration time, concentration of acid, metal ion and extractant has been
studied. Binary separations of Hg(II) from other metal ions have been carried out. Experiments to evaluate the
recycling capacity of the columns reveal a practically insignificant change in the extraction efficiency of the extractant.
The practical utility of the columns has been demonstrated by decontaminating mercury containing waste effluent.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Mercury(II); Triisobutylphosphine sulfide; Chromatographic separation; Decontamination

1. Introduction

Mercury is a serious pollutant of the biosphere
and it has to be removed before it is converted
into extremely toxic alkylmercury. Different ad-
sorbents have been used for its removal from
wastewater. The desorption of mercury from
some of these adsorbents may not be necessarily
convenient. Recently, reversed phase columns are

finding applications for the treatment of metal
loaded waste [1–7]. The alkyl phosphines mar-
keted by Cytec are becoming popular as metal
ion extractants owing to their poor aqueous sol-
ubility, good hydrolytic stability and selectivity.
The inherent advantages make these extractants
attractive alternatives for use as stationary
phases for the separation of metal ions [8–10].
The selectivity of triisobutylphosphine sulfide
(TIBPS) for (Hg(II)) is by now well established
[11–13] and it may be important to explore this
extractant for the separation and removal of
Hg(II) from waste effluents by extraction chro-
matography.

* Corresponding author. Fax: +91 1332 73560; e-mail:
chemt@rurkiu.ernet.in
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2. Experimental

2.1. Materials and equipments

The radioisotopes 51Cr, 54Mn, 58Co, 57Fe, 65Zn
and 203Hg, used for the distribution studies, were
obtained from Board of Radiation and Isotope
Technology, Mumbai, India. TIBPS was received
as a gift sample from Cytec, Canada. It was
purified by the method suggested by the supplier
[14] and the purity was checked by melting point
and gas chromatography. All other chemicals
used were of analytical grade.

A well-type NaI(Tl) scintillation counter was
used for the measurement of gamma activity of
radioisotopes. Inductively coupled plasma atomic
emission spectrometry (ICP–AES) (8440
PLASMA LABTAM, Australia) and atomic ab-
sorption spectrometry (Perkin Elmer 3100, USA)
were used for obtaining the distribution data of
Ni(II), Cu(II), Cd(II) and Pb(II) and checking the
yield in separations. For the determination of
mercury in separation studies, a hydride generator
was appended with the instrument.

2.2. Methodology

Silica gel for column chromatography was
silanized by following the procedure cited else-
where [15]. Dry silanized silica gel was slurried
with toluene solution of varying amounts of
TIBPS (0.020–1.0 g TIBPS per gram of silanized
silica gel). Toluene was then evaporated by gentle
stirring. At different steps, care was taken to
avoid vigorous mixing so that there is no change
in the particle size of the support.

To check the homogeneity of impregnated silica
gel (ISG), varying amounts (10–300 mg) of the
impregnated inert support were immersed in 1.0
ml of labelled mercury solution (1.0×10−4 M) in
0.10 M HNO3; while for the kinetics study, �25
mg of ISG was taken, keeping the aqueous phase
the same. The mixture was equilibrated on a
water bath at 2590.1°C. The batch experiments
for loading on ISG were carried out by using
labelled Hg(II) (1.0×10−5–0.10 M) solution in
0.10 M HNO3. Experiments were also carried out
at varying concentrations of TIBPS (0.020–1.0 g

Fig. 1. Uptake of Hg(II) on varying amounts of ISG. Condi-
tions: [Hg(II)]=1.0×10−4 M; [HNO3]=0.10 M; [TIBPS]S=
1g per gram of ISG.

of extractant per gram of inert support) adsorbed
on silica gel using labelled Hg(II) solution (1.0×
10−4 M) in 0.010 M HNO3. The distribution ratio
(D) values were calculated by using the expres-
sion.

D= [(Ai−Af)/Af](V/M) ml g−1

where Ai and Af are the activities of the tracers in
initial and final solutions, V is the volume of the
solution taken in a particular experiment and M is
the amount of the impregnated inert support. In
all the above experiments, the solution was cen-
trifuged and a suitable aliquot of the aqueous
phase was radioassayed. In cases where radioiso-
topes were not used, the concentrations were
measured.

Fig. 2. Effect of equilibration time on the uptake of Hg(II) on
ISG. Conditions: [Hg(II)]=1.0×10−4 M; [HNO3]=0.10 M;
[TIBPS]S=1g per gram of ISG.
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Fig. 3. Effect of concentration of nitric acid on uptake of metal ions on ISG. Conditions: [metal ion]=1.0×10−4 M; [TIBPS]S=1
g per gram of ISG.

The retention behaviour of the various metal
ions at different acidities was determined by
adding about 25 mg of ISG to 1.0 ml solution of
the metal ion (1.0×10−4 M) in varying concen-
trations (1.0 ×10−3–1.0 M) of HNO3. For
column studies, the impregnated inert support
(�1 g) was left overnight in the required concen-
tration of the acid and then transferred to a glass
column of 1 cm internal diameter. The flow rate
of the column was adjusted to 0.5 ml min−1. For
separations, the column was loaded with a mix-
ture containing equimolar (1.0×10−4 M) quanti-
ties of the metal ions which were eluted with
appropriate eluants. Equal fractions of the eluants
with respect to volume were collected and assayed
by ICP–AES. The results reported are the aver-
age of a minimum of two determinations. The
column was regenerated by washing it with water
until the eluant was almost neutral. It was then
preconditioned with the required concentration of

the acid. The recycling capacity of the TIBPS
loaded silica gel column was checked up to ten
cycles.

A 50 ml sample of the paper and pulp industry
effluent was boiled with 5 ml HNO3, cooled,
filtered and made up to a known volume [16]. The
commercial sodium hydroxide sample was dis-
solved in a known volume of distilled water. Prior
to feeding it on the column, suitable aliquots of
the above solutions were adjusted to pH�1.

3. Results and discussion

The homogeneity of ISG was checked in batch
experiments by taking different amounts of im-
pregnated inert support in 1.0 ml of labelled
solution of Hg(II) in 0.10 M HNO3. The log D
values plotted against different amounts of sup-
port gives a straight line parallel to the x axis
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Fig. 4. Loading curve of Hg(II) on ISG from nitric acid medium. Conditions: [HNO3]=0.10 M; [TIBPS]S=1g per gram of ISG.

which shows a certain kind of ideal behaviour of
the solid phase (Fig. 1). The values are within
95% of the mean value. The findings ascertain
that the loaded material is fairly homogeneous.
The homogeneity was checked for each batch of
the coated material.

The results of the kinetics of uptake of Hg(II)
on ISG from 0.10 M HNO3 at 2590.1°C, con-
ducted by batch experiments, are shown in Fig.
2. From the plot of log D versus time it is appar-
ent that it takes 35 min to attain equilibrium.
For other experiments, the inert support was
equilibrated for a period of 40 min to ensure
complete equilibration.

3.1. Uptake beha6iour

The batch studies for the adsorption behaviour
of Hg(II) and other metal ions such as Cr(III),
Fe(III), Mn(II), Co(II), Ni(II), Cu(II), Zn(II),

Cd(II) and Pb(II) from 1.0×10−3 to 1.0 M
HNO3 on ISG are presented in Fig. 3. With the
increase in the concentration of nitric acid, an
increase in the D value of Hg(II) is observed and
limiting value is attained at 0.10 M HNO3. The
retention of Fe(III), Mn(II), Co(II), Ni(II) and
Pb(II) is negligible up to 0.010 M HNO3 and
then it shoots up with a decrease in acid concen-
tration. The D value of Cu(II) decreases with
increasing acid concentration up to 0.10 M
HNO3 and then assumes a constant low
value. The uptake of Cr(III) remains the same
throughout the studied range of acid molarity,
except at 1.0 M HNO3 where a slight decrease in
D value is observed. Zn(II) and Cd(II) show
negligible uptake in the entire studied range of
acid molarity. The trends of uptake behaviour of
different metal ions are similar to the liquid–liq-
uid extraction behaviour of these metal ions in
TIBPS [12].
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Fig. 5. Effect of concentration of TIBPS sorbed on silica gel on the uptake of Hg(II). Conditions: [Hg(II)]=1.0×10−4 M;
[HNO3]=0.010 M.

3.2. Effect of concentration of the metal ion

The results of batch experiments of partitioning
of different concentrations (1.0×10−5–0.10 M)
of Hg(II) on ISG from 0.10 M HNO3 are shown
in Fig. 4. The concentration of Hg(II) on impreg-
nated inert support increases linearly with the
increase in its concentration in the range 1×
10−5–1×10−3 M. This suggests that the distri-
bution is independent of the concentration and
the partitioning metal species remains the same in
this concentration range. However, as the inert
support gets saturated, the mercury concentration
on the coated material tends to assume a constant
value. From the plot, it can be concluded that the
loaded extractant molecules can hold the metal
ion to about one-tenth of its molar concentration.
The metal loaded on the support is much smaller
than the value observed earlier in the liquid–liq-

uid extraction experiments [12]. This tends to
suggest that all the extractant molecules coated on
the support are not easily accessible for binding
the metal ion.

3.3. Effect of extractant concentration

To establish the nature of species formed dur-
ing the extraction chromatography, uptake of
Hg(II) from 0.010 M HNO3 on silica gel loaded
with different amounts of TIBPS (0.020–1.0 g
sorbed per gram of inert support) was studied
under batch conditions. Fig. 5 shows the plot of
log D versus log [TIBPS]S (where [TIBPS]S=
weight of TIBPS per kg of impregnated inert
support/molecular weight of TIBPS). There is an
increase in the extraction with the increase in the
concentration of the extractant coated on the
inert support. The log–log plot gives a straight
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Fig. 6. Variation in the sorption or recovery of Hg(II) in successive cycles employing ISG. Conditions: [Hg(II)]=1.0×10−4 M;
[HNO3]=0.10 M; [TIBPS]S=1 g per gram of ISG. [Stripping agent]=0.010 M sodium thiosulfate.

line with a slope around one, suggesting the metal
to extractant ratio to be 1:1, and the extracting
species could be proposed as Hg(NO3)2 ·TIBPS.
This is similar to the species proposed previously
[12].

3.4. Equilibrium treatment

The equilibrium constant (K) for the reaction

(Hg2+)aq+ (2NO−
3 )aq

+ (TIBPS)S? [Hg(NO3)2 ·TIBPS]S (1)

is represented by

K=
[Hg(NO3)2 ·TIBPS]S

[Hg2+]aq[NO−
3 ]2aq[TIBPS]S

(2)

Assuming that [Hg(NO3)2 ·TIBPS]S is the only
extracting species and the metal ions in the
aqueous phase predominantly exist as Hg2+, the
distribution ratio is given by

D=
[Hg(NO3)2 ·TIBPS]S

[Hg2+]aq

(3)

and under conditions where [NO3
−] remains con-

stant, Eq. (2) simplifies to

log K= log D− log [TIBPS]S (4)

The equilibrium constant (K), as calculated using
Eq. (4), is equal to 3.8×105.

3.5. Beha6iour of different eluting agents

For the recovery of Hg(II) from the column,
5% NH4Cl in 1:10 NH3, 0.010 M sodium thiosul-
fate and DL-pencillamine, which form strong com-
plexes with Hg(II), were tried. Sharp elution
peaks are observed in the case of DL-pencillamine
and 0.010 M sodium thiosulfate, whereas with 5%
NH4Cl in 1:10 NH3, the peaks are broad and a
larger volume of the eluant is required for the



R. Singh et al. / Talanta 48 (1999) 527–535 533

Table 1
Separation conditions and recovery of Hg(II) from other metal ions employing ISG columns

Eluant RecoverySl. SeparationMetal ions
(%)no. factor (b)

98–990.10 M HNO3–0.010 M sodium thiosulfateCr(III)–Hg(II) 4.9×1031
Fe(III)–Hg(II) 0.10 M HNO3–0.010 M sodium thiosulfate 95–99 3.2×1032

3.2×10398–990.10 M HNO3–0.010 M sodium thiosulfateMn(II)–Hg(II)3
97–98 3.2×1034 Co(II)–Hg(II) 0.10 M HNO3–0.010 M sodium thiosulfate
90–98 9.8×1025 Ni(II)–Hg(II) 0.10 M HNO3–0.010 M sodium thiosulfate

0.10 M HNO3–0.010 M sodium thiosulfate 95–996 Cu(II)–Hg(II) 4.9×103

0.10 M HNO3–0.010 M sodium thiosulfate 96–97 3.2×103Zn(II)–Hg(II)7
3.2×10398–998 Cd(II)–Hg(II) 0.10 M HNO3–0.010 M sodium thiosulfate

0.10 M HNO3–0.010 M sodium thiosulfate 97–999 Pb (II)–Hg(II) 4.8×103

Conditions: [metal ion]=1.0×10−4–1.0×10−4 M (1:1); [extractant]=1 g per gram of ISG; [aqueous phase]=0.10 M HNO3.

complete elution of mercury. Because of cost con-
straints, 0.010 M sodium thiosulfate solution was
preferred over DL-pencillamine.

3.6. Effect of temperature

The effect of temperature on uptake of Hg(II)
was studied under batch conditions by equilibrat-
ing the loaded inert support with an aqueous
phase containing 1.0×10−4 M labelled mercury
solution in 0.010 M HNO3. A plot of 1/T versus
log D shows a linear increase in the uptake with
the increase in temperature. Using a van’t Hoff
type equation, the DH value as calculated from
the slope is 11.43 kJ mol−1. This indicates the
reaction to be endothermic.

3.7. Regeneration of column for repeated use

Experiments were conducted to check the re-
generation power of the column for repeated use
by adsorbing Hg(II) from 0.10 M HNO3. The
loaded Hg(II) on columns was washed with 0.010
M sodium thiosulfate solution. The column was
regenerated by washing it with water until the
eluant was almost neutral. Thereafter, it was pre-
conditioned with the required concentration of
the acid for subsequent use. The adsorption–elu-
tion cycle was checked for ten cycles. The results
shown in Fig. 6 reveal a practically insignificant
change in the efficiency of the column for the
removal of Hg(II) for at least ten cycles.

3.8. Separations

The data on adsorption of the various metal
ions at different acid concentrations reveal that
Hg(II) can be conveniently separated from
Cr(III), Fe(III), Mn(II), Co(II), Ni(II), Cu(II),
Zn(II), Pb(II) and Cd(II) on the column at 0.10 M
HNO3. Hg(II) is strongly retained on the column,
whereas Cr(III), Fe(III), Mn(II), Co(II), Ni(II),
Cu(II), Zn(II), Pb(II) and Cd(II) get eluted at this
molarity of acid. The loaded Hg(II) is eluted by
washing the column with 0.010 M sodium thiosul-
fate solution. The conditions of separation and
percentage recovery of the metal ions are summa-
rized in Table 1. A representative elution curve of
Hg(II)–Cd(II) separation is shown in Fig. 7.

3.9. Decontamination of waste effluent

The black liquor generated in the paper and
pulp industry is discharged into the waste streams
after treatment, but some small scale industries
discharge the black liquor as such without any
treatment, thus adding to the mercury pollution
load. The results on the decontamination of the
waste effluent from mercury are shown in Table 2.
Hg(II) is quantitatively retained on the column
and subsequently recovered from the columns by
washing it with 0.010 M sodium thiosulfate solu-
tion. The recovery in all cases is \95%. Because
of the selectivity of the extractant for Hg(II),
these columns do not get unnecessarily loaded
with other metal ions present in the waste.
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Fig. 7. Elution curves of Hg(II) and Cd(II) on ISG.

Table 2
Removal of mercury from waste effluent employing ISG columns

Concentration Recovery ofSample ConcentrationSl.
before loading of Hg(II) in the mercury fromno

aqueous phase the column(%)on the column
(ppm)a after adsorption (ppm)b

0.89 9792*B0.001WW 11
B0.001 9693*2 WW 2 0.75
B0.001 9792*3 BL 1 0.97

0.45 B0.0014 BL 2 9693*
1.32 B0.001 9792*BL 35

B0.001 9692*6 BL 4 1.30

WW 1, wastewater of Gambhir Paper Mills, Saharanpur, India; WW 2, wastewater of Star Paper Mills, Saharanpur, India); BL 1,
black liquor of Gambhir Paper Mills, Saharanpur, India; BL 2, black liquor of Star Paper Mills, Saharanpur, India; BL 3, black
liquor of Shreyans Paper, Ahmedgarh, India; BL 4, black liquor of Ruchika Paper Mills, Shimla, India.
a Based on five replicate runs, the coefficient of variance (6) was within 92%.
b Based on the detection limit of ICP–AES.
*Standard deviation based on five runs.

4. Conclusions

The results presented in this paper clearly indi-
cate the potential of TIBPS loaded columns for
the removal of mercury from wastewater. Invari-
ably, sharp elution curves are obtained by using a
simple eluting agent. The results of regeneration
show a good recycling capacity. Furthermore, the
selectivity of TIBPS for Hg(II) avoids unnecessary

loading of the column with other metal ions en-
countered in the effluents.
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a Departamento de Análisis Instrumental, Facultad de Farmacia, Uni6ersidad de Concepción, P.O. Box 237, Concepción, Chile
b Departamento de Quı́mica, Uni6ersidade Federal de Sao Carlos, Caixa Postal 676, 13565-905 Sao Carlos, SP, Brazil

Received 18 March 1998; received in revised form 10 August 1998; accepted 10 August 1998

Abstract

Three chemical modifiers ((NH4)2HPO4, NH4H2PO4, and Pd as Pd(NO3)2) were evaluated for the determination of
Cd in acid-digested solutions of hair and blood using electrothermal atomic absorption spectrometry in a tungsten
coil atomizer (TCA). All modifiers caused some thermal stabilization of Cd when compared to the behavior observed
in nitric acid medium. The best effects were observed in 15 mg ml−1 Pd medium; the characteristic mass of Cd was
0.3 pg and the method detection limits were 0.009 mg g−1 in hair and 0.2 mg l−1 in blood. In addition to a slight
thermal stabilization effect, Pd also increased the sensitivity for Cd by ca. 40% and the tungsten coil lifetime by 20%
(i.e. from 300 to 360 heating cycles), reduced background signals, and eliminated condensed phase interferences
caused by concomitants. The accuracy (3.2% as mean relative error in the Pd modifier) was checked for the
determination of Cd in acid-digested solutions of certified reference materials of human hair and blood and by
recoveries of Cd in spiked hair and blood samples by both TCA and a graphite furnace procedure. All results
obtained in chemical modifiers are in agreement at a 95% confidence level. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Chemical modifiers; Tungsten coil electrothermal atomizer; Cadmium; Hair; Blood

1. Introduction

Electrically heated tungsten wires have been
used as atomization sources for trace element
determinations in electrothermal atomic absorp-
tion spectrophotometry (ETAAS) since the early
1970s, when Williams and Piepmeier [1] proposed

a rigidly wound filament from commercially avail-
able light bulbs for this purpose. The subsequent
reports of these and other authors [2–10] dealt
with the improvement of instrumental parameters
and optimization of element determination. Nev-
ertheless, the lack of commercial spectrometers
with fast data processing limited their practical
applications. Almost 16 years after Piepmeier’s
pioneering work, Berndt and Schaldach [11] pro-
posed the use of inexpensive low-power tungsten

* Corresponding author. Fax: +56 41 231903; e-mail:
cbruhn@udec.cl

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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coils (150 W) as electrothermal atomizers. This
simple system was satisfactorily used for the de-
termination of trace levels of arsenium, antimony
and tin in pure gold [12], alkaline and alkaline-
earth elements in ammonium paratungstate [13],
cadmium in biological and botanical materials
[14], barium in waters [15], cadmium, cobalt,
chromium, lead, manganese, and nickel in waters,
soft drinks and wines [16,17], chromium in river
waters [18], lead in residual waters [19], in blood
[20–23], in paints [22] and in hair [23].

The main obstacle to the dissemination of this
atomizer is the occurrence of matrix interferences.
These interferences were avoided by a matrix
separation procedure [19] or using a matrix
matching approach [20]. Despite the feasibility of
these procedures and their easy implementation
with commercially available systems, as is the case
of matrix separation and preconcentration steps,
sample manipulation is somewhat increased.

A more conventional approach to overcome
these interferences could be the use of chemical
modifiers, as routinely applied in ETAAS with
graphite atomizers. The main difficulty for adopt-
ing this strategy is the lack of systematic studies
related to the performance of chemical modifiers
in metallic atomizers. The search for suitable
chemical modifiers cannot only be based on the
available background information and the exten-
sive studies using graphite atomizers. Considering
that the tungsten coil atomizer (TCA) is an essen-
tially non-isothermal atomizer, normally heated in
a reductive gas mixture (Ar–H2), it should be
thought of in a different way. Additionally, the
fast generation of an atomic cloud, i.e. ten-fold
faster than in ETAAS with a graphite atomizer,
and its short residence time [16], lead to a tran-
sient absorption signal which can be measured in
spectrometers with fast data processing. The resi-
dence time of free atoms in the optical beam is
sufficiently short to reduce the effectiveness of
recombination reactions as an atom sink. Re-
cently, it was demonstrated that the interference
caused by alkaline and alkaline-earth elements in
the atomization of Pb in the TCA occurs in the
condensed phase [23].

In this previous work it was also pointed out
that most published studies related to chemical

modifiers were carried out by a Japanese group
and involved the use of thiourea, sulfur and am-
monium thiocyanate [23]. So far, there are essen-
tially three studies employing chemical modifiers
in the TCA. In one of them, EDTA was used to
reduce alkaline and alkaline-earth interferences in
the determination of Ba in waters [15]. In the
other, a NH4H2PO4+Triton X-100+HNO3 mix-
ture was used to dilute the blood before Pb deter-
mination [21]. Recently, a more complete study
was published evaluating the use of (NH4)2HPO4,
NH4H2PO4, and Pd as Pd(NO3)2 as chemical
modifiers in the determination of Pb in acid-di-
gested solutions of hair and blood [23]. It was
showed that Pd incremented the sensitivity, im-
proved the background signal correction, caused a
thermal stabilization of the analyte, and aug-
mented the coil lifetime by 20%, probably owing
to condensed phase effects.

Table 1
Thermal programs for Cd with the tungsten coil atomizer

Voltage (V)/temp. (°C)Time (s)Step Read

(A) In 0.2% v/v HNO3

1 40 0.5/250
2 10 0

0.23 0 Yes
4 1 10.0/1670

25 11.0/1700
6 020

(B) In phosphate chemical modifiera+0.2% v/v HNO3

0.5/250451
102 0.6/300
10 0.7/3303
104 0

Yes0.25 0
11.0/17006 1

7 2 13.0/1850
208 0

(C) In 15 mg ml−1 Pd (as Pd(NO3)2)+0.2% v/v HNO3

401 0.5/250
10 0.6/3002
103 0.7/330

4 10 0
Yes00.25

1 12.0/18006
27 13.0/1850

8 20 0

a 0.33 mg ml−1 (NH4)2HPO4 or 0.29 mg ml−1 NH4H2PO4.
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Fig. 1. Pyrolysis and atomization curves for Cd reference
solutions (3.0 mg l−1). All solutions prepared in 0.2% v/v
HNO3, (A) no modifier; (B) 1.32 mg ml−1 (NH4)2HPO4; (C)
1.15 mg ml−1 NH4H2PO4, and (D) 15 mg ml−1 Pd (as
Pd(NO3)2).

Table 2
Interference effectsa on 1.5 mg l−1 Cd absorbance with 15 mg
ml−1 Pd and without chemical modifier by various co-existing
ions in the tungsten coil atomizer

Without Pd With PdInterferent

N1 N3N2 N3 N1 N2

––102 –105110Cu2+ b

Mg2+ b 107 97100 95 99 99
Zn2+ b 102 124 101116 96 97

–Fe3+ b 103 102 –101 –
1039110787Na+ c 101 100

–K+ c 100 99 102 – –
Ca2+ c 98 96 100 – – –
Cl+ c 104 151 103145 103 104

103S (as SO4
2−)c 100 108 104122 103

64625481P (as PO4
3−)c 102 84

a Expressed with respect to Cd peak height absorbance in 0.2%
v/v HNO3 normalized to 100%.
b Interferent concentrations: N1=1 mg l−1; N2=5 mg l−1;
N3=10 mg l−1.
c Interferent concentrations: N1=1 mg l−1; N2=10 mg l−1;
N3=100 mg l−1.

Based on the performance of Pd as a modifier
and the interferences observed in the determina-
tion of Cd in biological materials using the TCA
[14], we decided to critically evaluate the use of Pd
in the determination of Cd in hair and blood. To
extend the knowledge in this area, the use of
phosphates was also evaluated. However, elucida-
tion of the mechanisms by which these modifiers
appear to affect the atomization behavior of Cd
in the TCA is beyond the scope of this work. The
developed procedure was applied for Cd determi-
nation in acid-digested solutions of hair and
blood. These matrices were chosen to assess the
performance of the TCA considering both its

complexity and its relevance in toxicological stud-
ies of short-term and long-term exposition [24].
Because of the ease with which samples can be
collected, transported, stored and analyzed, hair
analysis could be valuable in screening individuals
and populations for exposure to Cd [25]. How-
ever, the clinical perspectives of Cd determination
in hair and blood are not the aim of the present
work.

2. Experimental

2.1. Apparatus

A Perkin–Elmer (PE) model 1100 atomic ab-
sorption spectrometer (U8 berlingen, Germany)
with deuterium arc background correction
equipped with a TCA [11] was used. The back-
ground corrected peak height absorbance was
measured at the 228.8 nm Cd resonance line and
lamp current and slit-width setting corresponded
to the manufacturer’s recommendations. Other
equipment details (i.e. TCA power supply and
computer control interface; graphite furnace and

Fig. 2. Effect of the concentration of the chemical modifier (A)
(NH4)2HPO4; (B) NH4H2PO4; and (C) Pd (as Pd(NO3)2).
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Fig. 3. Pyrolysis and atomization curves for 1.5 mg l−1 Cd (spike) in acid-digested solutions of (a) hair and (b) blood. All solutions
prepared in 0.2% v/v HNO3: (A) no modifier; (B) 0.33 mg ml−1 (NH4)2HPO4; and (C) 15 mg ml−1 Pd (as Pd(NO3)2).

autosampler used to check for method accuracy;
microwave digestion system and rotors used to
digest samples and evaporate the digests) were as
described elsewhere [23]. Aliquots of 10 ml of the
solutions were delivered into the coil using a
Transferpette (Brand). Table 1 shows the
voltage–time heating programs established for Cd
in each chemical modifier after optimizing the
dry, pyrolysis and atomization steps. The graphite
furnace (HGA-700) was used with pyrolytic
graphite-coated graphite tubes (Part No.
B3001254) and pyrolytic graphite platforms (Part
No. B3001256), and the heating conditions (tem-
perature/ramp time/hold time/gas flow) for the
determination of Cd in solution digests of hair
and blood were as follows: dry 1, 90°C/5 s/5 s/300
ml min−1; dry 2, 130°C/5 s/25 s/300 ml min−1;
pyrolysis, 800°C/20 s/30 s/300 ml min−1; atomize,
1200°C/0 s/5 s/0 ml min−1; clean, 2300°C/1 s/3
s/300 ml min−1; cool, 20°C/1 s/10 s/300 ml
min−1. Sample aliquots of 10 ml were applied
with the PE model AS-70 autosampler.

2.2. Reagents, materials and samples

All reagents, gases, ultrapure (u.p.) water, the
cleaning of glass and plastic materials, and the
chemical modifier stock solutions were as de-
scribed elsewhere [23]. Cadmium stock solution
(1000 mg ml−1) was prepared from Titrisol con-
centrate (Merck, Darmstadt, Germany) and refer-
ence solutions (0, 0.5, 1.0, 1.5, 2.0, 3.0 and 4.0 mg

l−1) were prepared daily by stepwise dilution and
made up in 0.2% v/v HNO3. Cadmium reference
solutions were prepared in the following chemical
modifiers with optimized concentrations: (a) 0.29
mg ml−1 NH4H2PO4+0.2% v/v HNO3; (b) 0.33
mg ml−1 (NH4)2HPO4+0.2% v/v HNO3; and (c)
15 mg ml−1 Pd (as Pd(NO3)2)+0.2% v/v HNO3.
Reference materials of human hair (BCR-397)
(Community Bureau of Reference (BCR), Bel-
gium), GBW-09101 and GBW07601 (National
Research Centre for Certified Reference Materials
(NRCCRM), China) and lyophilized blood
(CRM-195, BCR) with certified Cd concentra-
tions were used to validate the atomization system
with the chemical modifiers in study for Cd deter-
mination in human hair and blood. Argon–hy-
drogen (90:10) in ETAAS with the TCA and
extra-pure argon (99.998%) in ETAAS with a
graphite furnace were used as the purge gas
throughout.

The chemical modifier used for the graphite
furnace determination of Cd was a solution con-
taining 2.88 mg ml−1 NH4H2PO4+0.2% v/v
HNO3 applied in 10 ml aliquots.

The optimization studies of thermal program
conditions were performed in human hair and
blood samples obtained from two volunteers
(males and non-smokers). The hair sample was
collected, cleaned and prepared in powdered form
following the procedure described by Bruhn et al.
[26]. Blood (10 ml) was collected by venipuncture
with disposable syringe and stainless-steel needle,
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Table 3
Calibration graphsa for Cd in 0.2% v/v HNO3 and chemical modifiers obtained with the tungsten coil atomizerb

Intercept9s StandardSolution Calibration Slope9s Correlation
errorc coefficientrange (mg l−1)

0.000990.0045 0.004(6)0.2% v/v HNO3 0–3.0 0.99890.096790.0023
0.99950.003(7)0.003390.00220.33 mg ml−1 (NH4)2HPO4+0.2% v/v 0.086290.00120–3.0

HNO3

0.052190.0001 0.004890.00570.29 mg ml−1 NH4H2PO4+0.2% v/v 0.008(6) 0.99850–3.0
HNO3

0.000990.0045 0.004(6)15 mg ml−1 Pd+0.2% v/v HNO3 0–2.5 0.99890.137390.0037

a Linear regression (A=mC+b) representative of n=6 for each data point.
b Obtained with an eight-step thermal program.
c Number of data points in parentheses.

and was transferred into a pre-cleaned polypropy-
lene tube (serum tube No. 46.390.001 with
polypropylene cap, Sarstedt), mixed slowly for
few minutes with an anticoagulant (Na2EDTA,
18.6 mg) and stored at 4°C until analysis. Five
pre-cleaned tubes containing the anticoagulant
were filled with 10 ml u.p. water, stirred in a
vortex for 30 s, stored for 48 h at 4°C, and
thereafter these solutions were analyzed for Cd by
the proposed methodology, and the levels found
in all of them were below the limit of detection.

A portion of the hair sample (100 mg) was
weighed into the Milestone TFM vessel, 2 ml of
concentrated HNO3 and 0.5 ml of H2O2 were
added, and digestion was according to manufac-
turer’s suggested program. The solution digest in
the same vessel was placed in the MCR-6-E rotor
and evaporated in the microwave system using a
six-step evaporation program (36 min) developed
in this laboratory. The residue was dissolved in 3
ml 7% v/v HNO3, transferred into a 10 ml volu-
metric flask and diluted with u.p. water.

Although for blood the digestion step may not
be essential [21], preliminary experiments per-
formed in this laboratory for Cd determination in
1+1 diluted blood with a chemical modifier solu-
tion (0.73 mg ml−1 (NH4)2HPO4+0.25% v/v Tri-
ton X-100+0.2% v/v HNO3) were unsatisfactory
because the tungsten coil became distorted and
brittle after few sample aliquots were subjected to
the heating program. A similar effect was re-
ported earlier by Krug et al. [20] in experiments
for blood Pb determination in 1+9 diluted blood

(pretreated with Triton X-100) by ETAAS with a
TCA using the same coil, attributed to the forma-
tion of tungsten carbide at high temperatures
affecting the coil properties. Hence, in this work,
blood samples (0.5–1.0 ml) were digested with 4
ml HNO3+1 ml H2O2 under pressure and evapo-
rated in the microwave system, following the same
procedure and conditions used for hair. For blood
with Cd levels B1.0 mg l−1, up to 2.5 ml aliquot
was used. Blank solutions of the acid digestion
were prepared likewise throughout.

2.3. Procedure

The alignment of the TCA in the spectrophoto-
meter’s radiation beam, the coil conditioning, the
absorbance measurement and time were as de-
scribed previously [23]. Real-time temperature
measurement in this atomizer is difficult due to
the high temperature gradient existing around the
coil, as well as because of the high heating rate.
Earlier, a large temperature gradient (600–750°C)
was established in this atomizer between vapor
temperature (measured spectroscopically by the
two-line atomic absorption method) and coil sur-
face temperatures (measured 0.3 mm above the
coil with a thermocouple), and was attributed to
the 0.3-mm gap above the coil surface and to heat
losses in the volume above the coil [16]. However,
the temperature of the coil itself is important, in
particular during the pyrolysis step [18]. Thus, in
this work, the coil temperature was estimated by
voltamperometric measurements, considering the
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Table 4
Analytical figures of merit obtained for Cd in 0.2% v/v HNO3 and chemical modifiersa with the tungsten coil atomizer

Cd

(NH4)2HPO4 NH4H2PO4 Pd (as Pd(NO3)2)HNO3

15 mg ml−10.2% v/v 0.29 mg ml−10.33 mg ml−1

0.05 0.05 0.08 0.03Reciprocal sensitivity (mg l−1)
0.30.80.50.5Characteristic mass (pg)

0–3.0 0–2.5Linear working range (mg l−1) 0–3.0 0–3.0
5.7 5.5Within-run reproducibility (RSD%) 3.6 4.0

0.09 0.1Detection limitb (mg l−1) 0.050.1

a Solutions of (NH4)2HPO4, NH4H2PO4, and Pd, respectively, prepared in 0.2% v/v HNO3.
b 10 ml aliquot.

electric current and voltage measured in the
voltage range between 0.3 and 15.0 V, the electric
resistance of the coil (obtained by Ohm’s law) and
the calculated resistivity. The temperature was
estimated by interpolation of the resistivity in
known and tabulated resistivity/temperature val-
ues for tungsten in the literature [27]. The mean
uncertainty of this temperature estimates in the
range 130–1960°C, obtained from triplicate
voltamperometric measurements made at 0.1 V
intervals in the 0.3–3.0 V range, and at 0.5 inter-
vals between 3.0 and 15.0 V, is 6.2% (2.6–13%).
The accuracy of these temperatures was confirmed
by visual observation of the melting point (m.p.)
of pure salts deposited on the coil surface [28] (i.e.
(NH4)2HPO4 (m.p.=155°C), NH4H2PO4 (m.p.=
190°C), NaNO2 (m.p.=271°C), NaNO3 (m.p.=
307°C), KClO3 (m.p.=368°C), K2Cr2O7

(m.p.=398°C), CuCl (m.p.=422°C), CuCl2
(m.p.=630°C), NaCl (m.p.=801°C) and Na2SO4

(m.p.=884°C)) and heated at selected voltages
corresponding to their approximate melting
points obtained from the literature [27]. The dry
and atomization voltage–time conditions for Cd
were studied in 0.2% v/v HNO3 and in the phos-
phate chemical modifier solutions: 1.15 mg ml−1

NH4H2PO4+0.2% v/v HNO3 and 1.32 mg ml−1

(NH4)2HPO4+0.2% v/v HNO3 using a six-step
thermal program including dry, ‘cool-down’, cool
(to enable the Read function of the spectrometer
to be triggered), atomization, clean and cool
steps. After the optimum dry and atomization
voltage–time conditions had been established, a

study of the concentration effect of both phos-
phate modifiers on Cd sensitivity was carried out
in the range 0–2.88 mg ml−1 (NH4H2PO4) and
0–3.30 mg ml−1 ((NH4)2HPO4) to verify the opti-
mum phosphate concentrations. Thereafter, an
eight-step thermal program was applied to include
a second dry and a pyrolysis steps; solutions of
digested hair and blood samples (prepared in
PTFE bomb) were diluted (1+1) with u.p. water,
added with a 1.5 mg l−1 Cd spike without and
with both phosphate chemical modifiers, and used
to determine the pyrolysis and atomization
voltage–time conditions for Cd. The pyrolysis
curves for Cd with phosphate modifiers in each
sample matrix were obtained by varying the py-
rolysis voltage, while keeping the atomization
voltage constant at 10.0 V in 0.2% v/v HNO3, and
11.0 V in NH4H2PO4 (0–1.15 mg ml−1)+0.2%
v/v HNO3 and in (NH4)2HPO4 (0–1.32 mg
ml−1)+0.2% v/v HNO3. In the hair study, the
concentration effect of both phosphates was also
assessed. Having established the optimum pyroly-
sis voltages, the atomization curves were obtained
for each phosphate modifier and sample matrix.
At this stage, Pd was also included as a chemical
modifier, and the pyrolysis and atomization
curves were obtained for Cd in 15 mg ml−1 Pd+
0.2% v/v HNO3, using the eight-step thermal pro-
gram. Under the optimized pyrolysis and
atomization conditions, Pd concentration as a
chemical modifier for Cd was optimized in the
range 0.15–1500 mg ml−1.
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Table 5
Determination of Cd in certified reference materials of human hair and blood without and with three chemical modifiers by
electrothermal atomic absorption spectrometry with a tungsten coil atomizer

Pd ETAAScNH4H2PO4Certified refer- HNO3 (NH4)2HPO4Certified
ence

0.33 mg ml−1 0.29 mg ml−1 15 mg ml−1material concentration 0.2% v/v

Cd (mg g−1)a(n)b

0.52190.026 0.59290.080(3) 0.52690.012(3) 0.52390.012(3)BCR CRM 0.53190.045(3)0.52490.009(3)
397 (human
hair)

0.09690.003(3) 0.09390.008(3) 0.09590.007(3)GBW-09101 0.10390.021(3)0.10690.015(3)0.09590.012
(human hair)

0.1290.01(3) 0.1290.01(3) 0.1290.02(3) 0.1290.01(3)GBW-07601 0.1290.05(3)0.1190.02
(human hair)

Cd (mg l−1)(n)b

5.6390.80(3) 5.4990.62(3)5.4390.51(3)BCR CRM 5.6091.24(3) 5.4790.24(3)5.3790.24
195 (blood)

aMean9standard deviation (95% confidence level) based on dry weight (hair).
bNumber of independent determinations.
cElectrothermal atomic absorption spectrometry with a graphite furnace.

Interference effects of cations and anions ac-
cording to the concentrations present in digest
solutions of human hair and blood, considering
both the sample amount digested and the final
solution volume, were assessed for Cd in aqueous
reference solutions, without and with 15 mg ml−1

Pd. For cations, the effects of Na+, K+, Ca2+,
Cu2+, Mg2+, Fe3+ and Zn2+ as nitrates in 0.2%
v/v HNO3 were studied at three concentrations in
the range 1.0–100 mg l−1 plus 1.5 mg l−1 Cd. The
anions studied likewise corresponded to Cl− (as
NH4Cl and NaCl), SO4

2− (as (NH4)2SO4 and
Na2SO4) and PO4

3− (as NH4H2PO4 and
NaH2PO4). In each instance, the absorption mag-
nitude, peak shape and background absorption
were compared with those of Cd without interfer-
ents both in aqueous standards and in 15 mg ml−1

Pd as a modifier. This study was performed with
the optimized thermal programs for Cd in 0.2%
v/v HNO3 and in 15 mg ml−1 Pd+0.2% v/v
HNO3 using 10 ml injections.

The analytical performance of the system was
assessed for Cd in each chemical modifier by
systematic evaluation of the linear working range,
characteristic mass (mo), the repeatability, and
detection limit (3sblank/slope). The calibration
curve was obtained under optimized thermal con-

ditions. Also, precision and accuracy were esti-
mated by the determination of Cd in CRMs of
hair and blood, by recoveries of Cd from spiked
human hair and blood, and by comparison with
the results obtained by ETAAS with a graphite
furnace under stabilized temperature platform
furnace conditions.

3. Results and discussion

In graphite furnace atomizers, regardless of
their design and method of atomization, inte-
grated absorbance is used for quantification be-
cause this measurement mode is less affected by
matrix composition and atomizer heating rate.
The situation is different in the TCA where the
signal duration is very short (0.2 s) [16] and its
shape is highly dependent on the heating rate
(20–30 K ms−1). As was shown recently by
Krakovská and Pulis [29,30], in electrothermal
atomization in a tungsten tube atomizer with
heating rates in the 5–20 K ms−1 range (ten-fold
higher than in a graphite tube atomizer), the
absorbance peak can be evaluated on the basis of
the height or the integrated area. In fact, better
detection limits and relative standard deviation
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Fig. 4. Atomic (——) and background (- - -) signals for acid-digested solutions of (a) blood and (b) human hair: (A) without
modifier and (B) with 15 mg ml−1 Pd (as Pd(NO3)2) as chemical modifier.

values are obtained for Cd, Co and V with or
without chemical modifiers, with peak height eval-
uation [29]. The short-time absorption signals in
the TCA are relatively small, measured in inte-
grated absorbance, in contrast to graphite furnace
atomic absorption spectrometry because of the
larger residence time of the latter, and this mea-
surement mode caused a large loss in sensitivity in
the TCA (i.e. by a factor of 15–35). Therefore,
quantification using peak height absorbance was
much easier and was the measurement mode ap-
plied in the TCA.

3.1. Study of (NH4)2HPO4 as chemical modifier

It can be seen in Fig. 1 (curve B) that hydrogen-
phosphate caused a thermal stabilization of Cd in
the TCA. In a 0.2% v/v HNO3 medium (Fig. 1,
curve A), the maximum pyrolysis temperature
without Cd losses was 250°C, and in a 1.32 mg
ml−1 (NH4)2HPO4 medium, the maximum pyrol-
ysis temperature was 380°C. However, in spite of
this beneficial effect, the absorbance signal mea-
sured in this later medium was 35% lower than in
nitric acid solution. Considering that this decrease

in sensitivity is not caused by Cd losses, this effect
can be correlated to negative interferences pro-
moted by hydrogenphosphate in Cd atomization.
The optimal atomization temperatures were 1670
and 1730°C, in nitric acid and in hydrogenphos-
phate media (Fig. 1), respectively.

The effect of the chemical modifier concentra-
tion on the Cd absorbance was also evaluated
(Fig. 2, curve A). There is a continuous decrease
in absorbance up to 1.32 mg ml−1 (NH4)2HPO4.
Higher concentrations led to a less pronounced
signal decrease. A concentration of 0.33 mg ml−1

(NH4)2HPO4 was selected and used thereafter.
Taking into account these data, the heating

program shown in Table 1 was used for further
investigations. A cool-down step was imple-
mented after pyrolysis since it caused a slight
improvement in the sensitivity; however, the effect
is less pronounced than that previously observed
for Pb [23].

The supposed interference effect caused by hy-
drogenphosphate was evaluated with solutions
containing from 1 to 100 mg l−1 P (as PO4

3−) and
expressed relative to Cd absorbance without the
interferent (normalized to 100%). Data in Table 2
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Table 6
Determination of Cda in human blood and hair by atomic absorption spectrometry with the tungsten coil atomizer (TCA) and by
electrothermal atomic absorption spectrometry with a graphite furnace (ETAAS)

Bloodb HaircSample

TCAETAAS ETAASTCA

0.0590.030.0690.021.990.11.990.6Worker
0.0890.03 0.0590.03Student B0.2 B0.3
10196 10192Recovery study (%)d 9897 10195

a 95% confidence interval in triplicate independent determinations.
b Concentration of Cd in mg l−1.
c Concentration of Cd in mg g−1 based on dry weight.
d 0.0890.03 mg g−1 Cd (hair); B0.2 mg l−1 Cd (blood); 1.5 mg l−1 Cd addition in final solution.

show a negative effect caused by ammonium hy-
drogenphosphate on Cd atomization. The same
study was performed with sodium hydrogenphos-
phate on Cd and the effect was also negative but
less pronounced (e.g. B20% drop in Cd signal),
and noticeable at 10 and 100 mg l−1 P; it was
corrected by addition of 15 mg ml−1 Pd (as
Pd(NO3)2). The negative interferences of 1 mg l−1

P as ammonium hydrogenphosphate in 1.5 mg l−1

Cd was also corrected by adding 15 mg ml−1 Pd
(as Pd(NO3)2). However, Pd only decreased the
interference in 10 mg l−1 P medium and had no
effect on 100 mg l−1 P interference. The effect of
higher concentration of Pd was not evaluated
since as it will be shown later; this would cause a
reduction in the Cd absorbance signal.

For a better understanding of this interference
process, 5 ml aliquots of Cd and P (as ammonium
hydrogenphosphate) solutions were introduced in
opposite ends of the tungsten coil, and the heating
cycle was implemented. Previously, it was estab-
lished that there was no mixture of both solutions
during the dry step. Since the interference levels
were similar to those observed when analyte and
interferent were physically mixed onto the tung-
sten coil, it can be concluded that the interference
is occurring in the gaseous phase because it mani-
fests itself even without physical mixing in the
condensed phase.

This behavior confirms that despite a slight
thermal stabilization effect, ammonium hydrogen-
phosphate cannot probably be recommended as a
chemical modifier for Cd atomization in the TCA.

To obtain a more complete evaluation, ammo-
nium hydrogenphosphate was added to acid-di-
gested solutions of hair and blood, and pyrolysis
and atomization curves were obtained (Fig. 3). In
acid-digested solutions of hair (Fig. 3a), the pyrol-
ysis curve again shows an improvement in thermal
stability and a loss in sensitivity for temperatures
lower than 420°C when compared to Cd in nitric
acid medium. At higher temperatures, the sensi-
tivity is better in phosphate medium owing to the
thermal stabilization effect. On the other hand,
the atomization curve in hydrogenphosphate led
to higher absorbance signals than those obtained
in nitric acid or in dihydrogenphosphate media.
Different results were generated in acid-digested
solutions of blood (Fig. 3b). In these cases, the
sensitivity obtained in hydrogenphosphate
medium in the pyrolysis and atomization curves
was better than that attained in nitric acid
medium at all temperatures applied. The phos-
phates present in the blood matrix complicate the
interpretation of these results, but certainly it is
related to the enhancement effect observed.

The calibration graph and figures of merit for
Cd in hydrogenphosphate medium are shown in
Tables 3 and 4, respectively. Data obtained
reflected the previous results and the negative
interference effect is evidenced by the slope of the
analytical curve when compared to that obtained
in nitric acid medium, i.e. sensitivity losses of 11%
(Table 3). The analytical figures of merit obtained
experimentally are comparable to those generated
in nitric acid medium, and slightly better than
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those obtained in dihydrogenphosphate medium
(Table 4). Despite phosphate interference, accu-
rate results were obtained for Cd determination in
acid-digested solutions of hair and blood in cer-
tified reference materials at a 95% confidence level
(Table 5). Since the addition of the chemical
modifier did not correct interference effects, the
quantification was performed adopting the stan-
dard additions method. Considering the obtained
results with all CRMs (Table 5), the mean relative
error is 5.1% and the mean relative standard
deviation (RSD%) is 8.9%.

Overall, ammonium hydrogenphosphate was
useful for allowing the application of a higher
temperature during the pyrolysis step (380°C), but
the accuracy was attained when employing the
standard additions method.

3.2. Study of NH4H2PO4 as chemical modifier

The influence of dihydrogenphosphate on Cd
atomization in the TCA is similar to that previ-
ously observed with hydrogenphosphate. As dis-
cussed, the main effect seems to be negative
interference and all previous comments remain
valid. The negative interference effect is different
from that observed in a graphite atomizer, in
which a sensitivity gain was obtained when using
dihydrogenphosphate as modifier in the determi-
nation of Cd in urine [31].

In 1.15 mg ml−1 dihydrogenphosphate
medium, pyrolysis and atomization curves (Fig. 1,
curve C) presented higher absorbance than those
obtained in hydrogenphosphate medium, but
again the absorbances were significantly lower
than those obtained in nitric acid medium. The
pyrolysis curve indicates a thermal stabilization of
Cd from 300 to 480°C.

Regarding the chemical modifier concentration
effect, the decrease in absorbance signal in dihy-
drogenphosphate medium was less pronounced
than that observed in hydrogenphosphate (Fig. 2,
curve B), i.e. the Cd absorbance signal obtained in
1.73 mg ml−1 solution is only 10% lower than
that obtained in 0.29 mg ml−1 medium. This
latter concentration was used thereafter in all
measurements, unless otherwise mentioned.

Related to the pyrolysis and atomization curves
in acid-digested solutions of hair and blood, the
behavior is similar to that observed in hydrogen-
phosphate medium and only this modifier is
shown in Fig. 3 to avoid curve overlap.

The calibration graph and figures of merit are
shown in Tables 3 and 4, respectively. As previ-
ously mentioned, the negative effect can be ob-
served when comparing the slopes of the
calibration curves in dihydrogenphosphate and in
nitric acid media, i.e. there is a 46% loss in
sensitivity owing to this depressive effect. As
shown in Table 5, the standard additions method
provided accurate results for CRMs at a 95%
confidence level. Considering the obtained results
with all CRMs (Table 5), the mean relative error
is 3.8% and the mean RSD% is 9.1%.

3.3. Study of Pd (as Pd(NO3)2) as chemical
modifier

In a recent work, beneficial effects caused by Pd
as a chemical modifier in the determination of Pb
in acid-digested solutions of hair and blood using
the TCA [23] were demonstrated. It was shown
that Pd caused a thermal stabilization of Pb,
enhanced Pb absorbance, eliminated condensed
phase interferences, reduced background signals,
and improved tungsten coil lifetime by up to 20%
[23]. Considering that both Cd and Pb are volatile
elements, it is expected that the positive effects
caused by Pd on Pb atomization in the TCA
could also be observed for Cd. However, previous
experimental studies showed that hydrogen
present in the purge gas (i.e. 10% v/v) was essen-
tial for Pb atomization, and it was not necessary
for Cd atomization in the TCA [14,16,20]. This
indicates that mechanisms of atomization are dif-
ferent and, thus, the action of Pd can also be
changed.

According to our expectations, the sensitivity
obtained for Cd in 15 mg ml−1 Pd medium was
ca. 40% better than that obtained without Pd
(Fig. 1, pyrolysis curve D), but Cd thermal stabi-
lization was not pronounced, i.e. the maximum
pyrolysis temperature without Cd losses is 330°C.
Thus, the use of Pd as chemical modifier could
not be effective for thermal volatilization of con-
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comitants during the pyrolysis step without Cd
losses.

The optimum Pd concentration was established
as 15 mg ml−1 (Fig. 2). Using this modifier con-
centration and the heating program shown in
Table 1, the effect of Pd on concomitant interfer-
ences in Cd atomization was evaluated (Table 2).
Palladium effects were not evaluated in solutions
containing from 1 to 10 mg l−1 Cu2+, Fe3+, or
K+ and 1 to 100 mg l−1 Ca2+ because interfer-
ences were not observed in all these media (B5%
as a mean). Except for phosphate (as ammonium
dihydrogenphosphate) and chloride (as sodium
salt), Pd was effective for eliminating interferences
caused by Mg2+, Zn2+, Na+, Cl− (as ammo-
nium salt), SO4

2− (as ammonium and sodium
salts) and PO4

3− (as sodium salt). Without Pd, the
volatilization of NH4Cl probably reduced losses
of Cd as chloride and this led to a signal enhance-
ment in 10 and 100 mg l−1 Cl− (Table 2). Never-
theless, minor Cd losses (e.g. a signal decrease of
18%) became apparent in 100 mg l−1 Cl− as
NaCl, most likely due to the lower volatility of
the latter, and were reduced to 13% but not
eliminated in Pd modifier. Phosphate (as
Na2H2PO4) led to a signal decrease of 16 and 17%
in 10 and 100 mg l−1 PO4

3−, respectively, and this
effect was eliminated in Pd medium. According to
an experiment performed with introduction of
individual solutions of Cd and the studied ions in
opposite ends of the tungsten coil without mixing,
most of these interference processes apparently
occur in the condensed phase. As mentioned be-
fore, phosphate interference (as NH4H2PO4) on
Cd seemed to occur in the gaseous phase, which is
different from the effect observed on Pb atomiza-
tion [23]. Thus, even without complete under-
standing of the Pd action to suppress interferences
on Cd atomization, it can be supposed that it was
effective for correcting condensed phase interfer-
ences and it had no clear effect to avoid gaseous
phase interferences.

Using acid-digested solutions of hair and blood
(Fig. 3), it was established that the maximum
pyrolysis temperatures are 330 and 250°C in me-
dia with 15 mg ml−1 Pd and without Pd, respec-
tively. The recommended atomization
temperature for blood-digested samples in Pd

medium is 1850°C, which is 180°C higher than the
optimum atomization temperature in nitric acid
medium.

The thermal program shown in Table 1 was
used for establishing the calibration graph (Table
3) and evaluating the figures of merit (Table 4).
The slope obtained in Pd medium is 42% higher
than that found in nitric acid medium which
results in the best overall sensitivity (characteristic
mass, 0.3 pg; instrumental detection limit, 0.05 mg
l−1, as shown in Table 4). The method detection
limits (3sblank/slope) for Cd, using Pd as a chemi-
cal modifier, were 0.009 mg g−1 in hair and 0.2 mg
l−1 in blood, considering subsamples of 100 mg
and 2.5 ml, respectively. The attained sensitivity is
suitable for the determination of Cd in acid-di-
gested solutions of hair and blood. Data shown in
Table 5 were obtained applying the standard ad-
ditions method and results obtained without
chemical modifier (in nitric acid medium), al-
though adequate in two CRMs of hair low in Cd,
are not quite satisfactory in hair and blood with
relatively high Cd levels. Without modifier, the
mean relative error was 9.6% and the mean uncer-
tainty was 14.5% (8.3–22.1%); both figures were
considered relatively high. The results obtained
with chemical modifiers in all CRMs are in agree-
ment with certified concentrations and with values
determined by ETAAS in a graphite tube with a
platform at a 95% confidence level. In the ob-
tained results using Pd modifier in all CRMs
(Table 5), the mean relative error is 3.2% and the
mean RSD% is 7.0%, which are satisfactory for
triplicate determinations. These figures are better
than those attained without and with the other
modifiers evaluated, which again shows the better
performance of the Pd modifier. Another alterna-
tive for Cd quantitation is the use of a calibration
curve with matrix-matched standards prepared in
cadmium-spiked blood. However, this approach
was not attempted in this work. Representative
atomic and background signals for Cd in acid-di-
gested solutions of human hair and blood with
and without Pd as modifier are shown in Fig. 4.
Results obtained with Pd as chemical modifier for
occupationally exposed (worker) and non-exposed
(student) individuals in blood and hair samples
show low Cd levels and are in good agreement
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with graphite furnace data at a 95% confidence
level (Table 6). When Cd was added to blood and
hair samples low in Cd content before digestion to
make a final concentration of 1.5 mg l−1 Cd after
dilution, the mean recoveries by TCA were 989
7% (n=3) and 10196% (n=3), respectively, and
were comparable with the results obtained by
graphite furnace with a platform.

All positive effects caused by Pd on Pb atom-
ization in the TCA [23] were also observed for Cd
in this same atomizer.

4. Conclusion

All chemical modifiers evaluated, i.e.
(NH4)2HPO4, NH4H2PO4, and Pd (as Pd(NO3)2),
caused some thermal stabilization on Cd atomiza-
tion in the TCA and rendered better accuracy and
precision than without modifier use. However,
negative interferences caused by phosphates pre-
vent their use as a chemical modifier for Cd in the
TCA. On the other hand, Pd as modifier, in
addition to overcoming condensed phase interfer-
ences and stabilizing Cd thermally, also improved
the tungsten coil lifetime by up to 20% (i.e. from
300 to 360 heating cycles) and reduced back-
ground signals. Palladium action is not fully un-
derstood but its analytical applicability was
clearly demonstrated by Cd determination in acid-
digested solutions of hair and blood. None of the
modifiers studied eliminated the need for the stan-
dard additions method in Cd quantitation. Alter-
natively, the matrix matching approach could also
be adopted.
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[14] M.F. Giné, J.A. Nóbrega, F.J. Krug, V.A. Sass, B.F.

Reis, H. Berndt, J. Anal. At. Spectrom. 8 (1993) 243.
[15] M.M. Silva, R.B. Silva, F.J. Krug, J.A. Nóbrega, H.
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Abstract

A new method for the determination of particle size was developed using optical chromatography. After separating
polystyrene particles, the laser power was gradually reduced, permitting the elution of small to large particles. Particle
size was calculated from the laser power when the particle was eluted with a medium flow. This approach is more
accurate than the technique previously reported because there is no need to determine the position of the beam waist.
Advantages of the new approach are discussed theoretically and experimentally. The precision in size determination
was improved by a factor of 3.3, i.e. the standard deviation in the measurement was reduced from 10 to 3% for 1 mm
beads by replacing optical chromatography with the present method. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Laser; Radiation pressure; Optical chromatography

1. Introduction

Ashkin recently reported an optical technique
which uses laser radiation pressure and which can
be used for the control and manipulation of
micrometer-sized particles [1]. The technique is
based on the transfer of momentum between par-
ticles and the laser beam [2] and allows one to
manipulate a particle without destruction or con-
tact, suggesting that it would be useful in the field
of biomedical and biological sciences. The manip-
ulation technique, which is called laser trapping,
laser manipulation, optical tweezers, or laser levi-
tation, has been applied to polymer particles [1,3]

and intact living cells, such as red blood cells [4],
human sperm [5], phytoplankton [6], virus and
bacteria [7], and DNA molecules [8].

Optical chromatography is a new method for
the separation of particles using a radiation force
and medium flow [9]. In this method, a laser beam
is focused into a solution which contains particles
counter-flowing coaxially in a capillary. The parti-
cle is kept at an equilibrium position, where the
radiation force is identical to the force induced by
the liquid flow. Consequently, the particles are
separated as a function of size, as shown in Fig. 1.
We have previously applied optical chromatogra-
phy to the separation of polystyrene beads [9],
human erythrocyte cells [10], and immunoassays
[11]. In optical chromatography, the particle size
is determined by determining the distance from

* Corresponding author. Tel.: +81 92 6423563; fax: +81
92 6325209; e-mail: imasaka@cstf.kyushu-u.ac.jp
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Fig. 1. Schematic diagram of optical chromatography.

turn (Fig. 2c). As a result, the particle size can be
determined by the laser output when the particle
elutes. In this paper, advantages in the proposed
method are discussed theoretically and experimen-
tally and compared with a technique which has
been reported previously [10].

2. Theory

In general, radiation pressure applied to micro-
spheres can be expressed by two forces. The first
is the radial force, a gradient force, and the
second is the axial force, a scattering force. A
fundamental equation was derived in a previous
paper [10], defining one-dimensional motion, i.e.
referring to only a drag force induced by a
medium flow and the scattering force based on a
ray-optics model. The force applied for a micro-
sphere is calculated as

F=2
n1P

c
�a

v

�2

Qs−6phau (1)

and, v, the radius of the beam, can be expressed
by the following equation.

v2(z)=v2
0
!

1+
� z

zc

�2"
(2)

The particle stops when the drag force is equal to
the scattering force in Eq. (1). Therefore, the
retention distance, z, can be expressed by

z=zc
' n1PQsa

3phcuv2
0

−1 (3)

When the laser output power is gradually de-
creased, the particle approaches the beam waist as
predicted by Eq. (3). In optical chromatography,
the maximum radiation pressure is observed at
the beam waist, and therefore the particles at the
beam waist are the smallest which are retained.
Thus, the particle which stops at the beam waist
would be eluted by decreasing the laser power. By
substituting Z=0 in Eq. (3), the following equa-
tion is obtained.

a0=
3phcv2

0

n1Qs

u
P

(4)

the beam waist to the retained position of the
particle. However, it is difficult to accurately de-
termine the position of the beam waist. In this
study, a new approach for the accurate determi-
nation of particle size is demonstrated which does
not require measuring the position of the beam
waist. A schematic illustration of the approach is
shown in Fig. 2. In Fig. 2a, the particles stop at
different equilibrium positions depending on their
sizes. In this situation, larger particles are located
further from the beam waist. When the laser
power is reduced gradually, the smallest particles
approach the beam waist. Further reduction of
the laser power results in the elution of the parti-
cles (Fig. 2b). After the smallest particles are
completely eluted, the next particles are eluted in

Fig. 2. Principle of size determination: (a) separation of parti-
cles, (b) elution of the smallest particles by decreasing the laser
output power gradually, (c) elution of subsequent particles.
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where a0 is the minimum particle size to be re-
tained at the beam waist. As noted in Eq. (4), the
minimum particle size depends on the laser power
and flow rate.

Dispersion of particles will cause the underesti-
mation of particle size in this technique, because
the dispersed particle may pass through the beam
waist for the case where particles are retained near
the beam waist. It is assumed that the dispersion
of particles in optical chromatography is caused
by Brownian motion of the particle and by instru-
ment fluctuations, induced by variations in laser
power and flow rate. Based on a preliminary
theoretical calculation, the effect of Brownian mo-
tion was negligible compared with that caused by
instrument fluctuations. Thus, it is assumed that
only instrument fluctuation induced by variations
in laser power, DP, and in flow rate, Du, is a
major factor in dispersion of the particles. The
variation of the force applied to a particle, dF, is
then given by

dF=
�(F
(z

�
Dz+

�(F
(P

�
DP+

�(F
(u
�
Du (5)

where z is defined as z/zc and zc is the confocal
distance. When the particle is stopped at the
equilibrium position, dF is equal to zero. From
Eqs. (1), (2) and (5), the dispersion of the particle
position, Dz, is calculated by

Dz=
1+z2

2z

�DP
P

−
Du
u
�

=
1+z2

2z
6 (6)

where 6 indicates instrument fluctuation, and is
denoted as

6=
�DP

P
−

Du
u
�

(7)

From Eq. (6), the dispersion of the particle posi-
tion, Dz, is a function of z and 6. The relationship
between z and Dz, calculated by Eq. (6), is shown
in Fig. 3. (The solid lines are calculated by assum-
ing that instrument fluctuation is 1, 5 and 10%,
respectively, and a dashed line represents z=Dz.
The intersecting point of the solid and dashed
lines indicates the size of the particle to be eluted
due to particle dispersion, since the particle passes
through the beam waist when z5Dz). For exam-
ple, if the instrument fluctuation is 1%, Dz is

equal to z at z=0.75. Thus, one of the particles
to be retained at z=0.75 is dispersed to the beam
waist and then eluted. This results in an underesti-
mation of the size measurement. As noted in Fig.
3, the relative error by the particle size determined
using this technique becomes larger with increas-
ing instrument fluctuation. However, the relative
error, which is due to instrument fluctuation, is
independent of the particle size. The parameter, z %
is defined as the retention distance for z when the
particle elutes, i.e. z %=Dz. Substituting z=z % and
Dz=z %, the following equation can be derived

z %=
' 6

2−6
(8)

Consequently, particle size is determined by the
following equation.

a0=
3phucv2

0

n1PQs

(1+z %2)=
3phucv2

0

n1PQs

� 2
2−6

�
(9)

Thus, the relative error in the determination of
particle size can be calculated from Eq. (9). For
example, when 6 is equal to 5%, the particle size is
the underestimated by 2.4%, which is independent
of size.

Table 1 shows a theoretical comparison be-
tween the current technique, now in general use,
and the new approach described here. First, it is
unnecessary to measure the position of the beam
waist in the new approach because the particle
size is determined by observing the elution of
particles. Second, selectivity is theoretically better
since the particle position is in the vicinity of the

Fig. 3. Relationship between Dz and z.
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Table 1
Theoretical comparison between the current technique and the new approach

Current technique New approach

NecessaryMeasurement of beam waist position Not necessary
Not good GoodSelectivity and accuracy

Inaccuracy occurring from instabilities in laser output power and flow rate Not sensitive Sensitive
Wide NarrowDynamic range

Photo detectorImage detectorMeasurement

beam waist [10]. In addition, accuracy can be
improved by a higher degree of selectivity and a
reduction in the error associated with the need to
measure the beam waist position. Third, it can be
confirmed theoretically that this method is sensi-
tive to instabilities in the laser output power and
flow rate. Fourth, the dynamic range is narrower
since resolution is lower for large particles which
are eluted at the lowest laser output power. How-
ever, adjustments in the radius of the beam waist
and the flow rate can change the dynamic range.
Finally, for purposes of detection, it is possible to
use a conventional photodetector such as a photo-
multiplier tube and diode detector, rather than an
image sensor.

3. Experimental

3.1. Apparatus

A schematic diagram of the experimental ap-
paratus used in this study was shown in previous
papers [10,11]. An argon ion laser (GLG3200,
Nippon Electric, Tokyo, Japan) emitting at 514.5
nm was focused by a lens (focal length, 50 mm).
The fluctuation of laser power is controlled within
90.5% using a feedback circuit and the resolu-
tion attained is 10 mW. The ends of a fused silica
capillary (GL Science, Tokyo, Japan; 200 mm i.d.,
375 mm o.d.) were immersed into reservoirs con-
taining a buffer solution. The sample solution was
introduced by gravity using a siphon method. The
flow rate of the medium was adjusted to ca. 0.18
mm s−1 by adjusting the levels of the buffer
solution. The motion of samples was observed by
a video system coupled with a charge-coupled-

device camera. The experimental apparatus and
the operation conditions have been described in
detail in a previous paper [10].

3.2. Procedure

Three types of polystyrene latex beads with
different diameters (0.997, 3.03 and 10.5 mm; re-
fractive index, 1.59) were obtained from Poly-
science (Warrington, PA). The particles were
suspended in water (refractive index, 1.59; viscos-
ity, 1×10−3 Pa s) and treated for 15 min in an
ultrasonic agitator to avoid possible coagulation
between the beads. The suspension was then in-
troduced sequentially from the inlet side of the
capillary to a quartz cell using a siphon method.
The sample was dispersed appropriately for reten-
tion of a single bead, in order to prevent the
possibility of measuring condensed beads. After a
single bead was stopped, the laser power was
decreased gradually until it was eluted. The laser
power, at which the beads were eluted, was
recorded. In addition, a size separation of two
types of beads (0.997 and 3.03 mm) was
attempted.

4. Results and discussion

Particle radius, a, is proportional to the value
of u/P as noted in Eq. (2). Thus, particle radii
were calculated using the flow rate and the laser
power when the particles were eluted. The his-
togram of the particle diameter calculated by Eq.
(2) is shown in Fig. 4. The measurement was
carried out at a constant flow rate of approxi-
mately 0.18 mm s−1. As shown in Fig. 4, experi-
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mentally determined particle diameters are dis-
tributed over a range. The distribution is caused
by several sources, including instrument fluctua-

Table 2
Comparison of certified and experimental values

Particle size (mm) (R.S.D. (%))

ExperimentalCertified

0.931(3.4)0.997(1.9)
2.91(4.9)3.03(1.4)

10.5(12.8) 5.65(9.5)

Fig. 4. Histogram showing the values for particle diameter
versus the number of eluting particles. The values for particle
diameter were calculated using Eq. (2). Instrument fluctuation
is not taken into consideration, i.e. Eq. (7) is not used. For
each determination, only one particle was retained and then
eluted to avoid the problem of coagulation of particles.

tion as described in Section 2, errors in measure-
ment, and the original deviation in the size of the
samples.

The mean particle diameters obtained from the
data sheet and those obtained in this study are
listed in Table 2. The discrepancy between cer-
tified and experimental values is noted for 0.997
and 3.03 mm. This may be caused by the laser
which is not operated in an exact single transverse
mode. This problem can be solved by calibration
based on the certified value of a standard particle.
It should be noted that the diameter for a 10.5 mm
particle is much smaller than the certified value.
Such a discrepancy may arise from invalid ap-
proximation for calculating the Qs value in Eq.
(2). In Table 2, Qs is constant at 0.129 in the
calculation of particle diameters as reported previ-
ously [10]. However, this value is valid only when
the beam diameter is much smaller than the parti-
cle diameter. In this study, the diameter of the
beam waist is 18.82 mm, so that the approxima-
tion described is not reasonable for a 10.5 mm
particle. Thus, it is necessary to increase the beam
radius of the beam waist by altering the focusing
condition in order to measure a larger particle.

The relative standard deviations (R.S.D.s) of
the diameters determined by the present approach
were compared with the certified values provided
by the manufactures. The results are also shown
in Table 2. The values are several-fold larger than
those expected from the data sheet provided with
the polystyrene latex spheres. However, the S.D.
of the particle diameter determined by the present
technique is several percent, which is much
smaller than ca. 10% obtained by current optical
chromatography. Thus, the present approach is
more accurate than the current technique as pre-
dicted by the theoretical study.
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Fig. 5. Photograph of two types of beads separated using optical chromatography. In this case, three 1 mm beads and one 3 mm bead
were separated.

The present method was applied to the determi-
nation of the particle sizes for a mixed sample.
Fig. 5 shows a photograph of the particles eluted
by decreasing the laser power. Two types of the
beads, 1 and 3 mm in diameter, were separated at
800 mW of laser power using optical chromatog-
raphy. In this case, three 1 mm beads and one 3
mm bead were separated. Decreasing the laser
power resulted in movement of the particle to the
beam waist followed by eluting of the particles.
When the laser output was adjusted to 470 mW,
two 1 mm beads were eluted. After passing the
beam waist, each particle was accelerated by the
liquid flow, so that the beads were separated. In
addition, one residual 1 mm bead was eluted by
decreasing the laser power to 460 mW. One 3 mm
bead approached the beam waist as the laser
power was decreased, and then eluted at 100 mW.

The resolution in the particle size measurement
remains limited, as is shown in Table 2. This can
be attributed to fluctuations in laser power, beam
waist size, and flow rate of the pump system. In
this study, the laser power is decreased in order to
realize particle elution, but the beam quality, i.e.
the beam waist size, can be changed when the
laser power is changed. This results in inaccuracy
in the particle size measurement. A possible solu-
tion to this problem is to use a laser beam attenu-
ator to alter the laser power or to use a more
sophisticated laser, e.g. a diode-laser-pumped
Nd:YAG laser, in which the beam focusing
parameter is unchanged even when the laser
power is changed. It is also possible to change the
flow rate of the solution rather than the laser
power, although a high-precision flowing system
is required to accomplish this. Thus, better preci-
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sion in instrumentation will provide more reliable
results.

The present approach has several advantages
over other methods, such as the classical light
scattering technique which is well known as a
method with high precision. For example, the
number of particles required for the measurement
is very small and even a single particle can be
measured after collection by a radiation force.
Therefore, the present technique can be applied to
individual biological cells. In addition, this
method can be applied to a mixed sample without
combining it with any other separation tech-
niques. In addition, the particles can be collected
as a function of size, if necessary. It is well known
that the multi-angle laser light scattering
(MALLS) technique is capable of precise and
accurate measurements of particle sizes. However,
the result obtained by MALLS represents only the
average value in the case of a mixed sample.
Therefore, this technique must be combined with
a separation technique such as field flow fraction-
ation [12].

5. Conclusion

Compared with the current technique in optical
chromatography, a new approach is as follows.
1. By decreasing the personal error and separating

the sample around the beam waist at which
selectivity is highest, accuracy can be improved.

2. The dynamic range is narrower because resolu-
tion is lower when the particle elutes at smaller
laser output power and because samples larger
than the beam waist diameter cannot be
evaluated.

3. It is possible to use a photo detector, instead of
an image sensor; for example, the light scat-
tered by the sample particle can be directly
measured.

6. Nomenclature

a particle diameter
rate of the lightc
refractive index of liquidn1

laser outputP
Qs conversion efficiency

flow rateu
6 variation induced by changes of

laser output power and flow
rate (%)

z retention distance of particle
confocal distancezc

Greek letters
viscosity of liquidh

wavelengthl

radius of beamv

v0 radius of beam waist
z/zcz
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Abstract

The constants of the overall extraction equilibrium (Kex), the partition for various diluents having low dielectric
constants (KD,MLA), the aqueous ion-pair formation (KMLA), and the dimer formation in CCl4 of 16-crown-5
(16C5)–alkali metal (Na, K) picrate 1:1:1 complexes were determined at 25°C; the distribution constants of 16C5
were also measured at 25°C. The log KMLA of Na and K are 4.1490.19 and 3.0590.28, respectively. The partition
behavior of 16C5 and its 1:1:1 complexes with the alkalimetal picrates can be explained by regular solution theory,
except for CHCl3; the molar volumes and solubility parameters of 16C5 and the 1:1:1 complexes were determined.
The magnitude of Kex largely depends on that of KMLA. For every diluent, 16C5 always shows Na+ extraction-selec-
tivity over K+. The KMLA value most contributes to the extraction selectivity of 16C5 for Na+ over for K+ among
the three fundamental equilibrium constants, the aqueous 1:1 complex-formation constant of 16C5 with the alkali
metal ion, KMLA, and KD,MLA. Furthermore, correct contributions of a methylene group to distribution constants of
organic compounds between diluents of low dielectric constants and water were determined by the distribution
constants of 16C5 and 15-crown-5; the additivity of the contributions of functional groups to the partition constant
of a crown ether was verified. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Solvent extraction; Selectivity; Fundamental equilibria; Ion-pair formation constant in water; Distribution
behavior; Solvent effects; Regular solution theory; Molar volume; Solubility parameter; Additivity; Methylene group
contribution; 16-Crown-6; Alkali metal picrates

1. Introduction

Although the selectivity of 16-crown-5 (16C5)
for Na+ over for K+ is low in water, 16C5 shows
high Na+ extraction-selectivity over K+ between
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0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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benzene and water [1]. The Na+ extraction-selec-
tivity of 16C5 over K+ varies with the diluent
[1,2]. The Na+ extraction-selectivity has been
qualitatively explained by the appropriate cavity
size and the favorable orientation of the donor
oxygen atoms of 16C5. But the change in the
Na+ extraction-selectivity with the diluent can-
not be interpreted by the size–fit concept and the
conformation of the donor oxygen atoms. In or-
der to quantitatively clarify the enhanced selec-
tivity and the change in the extraction-selectivity
from the standpoint of equilibrium, it is neces-
sary to analyze the overall extraction equilibrium
between water and a diluent of low dielectric
constant by the four fundamental equilibria; par-
tition of 16C5, complex formation of 16C5 with
an alkali metal ion in water, ion-pair formation
of the 16C5 complex with an anion in water, and
partition of the ion-pair 16C5 complex. The par-
tition constant of the ion-pair 16C5 complex
provides information on solute–solvent interac-
tion of the electroneutral complex. The solvent
dependence of the Na+ extraction-selectivity of
16C5 over K+ reflects the variation with the
diluent of the difference in interaction with the
diluent of the ion-pair 16C5 complex between
Na+ and K+. In most cases, overall extraction
constants for sodium and potassium picrates and
partition constants of 16C5 can be measured.
The 1:1 complex-formation constants of 16C5
with Na+ and K+ in water have been deter-
mined [3]. It is difficult to measure the ion-pair
formation constants in water and the partition
constants of 16C5–sodium and 16C5–potassium
salt 1:1:1 complexes because stabilities in water
of the 16C5–metal ion complexes and the ion-
pair 1:1:1 complexes are low [3] and not so high,
respectively. The method of determining the ion-
pair formation constant in water of a crown
ether–metal ion complex with an anion has been
established [4–8]. In this study, according to the
method, the ion-pair formation constants in wa-
ter of 16C5–sodium and 16C5–potassium pi-
crate 1:1:1 complexes were determined by solvent
extraction at 25°C. By means of the ion-pair
formation constants in water, the partition con-
stants of the 1:1:1 complexes were calculated
from the other two fundamental equilibrium con-

stants and the overall extraction constants. The
fundamental equilibria which govern the Na+

extraction-selectivity of 16C5 over K+ were
completely elucidated.

Another principle object of this study is to
obtain the correct contribution of a methylene
group to a distribution constant of an organic
compound between a diluent of low dielectric
constant and water. Generally, the methylene
group contribution has been determined from the
slope of a straight line given by plots of ion-pair
extraction constants of tetraalkylammonium salts
against the number of carbon atoms of the te-
traalkylammonium ion. However, the methylene
group contribution thus determined is an appar-
ent one because the overall ion-pair extraction
process comprises one ionic reaction process;
namely, an ion-association process of the cation
with the anion in water. Consequently, 16C5 was
chosen because of the electroneutrality and the
extra methylene group compared with 15-crown-
5 (15C5).

2. Experimental

2.1. Materials

16C5 was synthesized by the method of Ouchi
et al. [2], and purified by distillation under vac-
uum. All the organic solvents were analytical
grade. 1,2-Dichloroethane (1,2-DCE) was
purified by distillation. All the other solvents
were used as received. They were washed three
times with deionized water prior to use. Picric
acid and alkali metal hydroxides were analytical
grade. The solvent parameters are presented in
Table 1.

2.2. Distribution constants of 16C5

The experiments were similar to those de-
scribed in the previous paper [4]. Extractions
were conducted at 2590.2°C. The concentration
range of 16C5 was from 8.8×10−6 to 4.0×
10−3 M (1 M=1 mol dm−3). The distribution
constants of 16C5 are summarized in Table 2.
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2.3. Extraction of alkali metal picrates with 16C5

The experimental procedures were almost the
same as those described in the previous paper [4].
Extractions were performed in the pH 10.5–12.2
region at 2590.2°C. Concentration ranges of
16C5, NaOH, KOH, and picric acid were 1.7×
10−5 to 3.1×10−2, (3.1–3.6)×10−2, (2.2–
4.3)×10−2 and (2.0–4.1)×10−3 M, respectively.
In order to keep the ionic strength in the aqueous
phase as constant as possible, the sum of the
initial total electrolyte concentrations was held at
between 2×10−2 and 5×10−2 M throughout
the extraction experiments. In blank experiments,
there was no extraction in the absence of 16C5.

3. Theory and results

When an aqueous phase of an alkali metal
picrate (MA) and an organic phase of a crown
ether (L) are equilibrated, the equilibrium con-
stants are defined as

Kex= [MLA]o/[M+][L]o[A−] (1)

KD,L= [L]o/[L] (2)

KML= [ML+]/[M+][L] (3)

KMLA= [MLA]/[ML+][A−] (4)

KD,MLA= [MLA]o/[MLA] (5)

KMA= [MA]/[M+][A−] (6)

K2= [(MLA)2]o/[MLA]o2 (7)

where the subscript ‘o’ and the lack of subscript
designate the organic and the aqueous phase,
respectively. The dissociation of MLA into ML+

and A− in the organic phases is neglected because
of the low dielectric constants (er) of the diluents
used in this study. The overall extraction equi-
librium constant (Kex) can be written as

Kex=KD,L
−1 KMLKMLAKD,MLA (8)

where KMLAKD,MLA= [MLA]o/[ML+][A−]=
Kex,ip.

Under very basic conditions (pH\11), mass
balances are as follows;

[M]t= [M+]+ [ML+]+ [MA]+ [MLA]

+ [MLA]o+2[(MLA)2]o (9)

[L]t= [L]+ [L]o+ [ML+]+ [MLA]+ [MLA]o

+2[(MLA)2]o (10)

[HA]t= [A−]+ [MA]+ [MLA]+ [MLA]o

+2[(MLA)2]o (11)

the subscript ‘t’ denoting the total concentration.
Eqs. (12)–(14) are derived from Eqs. (9)–(11);

a([L]o[A−])2[M+]2

+{1+KMA[A−]+ (b+c [A−])[L]o}[M+]− [M]t

=0 (12)

a([M+][A−])2[L]o2 +{d+ (b+c [A−])[M+]}[L]o

− [L]t=0 (13)

a([M+][L]o)2[A−]2

+{1+ (KMA+c [L]o)[M+]}[A−]− [HA]t=0
(14)

Table 1
Solvent parameters at 25°C

e r
dSolventa db VcNo.

DCM 9.71 63.9 8.93
2 CF 9.3 80.7 4.81e

97.18.6CTC3 2.24e

4 9.11,1-DCE 85 10.0f

5 1,2-DCE 9.8 79.4 10.36
6 7.39eCBu 8.4 104

9.16 89.4 2.275BZ7
8 2.379TE 8.93 106.9
9 2.4123.58.80mX

102.19.5 5.62CB10
105BB 5.409.8711

o-DCB 10.012 112.8 9.93
Water13 18.117.55g

a DCM, dichloromethane; CF, chloroform; CTC, carbon tetra-
chloride; 1,1-DCE, 1,1-dichloroethane; 1,2-DCE, 1,2-dich-
loroethane; CBu, chlorobutane; BZ, benzene; TE, toluene;
mX, m-xylene; CB, chlorobenzene; BB, bromobenzene; o-
DCB, o-dichlorobenzene.
b Solubility parameter (cal1/2 cm−3/2) (Ref. [9,34]).
c Molar volume (cm3 mol−1) (Ref. [35]) (density).
d Ref. [36].
e 20°C.
f 18°C.
g Ref. [37].
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Table 2
Distribution constants for 16C5 and 1:1:1 16C5–alkali metal picrate complexes at 25°C

Solvent log KD,MLAlog KD,LKD,L
aNo.

Na K

1.086 1.430.93(1.2290.03)×101 DCM
(2.8390.04)×10 1.452 0.77 1.112 CF

−1.54−0.597(2.5390.08)×10−13 CTC
4 1,1-DCE 1.3990.02 0.143

0.62 0.875 1,2-DCE 2.1190.02 0.324
−0.783 −0.906 CBu (1.6590.04)×10−1 −1.09
−0.401 −0.54 −0.90(3.9790.04)×10−1 b7 BZ
−0.595 −0.698 TE (2.5490.06)×10−1 −1.18
−0.793 −0.969 mX (1.6190.01)×10−1 −1.46

−0.01−0.26 −0.12(5.5290.13)×10−110 CB
1.0390.02 0.0128 −0.03 0.0811 BB

0.240.1512 o-DCB 1.0790.01 0.0294

For abbreviations, see footnote to Table 1.
a Each value is the average of 14–22 measurements. The uncertainties are the standard deviations.
b Ref. [1].

where a=2K2K ex
2 , b=KD,L

−1 KML, c=
KD,L

−1 KMLKMLA+Kex, and d=1+KD,L
−1 .

The distribution ratio (D) of the alkali metal is
represented by

D= ([MLA]o+2[(MLA)2]o)

/([M+]+ [MA]+ [ML+]+ [MLA]) (15)

When [M+]� [MA]+ [ML+]+ [MLA] and
[MLA]o�2[(MLA)2]o, Eq. (15) is transformed
into

D=Kex[L]o[A−] (16)

As a first approximation, the [L]o and [A−] values
of Eq. (16) are calculated from Eqs. (17) and (18),
respectively:

[L]o= ([L]t− [MLA]o)/(d+b [M+]) (17)

[A−]= [HA]t− [MLA]o (18)

where [M+] (first approximate value)= [M]t−
[MLA]o. Plots of log(D/[A−]) versus log [L]o al-
ways give a straight line with a slope of 1 in every
case, indicating the formation of a 1:1 complex of
16C5 with the alkali metal ion and the validity of
the above assumptions. The first approximate Kex

value for each system was determined based on
these assumptions.

The distribution constant (KD,L) of the crown
ether is estimated by Eq. (19), derived from the
regular solution theory [9]:

RT ln KD,L/(dw−do)=VL(dw−2dL)+VLdo%
(19)

where do%=do+RT(1/Vo−1/Vw)/(dw−do); dw,
do, and dL refer to the solubility parameters of
water, the organic solvent, and the crown ether,
respectively; VL, Vo, and Vw designate the molar
volumes of the crown ether, the organic solvent,
and water, respectively. The distribution constant
(KD,MLA) of an ion-pair complex MLA is esti-
mated by

RT ln KD,MLA/(dw−do)

=VMLA(dw−2dMLA)+VMLAdo% (20)

VMLA and dMLA being the molar volume and
solubility parameter of MLA, respectively.
Combining Eqs. (19) and (20) leads to

log KD,MLA={VMLA(dw+do%−2dMLA)

/VL(dw+do%−2dL)} log KD,L (21)

Eq. (22) is obtained by adding log KMLA to both
sides of Eq. (21),
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log Kex,ip={VMLA(dw+do%−2dMLA)

/VL(dw+do%−2dL)} log KD,L

+ log KMLA (22)

When the d values of L and MLA are nearly
equal, Eq. (22) leads to

log Kex,ip= (VMLA/VL) log KD,L+ log KMLA (23)

Plots of the first approximate log Kex,ip values
versus log KD,L values show a good linear rela-
tionship for the respective alkali metals except for
chloroform (CF). The first approximate values of
log KMLA were determined from the intercepts of
the log Kex,ip versus log KD,L plots. The second
approximate [A−] value was calculated from Eq.
(24) by using the first approximate values of
[M+], [L]o, and KMLA,

[A−]=([HA]t−[MLA]o)/{(1+(KMA+e [L]o)[M+]}

(24)

where e=KD,L
−1 KMLKMLA. The actual [M+], [L]o,

[A−], KMLA, and Kex values were calculated from
Eqs. (1), (8) and (23)–(26) by a successive approx-
imation method,

[M+]= ([M]t− [MLA]o)

/{1+b [L]o+ (KMA+e [L]o)[A−]} (25)

[L]o= ([L]t− [MLA]o)/{d+ (b+e [A−])[M+]}
(26)

The log Kex and log KMLA values are summarized
in Tables 3 and 4, respectively. The plots of the
actual log Kex,ip values versus log KD,L values in
Figs. 1 and 2 also show a good linear relationship
for the respective alkali metals except for CF. The
correlation coefficients for the Na and K systems
are 0.964 and 0.966, respectively.

When [M+]� [MA]+ [ML+]+ [MLA] and
2[(MLA)2]o� [MLA]o, Eq. (15) is transformed
into

D=2K2K ex
2 [M+][L]o2[A−]2 (27)

As a first approximation, the [M+], [A−], and
[L]o values of Eq. (27) were calculated from Eqs.
(28)–(30), respectively;

Table 3
Extraction equilibrium constants for 1:1:1 16C5–alkali metal
picrate complexes at 25°C

No. log Kex,iplog Kex
aSolvent

Na K Na K

4.7690.01 3.7990.01 5.07 4.481 DCM
2 4.2490.01CF 3.1190.01 4.91 4.16

3.9890.01 2.603 CTC
4 1,1-DCE

4.763.9990.01 3.925.2190.011,2-DCE5
4.8090.01 3.1490.01 3.24 1.966 CBu

BZ 4.7890.017 2.9590.02 3.60 2.15
8 TE 4.8290.01 2.8690.01 3.45 1.87

1.593.182.7890.019 4.7590.01mX
CB 5.1790.0110 3.5990.02 4.13 2.93

11 BB 4.8890.01 3.5290.02 4.11 3.13
12 o-DCB 5.0490.01 3.6690.01 4.29 3.29

The uncertainties are the standard deviations. For abbrevia-
tions, see footnote to Table 1.
a Each value is the average of 10–16 measurements.

[M+]= [M]t−2[(MLA)2]o (28)

e [M+](1+KMA[M+])[A−]2

+{(d+b [M+])(1+KMA[M+])

+e [M+]([L]t− [HA]t)}[A−]

−{[HA]t−2[(MLA)2]o}(d+b [M+])=0 (29)

[L]o={[L]t−2[(MLA)2]o}

/{d+ (b+e [A−])[M+]} (30)

Table 4
Fundamental equilibrium constants in water at 25°C

M

Na K

log KMA
a 1.38 1.64

L=16C5
4.1490.19log KMLA 3.0590.28
0.78log KML

b 0.40
L=15C5

3.27log KMLA
c 4.43

log KML
d 0.740.70

a Ref. [38].
b Ref. [3].
c Ref. [8].
d Ref. [39].



Y. Takeda et al. / Talanta 48 (1999) 559–569564

Fig. 1. Plots of actual log Kex,ip values versus log KD,L values
for 16C5–sodium picrate system. The numbers correspond to
those in Table 1.

(0.869) [4]; namely, the specific interaction of
16C5 with some of the diluents is weaker than
that of 15C5. CF shows a very large positive
deviation due to the hydrogen bond between
16C5 and CF. The V and d values of 16C5 are
obtained from the slope and the intercept to be
204931 and 11.990.1, respectively. The VL is
greater for 16C5 than for 15C5 (Table 5). Al-
though the standard deviation is relatively large,
the difference (15 cm3 mol−1) in VL between 16C5
and 15C5 is nearly equal to the molar volume
contribution of a methylene group (16.1 cm3

mol−1) [11]. The experimental VL value of 16C5 is
almost identical with the calculated one (196 cm3

mol−1) from molar volume group contributions
[11]. The log KD,L is always 0.31–0.61 larger for
16C5 than for 15C5 (Eq. (32) and Table 6). The
higher lipophilicity of 16C5 is attributed to the
greater VL and the smaller dL value of 16C5
compared with 15C5 (Eq. (19)).

Contributions of a methylene group (pCH2
) and

an ether oxygen atom (pO) to log KD,L at 25°C can
be estimated from log KD,L values of 16C5 and
15C5 by the following equations:

Plots of log(D/[M+][A−]2) versus log [L]o in Fig.
3 give a straight line with a slope of 2. This shows
that the dimer (Na(16C5)A)2 is formed in the
carbon tetrachloride under these experimental
conditions. The first approximate K2 value was
calculated from Eqs. (1), (31) and (7),

[M]o,t= [MLA]o+2[(MLA)2]o (31)

where [M]o,t denotes the total concentration of the
alkali metal in the organic phase. The actual
log K2 value was calculated to be 3.7590.04 from
Eqs. (1), (7), (12)–(14) and (31) by a successive
approximation method. The extra methylene
group causes the dimer stability in CCl4 to be
lower for 16C5 than for 15C5 (log K2=4.05 [10]).

4. Discussion

Plots of RT ln KD,L/(dw−do) against do% for
16C5 in Fig. 4 give a linear relationship except for
CF (the correlation coefficient, r=0.901). The
additional methylene group causes the correlation
coefficient of 16C5 to be higher than that of 15C5

Fig. 2. Plots of actual log Kex,ip values versus log KD,L values
for 16C5–potassium picrate system. The numbers correspond
to those in Table 1.
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Fig. 3. Plots of log(D/[M+][A−]2) versus log [L]o for the
16C5–sodium picrate–CCl4 system.

Table 5
Molar volumes and solubility parameters for 16C5, 15C5, and
their 1:1:1 complexes with alkali metal picrates at 25°C

MLAL

Na K

L=16C5
204931 242929V (cm3 mol−1) 356952

11.990.111.990.111.990.1d (cal1/2 cm−3/2)
L=15C5 [8]

V (cm3 mol−1) 374189 210
12.012.0d (cal1/2 cm−3/2) 12.0

groups and ether oxygen atoms, respectively. The
contribution of a benzo group (pC6H4

) to log KD,L

at 25°C can be calculated from the log KD,L of
B18C6 by the equation pC6H4

= log KD,B18C6−
pCH2

×10−pO×6. The pCH2
, pO, and pC6H4

val-
ues are listed in Table 6, along with experimental
log KD,L values of crown ethers at 25°C and those
estimated from the empirical parameters. The ex-
perimental log KD,L for 18C6/chlorobutane (CBu),
bromobenzene (BB), o-dichlorobenzene (o-DCB)
and DB18C6/1,2-DCE systems are 0.51–0.58
smaller than the calculated ones. But experimental
and calculated log KD,L values of another system
are equal within an error of −0.38 to 0.44. The
additivity of the contribution of a functional
group to the log KD,L of a crown ether is verified.

The overall ion-pair extraction constant is the
product of an ion-pair formation constant in wa-
ter of a cation with an anion and a distribution
constant of the resulting electroneutral ion pair.
In general, the larger the size of organic cation or
anion is, the greater the ion-pair formation con-
stant in water is [26,27]. The pCH2

values deter-
mined in this study are always smaller than those
from the slopes of straight lines given by plots of
1:1 ion-pair extraction constants against the num-
ber of carbon atoms of cations or anions [28–31];
for example, tetraalkylammonium ions (cations):
CF 0.59 [32] and 0.58 [27], benzene (BZ) 0.49 [33];
alkylsulfonate ions (anions) [26]: dichloromethane
(DCM) 0.55 (PR), CF 0.61 (PR) and 0.66 (MG),
carbon tetrachloride (CTC) 0.69 (EV), 1,2-DCE

pCH2
= log KD,16C5− log KD,15C5 (32)

pO= (log KD,L−pCH2
×a)}b (33)

where a and b denote the number of methylene

Fig. 4. Plots of RT ln KD,L/(dw−do) versus do% for 16C5. The
numbers correspond to those in Table 1.
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0.46 (MG), BZ 0.62 (MG) and 0.64 (EV), toluene
(TE) 0.62 (MG) and 0.67 (EV), chlorobenzene
(CB) 0.59 (MG) and 0.57 (EV), o-DCB 0.70
(MG) (where PR, MG, and EV refer to para
rosaniline, malachite green, and ethyl violet, re-
spectively, and they are counter cationic dyes).
This is attributed to the positive contribution of a
methylene group for the ion-pair formation con-
stant to the overall ion-pair extraction constant.
A more accurate estimate of unknown log KD,L

values of crown ethers at 25°C requires the actual
pCH2

values determined in this study and the other
empirical parameters calculated by using the ac-
tual pCH2

values.
The pCH2

-value sequence for the diluents except
for CF is similar to that of the pC6H4

-value, but
almost the reverse of the pO-value sequence. The
ether oxygen atom is hydrophilic, while both the
methylene and benzo groups are lipophilic. The
hydrophilicity of the ether oxygen atom is caused
by hydrogen bonding between the ether oxygen
atom and water. The pO value varies most with
the diluent. The benzo group is much more
lipophilic than the methylene group. The pC6H4

value is roughly six times larger than the pCH2

value, except for CF and 1,2-DCE.
The log KD,MLA values for 16C5 calculated by

Eq. (8) are listed in Table 2. The plots of
RT ln KD,MLA/(dw−do) against do% for Na and K
in Figs. 5 and 6, respectively, show a linear rela-
tionship except for CF. The abnormal behavior of
CF due to hydrogen bonding is also observed for
both the MLA complexes. Except for CF, the
correlation coefficients (r) for Na and K are 0.950
and 0.938, respectively. The size-fitted Na(16C5)A
complex follows the regular solution theory better
than the size-misfitted K(16C5)A one. The
M(16C5)A complex obeys the regular solution
theory better than the corresponding M(15C5)A
one (r(Na)=0.921, r(K)=0.880) [8]. 16C5
shields the central alkali metal ion more effec-
tively than does 15C5 because of the larger size of
16C5 compared with 15C5. Except for CF, the V
and d values for the M(16C5)A complex were
determined from the slope and the intercept, re-
spectively. They are summarized in Table 5. The d

values of 16C5 and the M(16C5)A complexes are
identical. The validity of Eq. (23) is verified.

Both the VM(16C5)A values are, as expected,
larger than V16C5 value; the VM(16C5)A is much
smaller for the size-matched Na+ ion than for the
size-mismatched larger K+ ion. The same is true
for 15C5 (Table 5). The VNaLA of 16C5 is larger
than that of 15C5; the VKLA of 16C5 is compara-
ble to that of 15C5. For the same crown ether, the
smaller the VMLA value is, the larger is the KMLA

value (Tables 4 and 5). There exists an intimate
relation between the magnitude of VMLA and that
of KMLA in case the conformations of MLA com-
plexes of the same crown ether are similar. The
KMLA is much greater than the corresponding
KMA. The order of the KMLA value (Na\K) is
the reverse of that of the KMA value (NaBK).
The stronger hydration of Na+ is responsible for
the smaller KMA value of Na+ compared with
K+. Upon complexation, the water molecules
bound to the size-fitted Na+ ion are liberated
more effectively compared with the size-misfitted
larger K+ ion; the influence of water molecules
on the interaction between the cation in the cavity
and the picrate ion is drastically reduced. The
extra methylene group decreases the KMLA values
of the respective alkali metals from 15C5 to 16C5.

Fig. 5. Plots of RT ln KD,MLA/(dw−do) versus do% for a 16C5–
sodium picrate complex. The numbers correspond to those in
Table 1.
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Fig. 6. Plots of RT ln KD,MLA/(dw−do) versus do% for a 16C5–
potassium picrate complex. The numbers correspond to those
in Table 1.

all the diluents. This is completely due to the
smallest Vo of DCM. The do value of m-xylene
(mX) is closer to the d16C5 and dM(16C5)A values
compared with CBu, but 16C5 and its MLA
complexes least distributed into mX of all the
diluents. This is caused by the largest Vo of mX.

The KM(16C5)A is much the greatest among all
the underlying equilibrium constants, i.e. KD,L,
KML, KMLA, and KD,MLA. For the same diluent,
the signs of log KD,16C5 and log KD,M(16C5)A are
identical except for the Na(16C5)A–BB system,
but the KD,Na(16C5)A and the log KD,16C5 are nearly
equal to zero. Eq. (8) shows that the log KD,16C5

and the log KD,M(16C5)A cancel each other. Thus,
the magnitude of the log Kex is determined mainly
by that of the log KMLA. Plots of log Kex and
log KD,MLA for representative diluents, log KMLA

and log KML versus crystal ionic radii of Na and
K, are given in Fig. 7. From Table 3, 16C5 always
shows higher extractability for Na than for K.
The KMLA most contributes to the extraction se-
lectivity of 16C5 for Na over for K among the

For DCM, 1,2-DCE, BB, and o-DCB, the
log KD,M(16C5)A is greater for K than for Na. The
reverse is found for all the other diluents. Eq. (34)
is derived from Eq. (20),

RT ln(KD,KLA/KD,NaLA)

= (dw−do)(VKLA−VNaLA)(dw+do%−2dMLA)
(34)

where dMLA=dNaLA=dKLA and L is 16C5. Signs
of dw−do and VKLA−VNaLA values are both
positive. For DCM, 1,2-DCE, BB, and o-DCB,
the dw+do%−2dMLA values of Eq. (34) are posi-
tive, resulting in the larger KD,M(16C5)A values of K
compared with Na. For the other diluents, the
values of dw+do%−2dMLA are all negative, lead-
ing to the smaller KD,M(16C5)A values of K com-
pared with Na. The KD-value orders of 16C5,
Na(16C5)A, and K(16C5)A for the diluents are
almost the same. Eqs. (19) and (20) show that the
closer to the dL or the dMLA the do is and the
smaller the Vo, the greater the KD,L or the KD,MLA

is. Although the do value of DCM is not so close
to the d16C5 and dM(16C5)A values as the do values
of o-DCB, BB, and 1,2-DCE, 16C5 and its MLA
complexes are most distributed into DCM among

Fig. 7. Plots of log Kex, log KD,MLA, log KMLA, and log KML

versus crystal ionic radii (rc) of Na and K. The numbers
correspond to those in Table 1.
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three fundamental equilibrium constants (KML,
KMLA, and KD,MLA). A similar tendency is ob-
served for 15C5 [8]. The difference in log KMLA

between Na and K for 16C5 is nearly equal to
that for 15C5. A favorable contribution of the
KML to the Na extraction-selectivity is observed
for 16C5, but is not at all for 15C5 (Table 4). The
most favorable contribution of the KD,MLA to the
Na extraction-selectivity of 16C5 is observed for
mX and TE, while the most unfavorable contribu-
tion for DCM. This is responsible for the fact that
16C5 shows the highest Na extraction-selectivity
over K for mX and TE and the lowest for DCM
because the formation processes in water of the
complex ion ML+ and the ion pair MLA are
common to every overall extraction system.

The higher Na extraction selectivity of 16C5
over K compared with 15C5 is observed only for
CF, 1,2-DCE, and o-DCB; the reverse is true for
BZ, TE, mX, CB, and BB; for DCM and CBu,
the difference in log Kex between Na and K for
16C5 is nearly equal to that for 15C5. The
log KD,NaLA− log KD,KLA value of 16C5 for CF
and 1,2-DCE is greater than and, for o-DCB, is
nearly equal to that of 15C5, making an addi-
tional contribution to the higher Na extraction-se-
lectivity of 16C5 over K compared with 15C5.
The log KD,NaLA− log KD,KLA value of 16C5 for
the other diluents is smaller than that of 15C5,
which cancels the more favorable contribution of
the KML to the Na extraction-selectivity of 16C5
compared with 15C5, resulting in the higher Na
extraction-selectivity of 15C5 over K compared
with 16C5, or the comparable Na extraction-selec-
tivity of 15C5 to that of 16C5.
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Chemiluminescence determination of sulfite in sugar and sulfur
dioxide in air using
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Abstract

A chemiluminescence (CL) detection for the determination of sulfite using the reaction of Ru(bipy)3
2+ (bipy=2,2%-

bipyridyl) -SO3
2−-KMnO4 is described. The concentration of sulfite is proportional to the CL intensity from

5.0×10−8 to 1.25×10−4 mol l−1. The limit of detection is 2.5×10−8 mol l−1 and the relative standard deviation
is 4.9% for the 2×10−5 mol l−1 sulfite solution in six repeated measurements. This method has been successfully
applied to the determination of sulfite in sugar and sulfur dioxide in air by using triethanolamine (TEA) as the
absorbent material. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chemiluminescence; Sulfite; Triethanolamine; Air

1. Introduction

The determination of sulfite and sulfur dioxide
are very important because of their use as food
preservatives to prevent oxidation and bacterial
growth and reducing agents in bleaching, as well
as their potential toxicity as pollutants in the
atmosphere. Many methods are available for their
determination such as spectrophotometry [1,2],
potentiometry [3,4], coulometry [5], gas chromato-
graphic chemiluminence (CL) [6], HPLC fluores-
cence [7] and ion chromatography [8], but each
has some drawback such as lack of sensitivity,

selectivity, or simplicity. CL has been used for the
determination of sulfite because of its high sensi-
tivity and simplicity. The CL produced by sulfite
was as follows: Sulfite can be oxidized by cop-
per(II) [9] in alkaline solution, and reacts with
chemiluminescent reagent luminol [10]. In acidic
solution it was oxidized by potassium perman-
ganate [11] or cerium(IV) sulfate [12]. The light
emission intensity can be enhanced by the pres-
ence of some compounds, e.g. riboflavin for the
reactions with permanganate [13,14] and ceriu-
m(IV) sulfate [15], flavin mononucleotide for the
reaction with permanganate [16], 3-cyclohexy-
laminopropanesulphonic acid (CAPS) for the re-
action with permanganate [14,17] and cerium(IV)
sulfate [18], steroids for the reaction with potas-

* Corresponding author. Tel: +86 27 85805111; fax: +86
27 85803024; e-mail: wproject@public.wh.hb.cn

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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sium bromate [19] and sodium cyclamate for the
reaction with cerium(IV) sulfate [20].

Ru(bipy)3
2+ is an extremely versatile base reac-

tant for a variety of electrogenerated CL pro-
cesses [21,22], and has also recently become a
useful CL reagent. It can be applied to determine
6-mercaptopurine [23] in alkaline medium, and to
oxalic or tartaric acids etc. [24,25] in sulfuric
medium with much higher sensitivity (the detec-
tion limit of oxalic acid is 2.7×10-8 mol l−1 [24]).
It has been shown that Ru(bipy)3

2+ is the lu-
minophor in the above system [24] and it has been
used in the sulfite–permanganate CL system to
increase the sensitivity.

This paper describes the CL properties of the
reaction between potassium permanganate and
sulfite, in which the emission intensity is greatly
enhanced by the presence of Ru(bipy)3

2+ and a
surfactant. The investigation was extended to the
determination of sulfite in sugar. The concentra-
tion of sulfite is proportional to the CL intensity
from 5.0×10−8 to 1.25×10−4 mol l−1. The
limit of detection is 2.5×10−8 mol l−1 and the
relative standard deviation is 4.9% for the 2×
10−5 mol l−1 sulfite solution in six repeated
measurements. Triethanolamine (TEA) solution is
a well-known sulfur dioxide absorbent [2,26]. We
have used TEA solution to collect sulfur dioxide
in air and determined the contents in air
successfully.

2. Experimental

2.1. Apparatus

An LKB 1251 luminometer with a Dispenser
SVD and a Dispenser controller DC (Pharmacia
LKB Biotechnology AB, Sweden) and an Epson
LX-800 printer (Seiko Epson, Japan) were used.

2.2. Reagents

All solutions were prepared from analytical-
reagent grade materials in doubly distilled water.

A 1.0×10−2 mol l−1 stock solution of sulfite
was prepared daily by dissolving 0.630 g of
sodium sulfite in water and diluting with water to
500 ml.

The stock Ru(bipy)3
2+ solutions were standard-

ized by dissolving a weighed amount of Ru(-
bipy)3Br2 (prepared in our laboratory [23]) in
water and diluting to volume. The concentration
was 4.48×10−3 g ml−1.

Fig. 1. Effect of KMnO4 concentration in 2.5×10−3 mol l−1

sulfuric acid on the emission intensity from 8.0×10−6 mol
l−1 sulfite in the presence of 1.12×10−5 g ml−1 Ru(bipy)3

2+

and 5.0×10−4 mol l−1 SDBS.

Fig. 2. Effect of H2SO4 concentration on the emission intensity
from 8.0×10−6 mol l−1 sulfite at 1.25×10−5 mol l−1

KMnO4 in the presence of 1.12×10−5 g ml−1 Ru(bipy)3
2+

and 5.0×10−4 mol l−1 SDBS.
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Table 1
Effect of different sensitizers

TPB CPBSensitizer Water SDBS Tween-20 Tween-40 Tween-80 Triton X-100 CTAB

8.5 6.6 7.0Intensity (mV) 3.8 406 11.2 8.413.3 6.6

Potassium permanganate stock solutions were
prepared by dissolving a weighed amount of
KMnO4 in water and adding a certain volume of
1.0 mol l−1 H2SO4 and diluting to volume. Work-
ing solutions were prepared by dilution of the
stock solution with 1.0 mol l−1 H2SO4 and water.

The 2.0% solutions of Tween-20, Tween-40,
Tween-80, and Triton X-100 were prepared by
dissolving 2.0 g of each in water and diluting with
water to 100 ml each.

The 1.0×10−2 mol l−1 solutions of sodium
dodecyl benzene sulfonate (SDBS), tetradecyl
pyridine bromide (TPB), cetyl pyridine bromide
(CPB), cetyl trimethyl ammonium bromide
(CTAB) were prepared by dissolving 0.348, 0.356,
0.384, 0.364 g, respectively in water and diluting
with water to 100 ml.

A 1.0% stock solution of triethanolamine
(TEA) was prepared by dissolving 1.0 g of TEA in
water and diluting with water to 100 ml.

2.3. Procedure

A 0.2 ml portion of 4.48×10−5 g ml−1 Ru(-
bipy)3

2+ and 0.2 ml 2×10−3 mol −1 SDBS and
0.2 ml sodium sulfite solution were mixed, in this
order, in sample cuvettes and then transferred
into the measuring chamber at a constant temper-
ature of 25°C. After pressing the start button, 0.2
ml of 5×10−5 mol l−1 KMnO4 (1×10−2 mol
l−1 H2SO4) was injected automatically and the
peak height was recorded. The reagent blank
(mV) was recorded using the same procedure,
except that the sodium sulfite was replaced by
doubly distilled water.

A calibration graph of emission intensity [I
(mV)] versus the sulfite concentration [C (mol
l−1)] were prepared to determine the sulfite con-
tent of the samples. A standard sample solution
was included for every five samples.

2.4. Determination of sulfite in sugar

A sample solution of sugar was prepared by
dissolving 3.42 g of sugar in water and diluting
with water to 50 ml. Then 5.0 ml of the sample
solution was transferred into a calibrated flask of
10 ml and diluted with water. The final solutions
should contain 1×10−6−5×10−5 mol l−1 of
sulfite. We then proceeded as with pure aqueous
sulfite solutions.

2.5. Determination of sulfur dioxide in air

We transferred 10 ml of 0.1% TEA into the
flasks of the air sampling apparatus and air, e.g.
from outside room, was pumped through the flask
for 2 h with a flow rate of 1.0 l min−1. Any loss
of solution due to evaporation was restored by
adding 0.1% TEA solution after the termination

Fig. 3. Effect of SDBS concentration on the emission intensity
from 8.0×10−6 mol l−1 sulfite at 1.25×10−5 mol l−1

KMnO4 in the presence of 1.12×10−5 g ml−1 Ru(bipy)3
2+

and 2.5×10−3 mol l−1 sulfuric acid.
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Table 2
The regression results of the calibration graph of sulfite in water solution and TEA solution.

rbnSolution aRange of concentraton (mol l−1)

5.348 3.133×107Water 5.0×10−8−1.25×10−6 4 0.9998
0.99975.9×107−29.0741.25×10−6−2×10−5

5 767.4 1.791×107 0.99992×10−5−1.25×10−4

1.818×1074.337 0.99955TEA 1×10−7−2.5×10−6

4.916×107 0.99992.5×10−6−1.25×10−5 4 −71.1

I=a+b*C (I, mV units; C, mol l−1 units)

of sampling. The standard solutions were pre-
pared using a 0.1% TEA solution. Spiked sam-
ples were prepared by mixing equal volume of
the standard and sample solutions. We then
proceeded as with pure aqueous sulfite solu-
tions.

3. Results and discussion

3.1. The stability of the sulfite standard solution

The sulfite solutions of same concentration
were prepared every day and preserved for de-
termination. Seven solutions prepared in 1 week
were measured. The intensity decreased along
with time increases. The decrease of intensity of
the solution prepared 1 day before was not
more than 10% compared to the solution pre-
pared freshly. It was obvious that the oxygen
content of the solution affects the stability of
sulfite solution. Therefore, the sulfite solution
was prepared daily.

3.2. Effect of the concentration of Ru(bipy)3
2+

The emission intensity increases with increas-
ing concentration of Ru(bipy)3

2+. The increase
is less at low SO3

2− concentration, but large at
high SO3

2− concentration. The background has
less change. In order to get a wide linear
range, 1.12×10−5 g ml−1 of Ru(bipy)3

2+ was
used in this study.

3.3. Effect of the concentration of KMnO4 and
sulfuric acid

The effect of the concentration of KMnO4 in
2.5×10−3 mol l−1 sulfuric acid is shown in Fig.
1. The optimum concentration for the oxidant is
1.25×10−5 mol l−1 when 8×10−6 mol l−1

sulfite, 5×10−4 mol l−1 SDBS and 1.12×10−5

g ml−1 Ru(bipy)3
2+ were used. KMnO4 is a

strong oxidant in sulfuric acid solution, and the
CL intensity was effected by the concentration of
the acid (see Fig. 2). The optimum concentration
of sulfuric acid was 2.5×10−3 mol l−1.

Table 3
Comparison of the dynamic linear range for sulfite afforded by
the proposed CL method and other reported methods

Dynamic linear rangeMethod Reference
(mol l−1)

Spectrophotometry 1.5×10−5−3.1×10−4 [1]
7.8×10−6−1.3×10−4 [2]

Potentiometry 3.9×10−4−7.8×10−3 [3]
5×10−6−0.1 [4]

2.3×10−7−3.9×10−4Coulometry [5]

GC-CL [6]3.1×10−6−1.6×10−4

HPLC-FLUOR 5×10−6−1×10−3 [7]

7.8×10−6−1.6×10−3Ion chromatography [8]

Proposed CL 5.0×10−8−1.25×10−4

method
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Table 4
Determination of sulfite in sugar

Added (×10−6 mol l−1)Sugar solution contents (×10−6 mol l−1) Recovery (%)Found (×10−6 mol l−1)

5.0 10.8190.096.1390.14 93.6
94.010.8390.09

10.6990.09 91.2
10.0 15.2290.15 90.9

15.4990.15 93.6
15.1290.15 89.9

Table 5
Determination of sulfur dioxide in air

Air solution contents (×10−6 mol l−1) Added (×10−6 mol l−1) Recovery (%)Found (×10−6 mol l−1)

2.0 97.81.9790.12 1.9490.08
1.8890.08 94.7
1.9090.08 95.7

6.0 105.44.2090.16
3.7790.16 94.6
3.8890.16 97.4

3.4. Effect of sensitizers

Eight kinds of sensitizers were investigated in
our study. They were SDBS, Tween-20, Tween-
40, Tween-80, Triton X-100, TPB, CPB, CTAB.
At least two concentrations of the surfactants
were tested. The enhancement of SDBS was much
higher than that of the rest of surfactants in each
condition. The value in Table 1 was obtained in
one concentration condition. The effect of con-
centration of SDBS in the system is shown in Fig.
3. The optimum concentration for SDBS is 5×
10−4 mol l−1.

3.5. Effect of mixing order of reagents.

The emission intensity is effected by the mixing
order of the reagents. It was shown that the
emission intensity is the greatest when Ru(-
bipy)3

2+ and SDBS were put into the cuvette at
first, and then sulfite just before the cuvette was
put into the chamber, and KMnO4 was injected
immediately. The major effect is caused by the
oxidant [23].

3.6. Calibration and detection limit

Under the recommended conditions, the cali-
bration graph was stepwise linear over the range
5.0×10−8−1.25×10−4 mol l−1 sulfite. The re-
gression results of the calibration graph was listed
in Table 2. The detection limit is 2.5×10−8 mol
l−1 (DL=3s/r), and the relative standard devia-
tion (RSD) is 4.9% for the 2×10−5 mol l−1

sulfite solution (n=6).

3.7. Comparison with other methods

Under the optimum conditions, the proposed
method allows for the determination of sulfite
with one to four orders of magnitude higher
sensitivity than other reported methods based on
various analytical techniques (see Table 3).

3.8. Effect of foreign ions

Various compounds commonly used in labo-
ratory were tested from high to low concentra-
tion. It was shown that the CL intensity was
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almost unchanged for the determination of 5×
10−5 mol l−1 sulfite when they are present in the
system. The list of ions and solvents is as follows:
2000-fold Na+; 1000-fold K+; 500-fold Ca2+;
200-fold PO4

3−; Ac−; 100-fold sucrose; 10-fold
Mn2+; Al3+; C2O4

2−; 1 mg ml−1 NH4NO3; 1 mol
l−1 F−; 0.001 mol l−1 Cu2+; 0.001 mol l−1

EDTA; 0.5% methanol; ethanol; acetonitrile.

3.9. Determination of sulfite in sugar and sulfur
dioxide in air

The method was applied to the determination
of sulfite in sugar. Standard solutions of pure
aqueous sulfite were used for the calibration line
to determine the sample solutions of sugar with
this method, because 100-fold sucrose has no
effect on the determination of 5×10−5 mol l−1

sulfite. The recoveries were good enough for prac-
tical use. The determination results are listed in
Table 4. The sulfite content in sugar is 22.7 mg
kg−1.

Several absorbing solutions have been investi-
gated for the sampling of sulfur dioxide in the air
(e.g. NaOH, Na2CO3, NaOH+citric acid etc.),
but they are not suitable for this chemilumines-
cence system.

A TEA solution is a well-known, completely
absorbing reagent for SO2 [26]. It prevents the air
oxidation of SO3

2− formed from SO2 absorbed by
it. Previously, a HgCl2�NaCl solution was used to
collect SO2 stably, however, this method required
that the HgCl2 solution must be saved after use
because it is toxic.

A TEA solution with a higher concentration
severely reduced the CL intensity of the sulfite–
permanganate solution. A 0.1% TEA solution has
less emission itself, and a smaller effect on the CL
intensity. Therefore, sulfur dioxide can be sam-
pled if air is purged through a 0.1% TEA ab-
sorbing solution. Further, the slope of the
calibration graph is constant for a given TEA
solution.

The calibration graph was stepwise linear from
1×10−7 to 1.25×10−5 mol l−1 of sulfite in the
0.1% TEA solution. The regression results of the
calibration graph were listed in Table 2. It was
used for analytical measurements of the air sam-

ples. The recoveries were good enough for practi-
cal use, and all of the determination results are
listed in Table 5. The sulfur dioxide content in air
is 10.5 mg m−3.

In conclusion, the CL reaction of Ru(bipy)3
2+-

SO3
2−-KMnO4 can be satisfactorily applied to

sensitive and reproducible determination of sulfite
in sugar and sulfur dioxide in air. Our reported
method is simple and easy. It has high sensitivity
and wide linear range compared with other meth-
ods described in the introduction.
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Abstract

The complexing properties (capacity, pH effect, breakthrough curve) of a chelating resin, containing bicine ligands,
were investigated for La(III), Nd(III), Tb(III), Th(IV) and U(VI). Trace amounts of these metal ions were
quantitatively retained on the resin and recovered by eluting with 1 M hydrochloric acid. The capacity of the resin
for La(III), Nd(III), Tb(III), Th(IV) and U(VI) was found to be 0.35, 0.40, 0.42, 0.25 and 0.38 mmol g−1,
respectively. Separation of U(VI) and Th(IV) from Ni(II), Zn(II), Co(II) and Cu(II) in a synthetic solution was
carried out. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Sorption behaviour; Bicine ligands; Chelation; Complexing

1. Introduction

Chelating resins are frequently used in analyti-
cal chemistry for preconcentration of metal ions
and their separation from interfering constituents
prior to their determination by an instrumental
method. A number of chelating resins have been
prepared by incorporating different functional
groups (e.g. ethylenediamine tetraacetic acid [1],
iminodiacetic acid [2–4], 8-hydroxyquinoline [5],
etc.) and their analytical properties investigated.

The metal binding capacity, the metal binding
strength and selectivity are important characteris-
tics of a chelating resin. A high capacity is usually

an advantage, as small amounts of chelating resin
are sufficient to concentrate metal ions from a
large sample volume, whereas strong metal bind-
ing can be disadvantageous in the elution step [6].
The selectivity of chelating resin is often related to
that of the monomeric compound corresponding
to the functional group. In our earlier communi-
cation, we have reported the synthesis of a
polystyrenedivinylbenzene (XAD-4) based chelat-
ing resin containing bicine (n,n-bis(2-hydrox-
yethyl) glycine) groups and its analytical
properties for some transition metal ions [7]. The
resin has shown greater selectivity for some metal
ions than that attainable with strongly binding
resin containing aminopolycarboxylic acid
groups. These studies are now extended to the* Corresponding author. Fax: +91 11 6862037.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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sorption behaviour of La(III), Nd(III), Tb(III),
Th(IV) and U(VI).

Rare earth elements (REEs), uranium and tho-
rium are important elements not only in industrial
applications but also in energy and environmental
problems. Trivalent REEs and thorium are
chelated by resins such as chelex-100 [8], but this
chelating resin also has an affinity for alkali and
alkaline earth elements, which limits the concen-
tration factor achievable, necessitating additional
separation steps [9,10]. Myazaki and Barnes ap-
plied a poly(dithiocarbamate) chelating resin for
concentration of some REEs and thorium, but the
elution is tedious and requires resin digestion with
strong mineral acids for quantitative elution [11].
Horvath and Barnes prepared a carboxymethy-
lated polyethylenimine–polymethylene poly-
phenylene isocyanate chelating ion-exchange resin
and applied it for concentration of transition
metals, rare earths, uranium and thorium [12].
Masi and Olsina immobilized 8-quinolinol on
Amberlite XAD-4, and used it for preconcentra-
tion of some REEs and subsequent determination
by X-ray fluorescence [13].

In this paper, we report sorption behaviour of a
XAD-4–bicine resin for thorium and uranium.
XAD-4–Bicine resin shows higher selectivity for
these elements and their separation from some
transition metal ions (Ni(II), Zn(II), Co(II) and
Cu(II)) is feasible on the resin columns.

2. Experimental

2.1. Reagents

Polystyrene divinylbenezene resin (Amberlite
XAD-4) and bicine were obtained from Fluka
(Buchs, Switzerland). The stock metal ion solu-

Fig. 2. Effect of pH on metal sorption with bicine resin.

tions were prepared by dissolving the following
metal salts: La(III)/La(NO3)3 · 6H2O, U(VI)/
UO2 ·6H2O, Th(IV)/Th(NO3)4 · 4H2O, Nd(III)/
NdCl3 ·6H2O and Tb(III)/TbCl3 ·6H2O (99.9%
purity, BDH, India). The following buffers were
used to control the pH of the solutions: hy-
drochloric acid–glycine (pH 1–3), sodium ac-
etate–acetic acid (pH 3–6), ammonium
acetate–ammonia (pH 6–8), and ammonium
chloride–ammonia (pH 8–9).

2.2. Instrumentation

A digital visible spectrophotometer (Perkin–
Elmer, Lambda 3B), A sequential inductively
coupled plasma spectrometry–Auger electron
spectrometry (ICP–AES) spectrometer (Perkin–
Elmer, P-40) and an ECIL (Hyderabad, India)
AA 4139 flame atomic absorption spectrometry
(FAAS) spectrometer for determining metal con-
centrations, an Elico (Hyderabad, India) digital
pH-meter (LI-120) for pH measurements and a
mechanical shaker with incubator (Scientific,
New Delhi, India) having a speed of 200 strokes
min−1 was used for carrying out equilibrium
studies.Fig. 1. XAD-4–Bicine resin.
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Table 1
Metal uptake capacities

Capacity (S.D.) (mmol g−1 resin)Optimum pH Poly(dithiocarbamate) resinbCPPI resinaMetal ion

0.20La(III) 6.15 0.35(0.02)
0.270.40(0.01)7.58Nd(III)
0.17Tb(III) 7.52 0.42(0.01)
0.320.64Th(IV) 6.95 0.25(0.02)

7.64 0.38(0.01)U(VI) 0.33

a From Ref. [12].
b From Ref. [11].

2.3. Preparation of XAD-4–bicine resin

Preparation and characterization of XAD-4–
bicine resin (Fig. 1) has been described in a previ-
ous paper [7].

2.4. Optimum pH of metal ion uptake

The optimum pH of metal ion uptake was
determined by batch equilibrium techniques. Ex-
cess metal ion (50 ml, 50 mg ml−1) was shaken
with 100 mg of resin for 1 h. The pH of the metal
ion solution was adjusted prior to equilibration
over a range of 2–9 with buffer solutions. After
the equilibration, the sorbed metal ions were

eluted with 1 M hydrochloric acid. The concentra-
tion of the metal ions in the solution was deter-
mined spectrophotometrically using Alizarin
Red-S [14] as the colorimetric reagent for La(III),
Nd(III) and Tb(III), Thoron [15] for Th(IV), and
dibenzoylmethane [16] for U(VI).

2.5. Resin capacity

The capacity of the resin was determined by
shaking the excess metal ions (50 ml, 100 mg
ml−1) with 50 mg resin for 6 h at optimum
sorption pH. The resin was filtered off and the
concentration of the sorbed metal ion was deter-
mined spectrophotometrically after eluting it with
1 M hydrochloric acid.

2.6. pH dependence of trace metal ion uptake

A 50 ml volume of a buffered solution contain-
ing 5 mg ml−1 of metal ion was shaken with 100
mg of resin for 1 h in a glass stoppered bottle.
The resin was filtered off and the concentration of
the sorbed metal ions was determined after eluting
with 1 M HCl (10 ml) and diluting the resultant
sample solution to 50 ml with distilled water.

2.7. Equilibrium time

To determine the time of equilibrium for the
metal under investigation, the metal ion solution
(50 ml, 10 mg ml−1) at a constant pH was sam-
pled in six bottles. These bottles were removed
from the shaker at regular intervals of time and
the concentration of the sorbed metal ions was
determined. The duplicate values agreed with a
precision of 92%.

Fig. 3. pH dependence of the uptake of trace metals: (a)
La(III), (b) Nd(III), (c) Tb(III), (d) Th(IV), (e) U(VI).
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Fig. 4. Rate of uptake of metal ions.

2.8. Effect of di6erse ions

Standard solutions of U(VI) and Th(IV) (50 ml,
10 mg ml−1) containing 100, 500, 1000 and 1500
mg ml−1 of Cu(II), Ni(II), Pb(II), Cd(II), Zn(II),
Hg(II), Mn(II), Fe(III) and Cr(III); 40000 and
50000 mg ml−1 of Na(I), K(I), Ca(II) and Mg(II);
40000 and 50000 mg ml−1 of Cl−, NO3

−,
CH3COO− and SO4

2− were analysed. The eluate
was checked for U(VI) and Th(IV) by ICP–AES
and transition metal ions by FAAS.

2.9. Concentration and separation of metal ions

The batch equilibration technique was used to
concentrate the trace metal ions. A sample solu-
tion (500 ml) containing 0.1 mg ml−1 metal ions
was adjusted at optimum pH of sorption with a
buffer solution and shaken with 100 mg of resin
for 10 min. Sorbed metal ions were eluted with 1
M HCl (10 ml) and the concentration of the metal
ions in the eluent was determined spectrophoto-
metrically.

Separation of uranium and thorium from vari-
ous transition metal ions was carried out on the
XAD-4–bicine resin. A 50 ml solution containing
uranium or thorium (20 mg ml−1) and anotherTable 2

Effect of diverse ions

Diverse ionTolerance limit
[ion]/[Th(IV)] or
[U(VI)]a

\5000 Cl−, NO3
−, SO4

2−, CH3COO−

Na(I), K(I), Ca(II), Mg(II)\4000
Cu(II), Ni(II), Co(II), Zn(II) Cd(II),100
Cr(III)

50 Fe(III), Pb(II)

a Performed at pH 4.5 (amount of Th(IV) or U(VI) taken, 10
mg ml−1).

Table 3
Preconcentration of metal ion (amount of metal ion taken, 0.1
mg ml−1)

Sample volume Metal founda (mg ml−1)Metal
(ml)

La(III) 500 4.86
Nd(III) 4.76500
Tb(III) 500 4.95

500 4.92Th(IV)
4.90500U(VI)

a Values agreed with a precision of 91%.
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Table 4
Separation of U(VI) from other metal ions performed at pH 4.5 (amount of U(VI) taken, 20 mg ml−1)

Metal ion Amount of metal added (mg ml−1) Amount of U(VI) founda (mg ml−1) Metal ion founda (mg ml−1)

9.92Ni(II) 10 19.8
10Co(II) 19.5 9.94

Zn(II) 10 20.0 9.89
Cu(II) 10 19.4 9.76

a Values agree with a precision of 91%.

Table 5
Separation of Th(IV) from other metal ions performed at pH 4.5 (amount of Th(IV) taken, 20 mg ml−1) with the batch method

Amount of Th(IV) founda (mg ml−1)Amount of metal added (mg ml−1) Metal ion founda (mg ml−1)Metal ion

10 19.7 9.89Ni(II)
10Zn(II) 20.1 10.02

Co(II) 10 19.6 9.92
10 19.6 9.97Cu(II)

a Values agreed within 91%.

metal ion was shaken with 100 mg of resin at pH
4.5. Uranium or thorium retained on the resin
was eluted with 1 M hydrochloric acid (10 ml).
The concentration of nickel, cobalt, zinc or cop-
per was determined in the effluent by AAS.

3. Results and discussion

In a preliminary experiment, the sorption be-
haviour of La, Nd, Tb, Th, and U on XAD-4–
bicine resin at different pH values was examined
by the batch method and the results are presented
in Fig. 2. Sorption begins in every case at pH
3–3.5 and a limiting value is attained near pH 6.
A slight decrease in the sorption in observed
beyond pH for most of the metal ions.

The capacity of the resin is an important factor
to determine how much resin is required to quan-
titatively remove a specific metal ion from the
solution. The capacity of each metal ion is re-
ported in Table 1 along with the standard devia-
tion (S.D.).

The theoretical value of the capacity should be
equivalent to the ligand loading which is 0.44
mmol g−1 of resin for XAD-4–bicine resin (cal-
culated from the nitrogen content). The lower

values could be due to the rigidity of the poly-
meric matrix and the inability of all bicine groups
participating in chelation due to steric restriction.

The pH dependence of trace metal ion uptake
was carried out to determine if the uptake of trace
quantities of the metal ion is possible at pH values
other than the optimum pH for chelation. The
results are shown in Fig. 3. The complete sorption
for the trace metal ions is in the region of pH
4.5–9 for La(III), 4.5–9 for Nd(III), 5–9 for
Tb(III), 4.5–9 for Th(IV) and 4.5–8.5 for U(VI).

A special feature in these breakthrough curves
is the complete sorption of these metal ions in the
pH range 4.5–5. This should enable their separa-
tion from many transition metal ions, which are
not retained at all in this pH region [7].

Interaction of the resin with the metal ion is
sufficiently rapid, allowing the resin to also be
used in a packed column. Fig. 4 shows the rate of
uptake of La(III), Th(IV) and U(VI) determined
at optimum pH of sorption. More than 90% of
the metal ion is extracted within 5 min of its
interaction with the resin. A similar behaviour is
observed for other metal ions.

The effect of diverse ions on the sorption of
U(VI) and Th(IV) by XAD-4–bicine resin was
investigated and results are shown in Table 2. The
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tolerance limit is the maximum ratio of the con-
centration of diverse ion to that of U(VI) or
Th(IV) at which the concentration of diverse ion
in the eluate (1 M HCl) is negligible and the
concentration of U(VI) or Th(IV) is the same as
taken initially.

The resin has shown a high tolerance limit for
alkali and alkaline earth metals. This is particu-
larly useful for the analysis of U(VI) and Th(IV)
in natural samples; for example, sea water, which
contains large amount of alkali and alkaline earth
metals.

Preconcentration of the metal ions on the resin
was carried out and the results are shown in Table
3. Metal ions could be enriched up to 50 times
with XAD-4–bicine resin. The chelated metal ions
can be eluted from the XAD-4–bicine with dilute
acids and the resin can be used repeatedly. In
contrast, metals can be recovered effectively from
the poly(dithiocarbamate) resin generally after the
digestion of the resin [11]. The separation of trace
amounts of uranium in the presence of diverse
metal ions was carried out by the batch method
(Table 4). Uranium is separable from nickel, cop-
per, cobalt and zinc as they are not retained on
the resin at pH 4.5. Similarly, separation of tho-
rium was carried out from binary mixtures con-
taining copper, nickel, cobalt or zinc (Table 5).

4. Conclusion

XAD-4–Bicine resin has a good potential for
enrichment of trace amounts of La, Nd, Tb, Th
and U from large sample volumes. The resin can
be applied over a wide pH range (4.5–9) for

collection of trace metals. The resin shows selec-
tivity for these metal ions over some transition
metal ions and permits their separation from the
latter. The capacity of the resin is sufficiently high
to preconcentrate more than one metal ion
simultaneously.
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Abstract

L-Ascorbic acid was found to degrade in the solid phase with discoloration under the influence of moisture in
proportion to the moisture content. This degradation pattern was different to that in solution and followed zero order
kinetics. The exclusion of air reduced the rate of reaction suggesting the degradation may proceed via an oxidative
route but no evidence was found for the presence of dehydroascorbic acid. A method was developed for the
determination of dehydroascorbic acid using an automated precolumn reduction reaction with DL-dithiothreitol. The
degradation was found to be zero order and activation energy was been measured at 37.57 kJ mol−1 by high
performance liquid chromotography (HPLC) assay and 33.30 kJ mol−1 by tristimulus colorimetry, resulting in a
12.8% difference between the two methods. Tristimulus colorimetry was more sensitive to the onset of degradation
than HPLC assay, but it is non-specific. The purpose of this study was to obtain kinetic data on the rate of
degradation of L-ascorbic acid alone under the influence of moisture and air and to identify whether tristimulus
colorimetry could be used as a rapid and non-destructive means of monitoring for the degradation of L-ascorbic acid
in the solid phase. Further studies to determine the degradation pathway and to identify the degradation products are
to be reported in subsequent papers. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: HPLC; Tristimulus colorimetry; Solid phase degradation; Ascorbic acid

1. Introduction

L-Ascorbic acid degrades in the solid phase
under the influence of moisture [1,2]. De Ritter et

al. studied the effect of silica gel on the stability of
L-ascorbic acid [3]. They found that the loss of
L-ascorbic acid was directly proportional to the
amount of unbound moisture.

In solution, the first degradation step of L-
ascorbic acid is dehydroascorbic acid. This reac-
tion is reversible and by reducing dehydroascorbic

* Corresponding author. Tel.: +44-115-9418418; fax: +44-
115-9486636; e-mail: alan.braithwaite@ntu.ac.uk.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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acid to L-ascorbic acid, the total amount of L-
ascorbic acid can be determined. The dehy-
droascorbic acid can then irreversibly degrade to
2,3-diketogulonic acid which further degrades to
produce a range of furan type products, ketoacids
and carboxylic acids [4–8]. In the solid phase,
degradation is characterized by the formation of a
brown discoloration of unknown composition.
The degree of discoloration is directly dependent
upon the amount of moisture present.

Dehydroascorbic acid is difficult to quantify
due to its instability and it is poorly retained in
reverse-phase high performance liquid chromatog-
raphy (HPLC) due to its highly polar character.
Furthermore, a detector wavelength of 210 nm
must be used due to the lack of conjugated chro-
mophoric groups with the added problem of inter-
ference from other compounds. Therefore, HPLC
assays have been developed which measure dehy-
droascorbic acid indirectly after reduction. The
L-ascorbic acid content of the sample is first mea-
sured directly, the sample is then reduced using a
mild reducing agent and the sample re-assayed for
L-ascorbic acid. Any increase in the L-ascorbic
acid content is due to dehydroascorbic acid [9–
16]. Various reagents have been used for the
reduction of dehydroascorbic acid to L-ascorbic
acid. Nagy and Degrell [9], Ziegler et al. [11], Kim
[12], Sapers et al. [14] and Okamura [16] used
DL-dithiothreitol. Graham and Annette [15] and
Nyyssönen et al. [10] used DL-homocysteine and
Dhariwal et al. [13] used 2,3-dimercapto-1-
propanol. The sample reduction procedures either
involved a lengthy manual step prior to chro-
matography or a post-column reaction [11]. The
work described in this paper was supported by an
automated reduction reaction using an automated
precolumn sample preparation system. The
method was validated for optimization of reaction
conditions, linearity, precision, sample reproduci-
bility and limit of detection.

Vemuri et al. [17] have used tristimulus col-
orimetry to measure the colour stability of L-
ascorbic acid tablets but did not confirm their
findings with an assay for L-ascorbic acid. In this
study, use was made of tristimulus colorimetry to

monitor the extent of discoloration and results
compared to those obtained by the quantitative
high performance liquid chromatography (HPLC)
of L-ascorbic acid.

2. Experimental

2.1. Sample preparation

The effect of moisture on the stability of L-
ascorbic acid was investigated at levels between 0
and 10% v/w moisture. Samples of L-ascorbic
acid, 10 g, were triturated with de-ionized water
to produce samples with moisture levels of 0.5, 1,
2, 5 and 10% v/w. A 10 g sample containing no
added moisture was used as a control. The sam-
ples were placed in Pierce Reactivials and sealed
with a Teflon coated septum and screw cap. Sam-
ples with 5 and 10% v/w moisture were also
placed on storage under an atmosphere of nitro-
gen to exclude oxygen. The samples were placed
on storage at 50°C and additional samples con-
taining 5% v/w moisture were stored at 15, 30 and
60°C, respectively. The samples were analyzed
when prepared again after 7, 14, 28 and 42 days
storage. After removal from storage, the samples
were allowed to equilibriate to ambient tempera-
ture and �500 mg were rapidly sampled into
small sample vials, sealed and analyzed immedi-
ately to prevent changes in moisture content. The
bulk material was returned to storage. Those
stored under nitrogen were sampled under nitro-
gen into sample tubes flushed with nitrogen. The
reaction vials were thoroughly purged with nitro-
gen before being replaced on storage.

2.2. Analysis

Samples were analyzed for total ascorbic acid
(the sum of the oxidized and reduced forms of
L-ascorbic acid, i.e. dehydroascorbic acid and L-
ascorbic acid), L-ascorbic acid and colour change
using tristimulus colorimetry.

Reagents: L-ascorbic acid, metaphosphoric acid
(1% w/v aqueous), trifluoroacetic acid (0.1% v/v
aqueous, pH 2.7), bromine solution (3% v/v
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aqueous), tri-sodium orthophosphate, dodecahy-
drate, sodium dihydrogen orthophosphate, dihy-
drate, DL-dithiothreitol.

All reagents were purchased from Fisher Scien-
tific UK, Loughborough.

2.2.1. Reducing reagent
The precolumn reducing reagent was prepared

[11] by dissolving 1.135 g trisodium orthophos-
phate dodecahydrate, 0.665 g sodium dihydrogen
orthophosphate dihydrate and 15 mg DL-dithio-
threitol in 50 ml deionized water to produce a
solution buffered at pH 7.6.

2.2.2. Equipment
Hewlett Packard HP1090M HPLC with diode

array detection and ChemStation fitted with the
Hewlett Packard micro oven and controller, part
numbers 79848-66901 and 79848-66902.

Lichrospher 100 RP C18e (25×0.46 cm, 5 mm)
column (Merck)

2.2.3. Procedure for precolumn sample
preparation

A 2.5 ml aliquot of reagent solution was drawn
into a heated capillary tube followed by a 5 ml
aliquot of sample solution and finally another 2.5
ml aliquot of reagent solution. Once in the heated
capillary tube, the solutions were mixed together
by cycling backwards and forwards ten times.
After heating for 1 min, the entire volume was
injected onto the chromatographic column. The
method was validated for optimization of reaction
conditions, linearity, precision, sample reproduci-
bility and limit of detection.

2.2.4. Assay for total L-ascorbic acid and
dehydroascorbic acid

Approximately 100 mg of each sample was
accurately weighed into a series of 100 ml volu-
metric flasks and dissolved in 1% w/v aqueous
metaphosphoric acid solution to produce 1 mg
ml−1 sample solutions. These solutions were di-
luted five-fold with 1% w/v aqueous metaphos-
phoric acid solution to produce 0.2 mg ml−1

L-ascorbic acid solutions for quantitative analysis.
A 10 ml aliquot of each of the 0.2 mg ml−1

solutions was chromatographed isocratically in

duplicate using reverse-phase HPLC with UV de-
tection at 245 nm. The sample solutions were
assayed initially for total L-ascorbic acid (dehy-
droascorbic acid and L-ascorbic acid) using the
automated precolumn sample preparation system
and then for L-ascorbic acid only against an exter-
nal standard solution of 0.2 mg ml−1 L-ascorbic
acid in 1% w/v aqueous metaphosphoric acid
solution.

Once prepared, the L-ascorbic acid standard
solution is stable for at least 12 h at room temper-
ature with 99.95% w/w still remaining. The stan-
dard solid L-ascorbic acid can be stored at room
temperature and is best replaced with fresh mate-
rial after 12 months.

Chromatography was achieved on a Lichro-
spher 100 RP 18e, 25×0.46 cm, 5 mm column at
40°C using a mobile phase of 0.1% v/v aqueous
solution of trifluoroacetic acid, pH 2.7, at a flow
rate of 1.5 ml min−1. Detection was carried out at
245 nm and the run time totalled 4 min.

2.2.5. Assay for L-ascorbic acid
Chromatography conditions were identical to

those used for total L-ascorbic acid except the
automated precolumn sample preparation system
was bypassed and 5 ml aliquots of the same
sample and standard solutions were chro-
matographed. Using a mobile phase of 0.1% v/v
aqueous solution of trifluoroacetic acid, pH 2.7,
the dissociation of L-ascorbic acid was completely
suppressed and maximum column retention was
obtained without the use of ion-pair reagents. A
retention time of �1.0 and 2.2 min was obtained
for DL-dithiothreitol and L-ascorbic acid, respec-
tively with the L-ascorbic acid eluting as a sharp
symmetrical peak (Fig. 1).

2.3. Colour (tristimulus colorimetry)

Tristimulus colorimetry was used in the reflec-
tance mode and colour measurements taken using
the L*a*b* scale [17].

2.3.1. Reagents/apparatus
Trivector Tristimulus colorimeter, model

CL6000, fitted with reflectance head, sample cup,
diameter 10 mm and 10 mm deep.
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Fig. 1. Typical sample chromatogram for total L-ascorbic acid on a Lichrospher 100RP 18e column and 0.1% v/v aqueous solution
of trifluoroacetic acid, isocratic.

2.3.2. Colour measurement
Approximately 100 mg of each sample was

pressed into a sample cup and colour readings
were taken using the reflectance head. Four read-
ings were taken from each sample by rotating the
cup through 90° between each reading. The mean
of four values was recorded. The readings were
recorded as L*a*b* values and calculated as
colour differences DE*ab. The visual appearance
and colour of each sample was also noted.

3. Results and discussion

3.1. Assay for L-ascorbic acid and
dehydroascorbic acid

In order to determine the recovery of the reac-
tion, a 50 ml aliquot of a 0.2 mg ml−1 standard
L-ascorbic acid solution in 1% w/v metaphospho-
ric acid was mixed with 0.5 ml of bromine solu-
tion, 3% v/v aqueous. The addition of the
bromine solution caused partial oxidation of the
L-ascorbic acid solution to dehydroascorbic acid
with �74% w/w L-ascorbic acid remaining.

An unoxidized aliquot of the standard solution
was retained as a control solution. The solutions

were assayed for both L-ascorbic acid only and
for total L-ascorbic acid using the DL-dithiothrei-
tol reagent to reduce the dehydroascorbic acid
formed on oxidation back to L-ascorbic acid.
Fixing the reaction temperature at 50°C, a tem-
perature \45°C is required for complete conver-
sion within 1 min [11]. The reaction time and
number of mixes were optimized. After mixing for
ten cycles, a reaction time of 60 s was found to
give a mean recovery of 98.7% (Fig. 2). Statistical
analysis for n=6 gave a relative SD of 0.57%,
range 98.2–99.2%; see Ziegler et al. [11] who
obtained a range 95–99%, and a mean of 96.7%
working with a post-column derivation.

The reaction time, temperature and number of
mixes were optimized by reacting replicate
aliquots of the solution of L-ascorbic acid par-
tially oxidized with bromine solution. Unaccept-
ably low recoveries were obtained with six mixing
cycles. After mixing for ten cycles, a reaction time
of 60 s at 50°C was found to give a recovery of
98.7% (Table 1). There was no advantage in using
a higher reaction temperature, i.e. 60°C where a
similar recovery to that at 50°C was recorded.

Precision of the procedure using the precolumn
derivatisation unit was measured using both un-
oxidized and the bromine oxidized L-ascorbic acid
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Fig. 2. Conversion of dehydroascorbic acid to L-ascorbic acid at 50°C and ten mixing cycles after reduction with dithiothreitol.

solution. The repeatability of injection was deter-
mined using six replicate injections of standard
L-ascorbic acid solution, 0.2 mg ml−1 concentra-
tion. Relative standard deviation (RSD) was
0.10% when a standard unoxidized solution was
chromatographed via the automated precolumn
sample preparation system, 0.23% bypassing the
system and 0.57% when the partially oxidized
standard solution was chromatographed via the
system. Assaying aliquots of dehydroascorbic acid
and L-ascorbic acid solutions, 0.2 mg ml−1 in 1%
w/v aqueous metaphosphoric acid gave a RSD of
2.31 and 1.05%, respectively.

Linearity was demonstrated by reacting
aliquots of dehydroascorbic acid solution in 1%
w/v aqueous metaphosphoric acid, equivalent to
0–0.5 mg ml−1, using the automated precolumn
sample preparation system. The resulting calibra-
tion graph was linear between 1.5 and 0.5 mg
ml−1 using diode array detection with a correla-
tion coefficient of 0.9982. The limit of detection,
taken as that solution concentration which pro-
duced a sample peak height which was three times
baseline noise, was determined at 500 ng/ml and
the absolute limit 5 ng. The linearity range and
limit of detection for L-ascorbic acid only was
identical to that of dehydroascorbic acid with a
correlation coefficient of 0.9997. After �1000
injections, the performance of the column was
undiminished with respect to peak tailing and
resolution.

3.1.1. Sample analysis
Samples were freshly prepared and analyzed in

small batches for total L-ascorbic acid in order to
minimize the loss of dehydroascorbic acid as it is
unstable in solution for extended periods of time.

Variation in assay results for both total L-
ascorbic acid and L-ascorbic acid only were al-

Table 1
Optimization of reaction conditions for the reduction of dehy-
droascorbic acid with dithiothreitol using the Hewlett Packard
precolumn reaction system

Reaction parameters (mixing Recovery (%
w/w)cycles/time, s/temperature, °C)

6/30/50 81.07
6/120/50 85.88
10/30/50 95.20

98.7310/60/50
10/120/50 97.21

98.7410/60/60
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Fig. 3. Effect on stability of excluding air from moist L-ascorbic acid.

most without exception within 91% of each
other and were not consistently higher for total
L-ascorbic acid. Due to the close agreement be-
tween the two assays (mean of duplicate injections
of duplicate weights) and the inconsistent higher
L-ascorbic acid assay, it was concluded there was
no evidence for the presence of dehydroascorbic
acid (Table 2). No dehydroascorbic acid was de-
tected in the standard L-ascorbic acid reference
material.

The presence of air and moisture was found to
accelerate the degradation of L-ascorbic acid as
assayed by HPLC (Fig. 3). Furthermore, the rate
of degradation also increased with increasing
moisture content and elevated temperatures (Fig.
4), as shown by the slopes of the plots, HPLC
assay (Table 3).

From the slopes of the plots of total L-ascorbic
acid against time, the rate constant, k, for each
condition was calculated (Table 3). Since the plots
were linear, the order of reaction was of zero

order. A plot of ln k against 1/T for the 5% v/w
moisture samples stored at 15, 30, 50 and 60°C
gave a straight line plot, R2=0.9652, and the
activation energy was calculated at 37.57 kJ
mol−1.

3.2. Colour (tristimulus colorimetry)

Colour differences, DE*ab for the sample were
calculated and plotted against time to obtain rate
constants (Table 2). Rate constants compared to
quantitative HPLC assay were consistently higher,
possibly due to interferences from side reactions
producing other coloured compounds. A plot of
ln k against 1/T for the 5% v/w moisture stressed
samples stored at 15, 30, 50 and 60°C gave a
straight line plot, R2=0.9992, and the activation
energy was calculated at 33.30 kJ mol−1. This
value was slightly lower than that obtained by
quantitative HPLC assay.



A.B. Shephard et al. / Talanta 48 (1999) 585–593 591

T
ab

le
2

M
ea

n
of

du
pl

ic
at

e
as

sa
y

re
su

lt
s

fo
r

to
ta

l
L

-a
sc

or
bi

c
ac

id
an

d
L

-a
sc

or
bi

c
ac

id
on

ly
(A

A
)

fo
r

m
oi

st
ur

e
st

re
ss

ed
L

-a
sc

or
bi

c
ac

id
st

or
ed

at
50

°C

D
ay

s
st

or
ag

e
0%

m
oi

st
ur

e
(a

ir
ex

-
10

%
m

oi
st

ur
e

(N
2

at
m

o-
1%

m
oi

st
ur

e
(a

ir
pr

es
en

t)
2%

m
oi

st
ur

e
(a

ir
pr

es
en

t)
5%

m
oi

st
ur

e
(a

ir
10

%
m

oi
st

ur
e

(a
ir

pr
es

en
t)

5%
m

oi
st

ur
e

(N
2

at
m

o-
pr

es
en

t)
sp

he
re

)
sp

he
re

)
cl

ud
ed

)

T
ot

al
A

A
T

ot
al

A
A

T
ot

al
A

A
T

ot
al

A
A

T
ot

al
A

A
T

ot
al

A
A

T
ot

al
A

A

10
0.

65
10

0.
36

10
0.

97
10

1.
06

10
0.

91
10

0.
61

7
10

0.
46

99
.6

2
10

0.
70

10
1.

63
10

1.
10

10
0.

94
10

0.
73

10
0.

57
99

.8
1

10
0.

11
99

.4
8

10
0.

71
10

0.
33

10
1.

14
99

.0
0

14
98

.9
0

10
1.

08
10

1.
41

99
.3

6
10

0.
03

10
0.

08
10

1.
01

99
.3

8
10

0.
62

97
.2

9
99

.5
6

97
.5

6
96

.8
7

95
.5

2
28

96
.6

0
10

1.
65

99
.2

1
93

.7
7

91
.8

5
95

.7
0

96
.7

6
10

0.
70

10
0.

28
96

.5
0

97
.5

7
95

.0
0

94
.0

0
90

.9
9

42
90

.1
0

96
.2

8
96

.1
1

81
.0

2
80

.0
0

95
.6

8
95

.5
2



A.B. Shephard et al. / Talanta 48 (1999) 585–593592

Fig. 4. Effect of moisture on the stability of L-ascorbic acid at 50°C.

3.2.1. Appearance of samples
Samples were visually assessed for colour and

rated using a numerical scale from 1 to 5 (Table
3). The control sample, B0.1% w/w moisture,
remained unchanged throughout the study. The
5% v/w sample stored at 15°C and under nitrogen
discoloured the least with the others turning a
brown or dark brown colour with time. Again,
this demonstrates the importance of excluding
oxygen (and air) from L-ascorbic acid on storage.
The sample stored at 60°C rapidly discoloured
and turned a very dark brown colour after 14
days and further darkening was difficult to quan-
tify visually.

4. Conclusion

L-ascorbic acid was found to degrade in the
solid phase in the presence of moisture alone, the
rate of degradation being reduced if air was ex-

cluded. The degradation was found to cause
severe discoloration, the rate of which could be
monitored by both tristimulus colorimetry and
HPLC albeit with somewhat different results, tris-
timulus colorimetry consistantly producing higher
values. This was believed to be due to HPLC
being specific for L-ascorbic acid whereas tristimu-
lus colorimetry measured the total degradation
leading to discoloration. The reaction was found
to be of zero-order. Rate constants and the acti-
vation energy were determined for L-ascorbic acid
stressed with moisture by quantitative HPLC and
tristimulus colorimetry and were found to com-
pare favourably with values quoted by other
workers [17,18]. Tristimulus colorimetry was
found to be more sensitive to the onset of degra-
dation, as shown by discoloration of the samples,
than HPLC assay. Slightly discolored samples did
not assay significantly lower than undegraded
standard L-ascorbic acid. Severely discolored sam-
ples had the appearance of carbon but still as-
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Table 3
Reaction constant, k (five points per plot, two repetitions) for moisture stressed L-ascorbic acid and visual assessment of sample
colour changea

Technique/rate Storage time (days)Storage condition (moisture, % v/w, temperature)

14 28HPLC/day (R2) L*a*b*/day (R2) 7 42

1 1 10%, 50°C 1– –
3 41%, 50°C 0.1141 (0.8705) 0.5768 (0.6881) 52
3 4– 0.1556 (0.8700) 0.6684 (0.6508) 2 5

43 55%, under air, 50°C 30.2281 (0.9421) 0.6412 (0.6685)
2 3 3 35%, under N2, 50°C 0.0659 (0.9568) 0.2994 (0.8518)

4 510%, under air, 50°C 0.4694 (0.8523) 0.6869 (0.6202) 3 5
33 410%, under N2, 50°C 20.1584 (0.8254) 0.5541 (0.6799)

2 25%, 15°C 0.0298 (0.8706) 0.1290 (0.5886) 32
3 35%, 30°C 0.0524 (0.9231) 0.2725 (0.9768) 2 4

43 55%, 50°C 20.2281 (0.9421) 0.6412 (0.6685)
4 5 5 55%, 60°C 0.3238 (0.9863) 0.9387 (0.7505)

a Key: 1, white; 2, pale straw; 3, yellow; 4, brown; 5, dark brown.

sayed at 80% L-ascorbic acid. Tristimulus col-
orimetry was not as successful in differentiating
between these severely discolored samples and
HPLC assay was the preferred mode of assay for
these samples.

The exclusion of air reduced the rate of reac-
tion, inferring that degradation occurred via an
oxidative route although no conclusive evidence
was found for the presence of dehydroascorbic
acid. It is conceivable that dehydroascorbic acid is
formed but rapidly degrades even further as soon
as it is formed.

By excluding air and moisture from L-ascorbic
acid solid dose formulations on storage, the shelf-
life of the product would be extended and the
appearance of the product improved.

An automated and rapid precolumn reduction
reaction was developed for the determination of
total L-ascorbic acid (L-ascorbic acid and dehy-
droascorbic acid). A reaction time of only 60 s at
50°C was required for the reduction of dehy-
droascorbic acid to L-ascorbic acid.
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Abstract

The influence of moisture in the presence and absence of air on the solid state degradation of L-ascorbic acid has
been investigated previously [1]. Reaction kinetics were studied using tristimulus colorimetry and a quantitative high
performance liquid chromatographic assay for both total L-ascorbic acid and dehydroascorbic acid. The degradation
gave rise to a discolouration of the samples, the most severely degraded samples were almost black in appearance
although over 68% w/w of the L-ascorbic acid remained. The samples were analyzed for the presence of carbonyl
compounds, furan related compounds, compounds responsible for the discolouration and evolution of carbon
dioxide. No 2,4-dinitrophenylhydrazine (2,4-DNP) derivatives of carbonyl compounds or furan related compounds
were detected by HPLC. An HPLC screening procedure was developed which was used to monitor for compounds
responsible for the discolouration, at least eight unknown compounds were resolved and a relative response factor of
5.47 was assigned to them with respect to L-ascorbic acid at 280 nm. One mole of carbon dioxide was evolved per
mole of L-ascorbic acid. This paper describes the investigation into the identity of the degradation products. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Ascorbic acid; HPLC; Analysis; Solid phase degradation

1. Introduction

L-Ascorbic acid degrades in the solid phase
under the influence of moisture [1–3]. De Ritter
and co-workers studied the effect of silica gel on
the stability of L-ascorbic acid [4]. They found

that the loss of L-ascorbic acid was directly pro-
portional to the amount of unbound moisture.
The degradation is believed to follow a different
pathway to that in solution and manifests itself as
a discolouration from white to a dark brown
colour. The degree of discolouration being di-
rectly dependent upon the amount of moisture
present [1]. The appearance of this discolouration
occurs before any noticeable decrease in purity as

* Corresponding author. Tel.: +44-115-941-8418; fax: +
44-115-948-6636; e-mail: Alan.Braithwaite@ntu.ac.uk.
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measured by chemical or chromatographic means.
A chromatographic method was developed to de-
tect both the early stages of solid state degrada-
tion, as shown by a light brown discolouration,
and for gross degradation as shown by an ex-
tremely dark brown discolouration.

Previous workers [5,6] have shown the effect of
tablet lubricant and glidants on the stability of
L-ascorbic acid in the solid phase but did not
investigate the route of the degradation process or
products formed. In solution the first degradation
stage of L-ascorbic acid is the formation of dehy-
droascorbic acid. Von Euler and Hasselquist
found that by heating L-ascorbic acid with 1 M
sodium hydroxide solution at 100°C under an
atmosphere of nitrogen the lactone ring opened
[7]. By heating L-ascorbic acid solutions at differ-
ent pH values below 5.5 under anaerobic condi-
tions Finholt and co-workers demonstrated that
carbon dioxide, furfural and xylose were formed
[8]. It is feasible that carbon dioxide and other
volatile compounds may be evolved during solid
phase degradation.

The isolation of ten furan type compounds, two
lactones, three acids and 3-hydroxy-2-pyrone was
reported by Tatum, Shaw and Berry when L-
ascorbic acid was heated in aqueous solution [9].
Coggiola found 2,5-dihydro-2-furoic acid to be a
product of the anaerobic degradation of L-ascor-
bic acid in aqueous solution at 100°C [10]. In
order to determine whether furan type com-
pounds are a product of the solid phase degrada-
tion of L-ascorbic acid a HPLC screening process
was developed for this investigation capable of
resolving furan and related compounds that have
previously been identified as degradation products
of solution chemistry. Löwendahl and Petersson
have investigated the degradation pathway of L-
ascorbic acid in neutral and alkaline aqueous
solution [11] and found that dehydroascorbic acid
converts to 2-(threo-1, 2, 3-trihydroxy-propyl)
tartronic acid. Niemelä [12] used GC/MS to de-
tect over 50 compounds, of which 32 carboxylic
acids could be identified during oxidative and
non-oxidative alkali-catalysed degradation.
Deutsch et al. [13] used GC-MS to determine the
products and routes of the oxidation of L-ascorbic
acid in aqueous solution using different oxidants.

They found different oxidation conditions lead to
different oxidation products.

Unknown polyketone compounds are suspected
to be responsible for the brown discolouration
found in degraded L-ascorbic acid. In addition
aldehydes such as furfural and ketones such as
2,3-diketogulonic acid are known degradation
products. The use of an acidic solution of 2,4-
dinitrophenylhydrazine (2,4-DNP) as the deriva-
tizing agent for carbonyl groups is well known
[14,15]. The resulting 2,4-dinitrophenylhydrazones
can be separated by reverse-phase HPLC using
either methanol/water [16,17] or acetonitrile/water
gradients [18–21]. Using this reagent successful
separations of aliphatic C1–C12 aldehydes
[16,17,19–25,27], C3–C11 ketones [16,17,22–27]
and ketoacids [18,22,28,29] containing one or two
oxo groups have been described.

The purpose of this study was to monitor any
degradation products formed during storage. A
further paper, to be published at a later date will
describe the isolation and identification of the
degradation products responsible for the brown
discolouration and their chemical characteriza-
tion.

2. Experimental

2.1. Methods

2.1.1. Sample preparation
The sample preparation was described previ-

ously [1]. Samples were solid L-ascorbic acid con-
taining various moisture levels ranging from 0 to
10% w/w stored at temperatures of 15, 30, 50 and
60°C for 0, 7, 14, 28 and 42 days.

2.1.2. Analysis
Samples were analyzed for potential L-ascorbic

acid degradation products i.e. carbonyl com-
pounds; furan related compounds; coloured com-
pounds; evolution of gases/volatile compounds.

2.2. Reagents

L-ascorbic acid, metaphosphoric acid, trifl-
uoroacetic acid (TFA) solution (0.1% v/v
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aqueous, pH 2.7), acetonitrile, 2,4-DNP, ethanol,
2-propanol, dehydroascorbic acid (DHAA). All
reagents except DHAA were of analytical grade
and purchased from Fisher Scientific UK, Lough-
borough, England. DHAA was obtained from
Sigma-Aldrich, Poole, England.

2.3. Equipment

Hewlett Packard HP1090M HPLC with diode
array detection and ChemStation. Lichrospher
100 RP C18e (25×0.46 cm, 5 mm) column
(Merck). Hewlett Packard 5890 GC fitted with a
Carbowax 20M WCOT capillary column (30 m×
0.22 mm, 0.15 mm film) and a HP Ultra 1 FSOT
(12 m×0.2 mm, thick film) and FID detector for
the determination of volatile compounds.

Carlo Erba HRGC Mega 2 fitted with a GS-Q
megabore fused silica column (30 m×0.53 mm,
thick film) and thermal conductivity detector for
the determination of carbon dioxide.

2.3.1. Carbonyl compounds
Any carbonyl compounds formed during the

degradation of L-ascorbic acid were converted
into their 2,4-dinitrophenylhydrazones and were
separated by reverse-phase HPLC using a water-
acetonitrile gradient.

2.4. Deri6atizing reagent/conditions

The reagent was prepared as a solution of 5 g
2,4-DNP in 60 ml metaphosphoric acid, 85%, and
40 ml ethanol. Initially the reagent was prepared
as a solution of 5 g 2,4-DNP in 60 ml orthophos-
phoric acid, 85%, and 40 ml ethanol [30] but
metaphosphoric acid was substituted for or-
thophosphoric acid after a study was found to
increase the stability of L-ascorbic acid during the
derivatization.

Reaction time and conditions initially investi-
gated were those used for the determination of
L-ascorbic acid by reaction with 2,4-DNP [31]
where any L-ascorbic acid is oxidized to DHAA
and then reacted at 37°C for 3 h with 2,4-DNP to
form the osazone. The method described in this
paper was developed not to oxidize the L-ascorbic
acid to DHAA during the reaction yet still react
with any carbonyl compounds present. Using
solid phase degraded samples of L-ascorbic acid it
was found that reaction conditions of heating at
50°C for 3 h were required for complete deriva-
tization of potential degradation products as mea-
sured by conversion yields. The method was
optimized to prevent the degradation of L-ascor-
bic acid during the derivatization step. The stabil-

Fig. 1. Carbonyl standards mixture derivatized with 2,4-DNP: peak 1, threonic acid; 2, oxalic acid; 3 and 4, tartaric acid; 5, glyceric
acid; 6, 2-ketogulonic acid; 7, glycolic acid; 8, formic acid; 9, acetic acid; 10, reagent; 11–14, glyoxilic acid; 15–18, glyoxal; 19,
glyceraldehyde; 20, 2(5H)-furanone; 21, 2-furfural; 22, 2,3-diketogulonic acid.
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Fig. 2. Mixed furans and furan-type compounds at 280, 245, and 220 nm detector wavelength. Peaks: 1, L-ascorbic acid; 2, 2 (5H)
furanone; 3, 2,5-dihydrofuran; 4, 2,3-dihydrofuran; 5, g-butyrolactone; 6, furfuryl alcohol; 7, furfural; 8, 2-furoic acid; 9, furoin; 10,
2-acetylfuran; 11, furil.

ity of L-ascorbic acid under these reaction condi-
tions was therefore studied by reacting 50 mg
samples of pure L-ascorbic acid for 1, 2 and 3 h at
50°C to obtain the shortest practical reaction
time. Samples were weighed into a series of Pierce
Reactivials and dissolved in 5 ml 1% w/v aqueous
metaphosphoric acid solution. The reagent, 1 ml,
was added and the solutions mixed. The vials
were then heated to the prescribed temperatures
and times after which they were removed and
sufficient acetonitrile added to dissolve any pre-
cipitate. The contents of the vials were quantita-
tively transferred to 25 ml volumetric flasks and
the volume adjusted to 25 ml with the addition of
water and mixed well. Reaction solutions were
quantified for remaining L-ascorbic acid against
an external standard using conditions described in
Paper 1.

The stabilizing effect of metaphosphoric acid
was also investigated to determine whether the
reaction could be stabilized better at 50°C.
Metaphosphoric acid is known to stabilize L-

ascorbic acid in solution [32]. The stability of
L-ascorbic acid in 2,4-DNP reagent solutions
made with 5% w/v 2,4-DNP in metaphosphoric
and orthophosphoric acid/solvent mixtures was
investigated. All reactions were conducted at 50°C
for 3 h.

2.5. Sample preparation/deri6atization

The sample, 50 mg, was weighed into a Pierce
Reactivial and dissolved in 1% w/v aqueous
metaphosphoric acid solution, 10 ml, the reagent
added, 1 ml, and mixed thoroughly. The vial was
heated at 50°C for 3 h then cooled to room
temperature. Any precipitate was dissolved by the
addition of the minimum volume of acetonitrile,
typically 10 ml, and the solution quantitatively
transferred to a 25 ml volumetric flask then di-
luted to volume with deionized water and thor-
oughly mixed. A 5 ml aliquot was
chromatographed on a Lichrospher RP 100 18e,
25×0.46 cm, 5mm column at 40°C using linear
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Table 1
Stability of L-ascorbic acid, % w/w, reacted with 2,4-DNP
reagent made with orthophosphoric acid

Reaction time (h) 37°C 50°C

98.799.81
2 99.6 98.2

97.73 98.0

Table 2
Comparison of stability of L-ascorbic acid after reaction for 3
h at 50°C with different 2,4-DNP reagent formulations

Reagent L-ascorbic acid
remaining (%) n=4

97.06:4 orthophosphoric acid
(85%)/ethanol

95.96:4 orthophosphoric acid
(85%)/acetonitrile

6:4 metaphosphoric acid 99.1
(50%)/ethanol

98.16:4 metaphosphoric acid
(50%)/acetonitrile

pH 2.7, at a flow rate of 1.5 ml min−1. Detection
was carried out at 245 and 350 nm and the run
time was 20 min.

In preliminary experiments the chromato-
graphic system was optimized by using a standard
mixture of potential carbonyl degradation prod-
ucts of L-ascorbic acid derivatized with 2,4-DNP
reagent. A typical mixed standard chromatogram
is shown in Fig. 1. The method was validated for
reaction time, linearity, recovery of DHAA and
limits of detection and quantification.

The reaction time was studied using a freshly
prepared solution of DHAA. A 3 ml aliquot of a
stock solution of DHAA equivalent to 1.5 mg was
pipetted into a series of Pierce Reactivials and
diluted with 10 ml of a 1% w/v aqueous
metaphosphoric acid solution. The reagent, 1 ml,
was added and the vials stoppered and heated at
50°C for pre-determined times. After reacting
each vial was cooled and taken through the sam-
ple procedure. Aliquots from each flask were
chromatographed in duplicate using the condi-
tions previously described. The level of DHAA
osazone was determined by assaying against an
external standard solution of authentic material
equivalent to a 100% conversion of 1.5 mg
DHAA.

gradient elution over 20 min from 24% v/v ace-
tonitrile to 64% v/v acetonitrile acidified with
0.1% v/v aqueous solution of trifluoroacetic acid,

Fig. 3. Reaction time for reaction at 50°C of 2,4-DNP reagent with DHAA.
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A calibration graph was constructed between 0
to 0.2 mg ml−1 DHAA by reacting, at 50°C for 3
h, a series of DHAA solutions with the reagent
using the procedure described above. Duplicate
injections of each solution were chromatographed
and mean areas plotted against concentration.

Precision of the derivatization procedure was
measured by taking six replicate aliquots of
DHAA solution equivalent to 1.5 mg DHAA
through the procedure and calculating the relative
standard deviation of the osazone peak area.

Recovery of DHAA from L-ascorbic acid was
determined by spiking six replicate 10 ml aliquots
of L-ascorbic acid solution, equivalent to 50 mg
L-ascorbic acid, with a DHAA solution equivalent
to 1 mg DHAA. The spiked solutions were taken
through the sample preparation procedure and
recoveries calculated against a standard solution
of DHAA equivalent to 1 mg DHAA taken
through the same procedure.

The limit of detection (LOD) is defined as the
smallest signal that can be confidently judged to
be due to the analyte and not noise, typically this
is taken as a signal to noise ratio of 3:1. The LOD
was determined by taking low concentrations (0–
0.02 mg ml−1) of DHAA through the sample
preparation procedure and then chromatograph-
ing the resultant solutions. The peak height due to
the DHAA osazone was measured and compared
against the background noise. Similarly the limit
of quantification (LOQ) is defined as the smallest
signal that can be measured with acceptable accu-
racy, typically this is taken as a signal to noise
ratio of 10:1. The LOQ was determined alongside
the LOD using the same solutions.

2.5.1. Furan related compounds
Approximately 100 mg of each sample was

accurately weighed into a series of 100 ml volu-
metric flasks and dissolved in 1% w/v aqueous
metaphosphoric acid solution to produce 1 mg
ml−1 sample solutions. A 5 ml aliquot of each
solution was chromatographed on a Lichrospher
RP 100 18e, 25×0.46 cm, 5mm column at 40°C
using linear gradient elution over 40 min from 0%
v/v acetonitrile to 40% v/v acetonitrile acidified
with 0.1% v/v aqueous solution of trifluoroacetic
acid, pH 2.7, at a flow rate of 1.0 ml min−1.

Detection was carried out at 220, 245 and 280 nm
and the run time was 40 min.

The gradient was optimized by using a standard
mixture of potential furan and furan type degra-
dation products of L-ascorbic acid. The detection
limit was found to be 0.02 mg ml−1 for furfural at
280 nm. Fig. 2 illustrates a standard chro-
matogram with L-ascorbic acid at a concentration
of 1 mg ml−1.

2.5.2. Coloured compounds
Approximately 50 mg sample was accurately

weighed into a 10 ml volumetric flask and dis-
solved in 10 ml 1% w/v metaphosphoric acid. A
10 ml aliquot was chromatographed on a Lichro-
spher RP 100 18e, 25×0.46 cm, 5mm column at
40°C using linear gradient elution over 5 min
from 0% v/v 2-propanol to 40% v/v 2-propanol,
aqueous at a flow rate of 1.0 ml min−1. Detection
was carried out at 245 and 280 nm and the run
time was 15 min.

These conditions were developed using a
severely degraded sample of L-ascorbic acid i.e.
one with 10% w/w moisture stored at 60°C for 42
days. This sample was extremely dark brown in
colour yet still assayed at 80% w/w L-ascorbic
acid. This sample was dissolved in 1% w/v
metaphosphoric acid at a concentration of 0.5 mg
ml−1 and chromatographed. A solvent optimiza-
tion software program, Hipac G, was used to
resolve the mixture using reverse phase C8 and
C18 stationary phases. Linear gradient elution
using both neutral and acidic mobile phases con-
taining water as mobile phase ‘A’ and methanol,
2-propanol, acetonitrile or tetrahydrofuran as mo-
bile phase ‘B’ were studied. Two different gradient
elutions were made per solvent system, typically
one from 0% ‘B’ to 100% ‘B’ over 60 min and a
quicker gradient using the same solvents. The
software then used peak retention times to opti-
mize the solvent composition to resolve the great-
est number of peaks.

2.5.3. E6olution of gases/6olatile compounds
Samples of L-ascorbic acid were triturated with

water to produce samples at 5% v/w water. The
samples were placed in Pierce Reactivials and
each vial sealed with a PTFE septum and screw
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Fig. 4. Typical sample chromatogram after reaction with 2,4-DNP reagent at 50°C for 3 h.

cap. The vials were weighed and placed on storage
at 60°C for 42 days. After removal from storage
and equilibriation to room temperature the vials
were connected to a manometer and the volume of
gas produced on storage measured. A 100 ml aliquot
of the head space above the samples was sampled
using a gas syringe and chromatographed on a
GS-Q, 30 m×0.538 mm column at 30°C with a
thermal conductivity detector at 200°C. After re-
lease of pressure the vials were re-weighed in order
to determine the weight loss on storage. A calibra-

tion graph was constructed for carbon dioxide and
found to be linear over the range 0.045–4.5 mmol.

3. Results and discussion

3.1. Carbonyl compounds

When reacted with the reagent made with or-
thophosphoric acid the L-ascorbic acid was found
to be stable for up to 2 h at 37°C, Table 1.
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The use of metaphosphoric acid instead of or-
thophosphoric acid and an alternative solvent,
acetonitrile, was studied in order to increase the
stability of the L-ascorbic acid during the deriva-
tization procedure, Table 2.

Greatest stability was achieved using metaphos-
phoric acid mixtures and the reagent imparting
greatest stability, the metaphosphoric acid (50%)/
ethanol mixture, was adopted. The reaction time
for conversion of DHAA to the osazone was
found to be 180 min, the mean percentage conver-
sion, n=4, was plotted against time, Fig. 3.

After 180 min 99.5% conversion had occured

and no increase was observed between 180 to 240
min.

Linearity was demonstrated by reacting
aliquots of DHAA solution in 1% w/v aqueous
metaphosphoric acid (0–0.2 mg ml−1, equivalent
to 0–10% w/w in the sample). The resulting cali-
bration graph was linear with a correlation coeffi-
cient of 0.9992.

The limit of detection was determined at 0.01
mg ml−1, equivalent to 0.05% w/w in a sample.
After :100 injections the performance of the
column was unchanged with respect to peak tail-
ing and resolution.

Fig. 5. Chromatogram at 350 nm of degraded L-ascorbic acid formulations reacted with 2,4-DNP at 50°C.
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Fig. 6. Chromatogram of a visually degraded sample after storage at 60°C for 42 days. Chromatographed on a furan related
compounds HPLC screen.

Fig. 7. Chromatogram of a visually degraded sample L-ascorbic acid with 5% v/w moisture stored at 60°C for 42 days.

3.2. Sample analysis

No extra peaks were observed in the chro-
matograms for any sample at all time points
(0, 7, 14, 28 and 42 days). There was no evi-
dence of any compounds being formed which
would derivatize with 2,4-DNP for any sam-
ple. All the chromatograms were similar for all
samples and conditions at all time points, Fig.

4. Peaks additional to L-ascorbic acid and 2,4-
DNP are due to impurities in the 2,4-DNP
reagent. The marked contrast between the chro-
matogram in Fig. 4 and that of L-ascorbic acid
formulated with a molar equivalent of sodium
hydrogen carbonate and also with 1000 ppm
copperII ions and exposed to high humidity and
temperature (40°C/75% RH) for 28 days, see
Fig. 5.
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3.2.1. Furan related compounds
No additional peaks were observed in the chro-

matograms for any sample and any time point (0,
7, 14, 28 and 42 days). The first 15 min run time
are expanded to illustrate the absence of any furan
related compounds in a visually degraded sample,
Fig. 6.

3.2.2. Coloured compounds
Eight different degradation products were de-

tected in the most severely degraded samples, 42
days at 60°C, Fig. 7. The possibility that other
degradation peaks may lie under the broad L-ascor-
bic acid peak was discounted after a 3-dimensional
plot found no peaks coeluting that absorbed be-
tween 280 and 300 nm. A minor peak eluted prior
to the main L-ascorbic acid peak and the other
components within eight min run time. Samples
that were visually only slightly discoloured exhib-
ited the peak (4) eluting at 5.5 min and the two
peaks eluting on its downslope (5, 6). This chro-
matographic system could be used as an early
indicator of the onset of degradation.

The UV spectra of the first four peaks were
similar with a lmax of :275 nm and a shoulder at
350 nm and additional absorbance to 600 nm, Figs.
8 and 9.

The UV spectrum of peak 5 was similar to that
of peaks 3 and 4. Peak 6 also exhibited a lmax at

275 nm but was characterized by a secondary
absorbance at 360 nm. Peak 7 had a lmax at 300 nm
and peak 8 at 360 nm with a secondary absorbance
at 280 nm. In general the longer the peak retention
time the longer the wavelength of the peak lmax,
presumably due to increasing conjugation.

The level of coloured degradants for the samples
stored for 42 days at 50 and 60°C, expressed as a
percentage of the total peak area, are given in Table
3. The effect of the presence of moisture upon the
formation of the coloured degradation compounds
can clearly be seen. There is an absence of all peaks
in the sample with no moisture present and a
steady increase in levels with increasing moisture
content. The influence of temperature is also
illustrated with the 5% moisture samples stored at
50 and 60°C. The total coloured impurities, ex-
pressed as a percentage of the total peak area,
correlate closely with the HPLC assay results for
L-ascorbic acid. A relative response factor of 5.47,
with respect to L-ascorbic acid at 280 nm, was
calculated for the coloured compounds using a
known weight of the purified main coloured com-
pound. This response factor was applied to all the
eight peaks detected by this chromatographic
screening. The coloured impurity peak levels, after
multiplying by the relative response factor of 5.47,
are presented alongside the HPLC assay values,
Table 3.

Fig. 8. UV spectra of coloured degradation products (peaks 1–4).
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Fig. 9. UV spectra of coloured degradation products (peaks 5–8).

3.2.3. E6olution of gases/6olatile compounds
There was an absence of volatile components

in the samples when chromatographed on the
HP Ultra 1 and Carbowax 20M columns with
FID detection. Carbon dioxide was detected by
GC with thermal conductivity detection. The vol-
ume of the gas evolved during degradation of the
sample with 5% moisture stored at 60°C for 42
days was equivalent to 1 mole/mole starting ma-
terial (L-ascorbic acid). The complex procedure
to identify these degradation compounds is the
subject of a following paper [33].

4. Conclusion

The solid state degradation of L-ascorbic acid
under the influence of moisture produced dis-
colouration of the samples. The samples failed to
form derivatives with 2,4-DNP indicating the ab-
sence of carbonyl compounds although solid
samples of L-ascorbic acid formulated with
sodium hydrogen carbonate and copper ions
stored similarly did produce carbonyl degrada-
tion products. Furans and furan related com-
pounds were undetected using a HPLC screening

procedure developed for the detection of these
compounds. This is in contrast to heat
degradaded solutions of L-ascorbic acid which
degrade to furans which are detected on the
HPLC screen.

Coloured compounds were detected using a
water/2-propanol based reverse phase HPLC sys-
tem and using this system early signs of degrada-
tion could be detected. The UV spectra of the
compounds suggested they eluted in order of in-
creasing conjugation. The shoulder in the UV
spectrum at 350 nm and further absorbance
down to 600 nm would also indicate that the
compounds are highly conjugated systems.

Carbon dioxide was evolved during the degra-
dation equivalent to a 1:1 molar ratio which may
suggest the degradation products could be based
around a five carbon ring compound.

This work demonstrates that degradation of
L-ascorbic acid in the solid state is different to
that in solution as furans were not detected or
other volatile compounds produced. Carbon
dioxide was evolved during the solid state degra-
dation but may be in stoichiometrically different
proportions to that produced when degraded in
solution.
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Table 3
Comparison of levels of coloured compounds and assay of L-ascorbic acid

Peak number (see Fig. 7) Moisture (% v/w)/storage temperature

5% 50°C 10% 50°C0% 50°C 1% 50°C 2% 50°C 5% 60°C

0.02 0.081 0.03
0.570.502 0.06 0.32

3 0.24
17.1111.59 29.474 4.552.40

0.12 0.17 0.05 1.465 0.10
0.49 0.596 0.10 0.15 2.38

0.020.02 0.157
0.04 0.108 0.64

34.9918.3712.65Total (%) 4.912.60
80.44 67.65HPLC Assay % w/w, n=4 101.37 98.68 97.27 93.97
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Abstract

The influence of moisture on the solid phase degradation of L-ascorbic acid and the chemical characteristics of the
degradation products have been investigated previously [Shephard et al. (1998) (in press)]. Moisture induced
degradation in the solid phase leads to severe discolouration. This paper describes the isolation of the compounds
responsible for the discolouration and their partial chemical identification. Eight different degradation compounds
were found to be present in a severely discoloured sample [Shepherd et al. (1998) (in press)]. Three of the compounds
were present at levels above 1% of the total chromatography peak area with the major degradation peak present at
29% in a sample with 5% v/w moisture present when stored at 60°C for 42 days. The major impurity was isolated and
was found to exhibit a lmax at 280 nm with further absorbance to 600 nm. This material was pyrolysed at 300, 500,
and 600°C. Amongst the volatile pyrolysates tentatively identified were furfural, 2-furancarboxylic acid, 1-(2-furanyl)-
ethanone, tetrahydrofuran and 1-(2-furanyl)-1-propanone along with some aromatic compounds such as benzene and
phenol. The periodate consumption of the major impurity was examined and the products of the reaction
investigated. Estimation of hydroxyl and carbonyl group content by acetyl group determination of the acetate and
reduced acetate showed that for every five repeating units there was one hydroxyl group and for every four repeating
units there was one carbonyl group. Elemental analysis gave 46.26% carbon, 5.42% hydrogen and 48.32% oxygen
giving an empirical formula of CH2O. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ascorbic acid; Solid phase; Degradation; Pyrolysis

1. Introduction

L-Ascorbic acid degrades in the solid phase
under the influence of moisture [1–4]. De Ritter

and co-workers studied the effect of silica gel on
the stability of L-ascorbic acid [5]. They found
that the loss of L-ascorbic acid was directly pro-
portional to the amount of unbound moisture.
The degradation is believed to follow a different
pathway to that in solution and manifests itself as
a discolouration from white to a dark brown

* Corresponding author. Tel.:+44-115-9418418; fax: +44-
115-9486636; e-mail: alan.braithwaite@ntu.ac.uk.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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colour. The degree of discolouration being di-
rectly dependent upon the amount of moisture
present [1]. The appearance of this discolouration
occurs before any noticeable decrease in purity as
measured by chemical or chromatographic means.
A chromatographic method was developed to de-
tect both the early stages of solid state degrada-
tion, as shown by a light brown discolouration,
and for gross degradation as shown by an ex-
tremely dark brown discolouration. The isolation
of ten furan type compounds, two lactones, three
acids and 3-hydroxy-2-pyrone was reported by
Tatum, Shaw and Berry [6] when L-ascorbic acid
was heated in aqueous solution. Coggiola [7]
found 2,5-dihydro-2-furoic acid to be a product of
the anaerobic degradation of L-ascorbic acid in
aqueous solution at 100°C.

The solid phase degradation of L-ascorbic acid
under the influence of moisture has been reported
[1,2]. The degradation was monitored by quanti-
tative HPLC for the remaining L-ascorbic acid
and also by tristimulus colourimetry for change in
colour. No evidence was found for the presence of
carbonyl compounds or furan related compounds.
Carbon dioxide was evolved during the degrada-
tion with the evolution of 1 mol per mol L-ascor-
bic acid. A reverse phase HPLC screening
procedure resolved up to eight different com-
pounds that could be responsible for the dis-
colouration of degraded samples. The major
degradation compound resolved by the screening
was present at 29% w/w. This degradation
product was isolated and chemical and elemental
analyses were performed.

Periodate consumption was measured in order
to determine the ease at which the degradation
product is oxidised and to estimate the number of
hydroxyl groups present per moiety. The hydroxyl
group content was estimated, first by acetylating
the free hydroxy groups and then determining the
acetate content by the Kuhn–Roth method. This
method involves refluxing the acetate with
chromic acid followed by distillation of the free
acetic acid. Titration of the acid with dilute
aqueous sodium hydroxide solution using phe-
nolphthalein indicator enables the acetate content
to be calculated. The carbonyl content was simi-
larly determined after first reducing the carbonyl

groups to hydroxyl, the difference between the
two values is a measure of the carbonyl content.
Pyrolysis at 300, 500, and 600°C followed by gas
chromatography of the pyrolysates was used to
gain an insight into the backbone structure of the
compound.

This paper describes the isolation of the degra-
dation products responsible for the discolouration
and their chemical characterisation. Possible
structures and a degradation pathway is
proposed.

2. Experimental

2.1. Isolation of coloured degradation compound

The preparation of solid state degraded samples
of L-ascorbic acid has previously been described
[1]. The sample exhibiting the most extensive
degradation, that with 5% v/w moisture stored at
60°C for 42 days, was chosen for the isolation of
the major coloured degradation compound. Un-
degraded L-ascorbic acid was extracted from the
coloured product by repeated washing with water.
The aqueous extract was chromatographed to
confirm the absence of L-ascorbic acid. The
coloured product was dried under vacuum
overnight at 50°C. Yield was 1.7 g from 10.0 g
starting material.

2.2. Analysis

The isolated coloured compound was subjected
to the following analyses:
1. periodate consumption;
2. estimation of hydroxyl and carbonyl group

content;
3. pyrolysis at 300, 500, and 600°C;

Table 1
Hydroxyl and carbonyl content of degradation product

Hydroxyl CarbonylSample Acetyl, %
w/w unit−1 unit−1

0.240.43Reduced 25.48

0.1910.99Unreduced –
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Fig. 4. Possible reaction scheme for formation of six membered aromatic rings.

4. further methods of analysis, e.g. IR, NMR
and DSC.

2.3. Reagents

Sodium periodate
Sodium arsenite
Dichloromethane
2-Propanol
Ethanol

Deionised water
Chloroform
Chromic acid, saturated solution
Sodium hydroxide solution, aqueous, 0.01 and
0.02 M
Acetic anhydride
Pyridine
Sodium borohydride
Formaldehyde
Formic acid



A.B. Shephard et al. / Talanta 48 (1999) 607–622 613

F
ig

.
5.

C
hr

om
at

og
ra

m
af

te
r

py
ro

ly
si

s
at

60
0°

C
,

w
at

er
tr

ap
.



A.B. Shephard et al. / Talanta 48 (1999) 607–622614

F
ig

.
6.

C
hr

om
at

og
ra

m
af

te
r

py
ro

ly
si

s
at

60
0°

C
,

di
ch

lo
ro

m
et

ha
ne

tr
ap

.



A.B. Shephard et al. / Talanta 48 (1999) 607–622615

Fig. 7. TGA thermogram of coloured degradation product.

All reagents were of analytical grade and
purchased from Fisher Scientific UK, Loughbor-
ough.

2.4. Equipment

Perkin Elmer DSC7 differential scanning
calorimeter.
Shimadzu GC-17A with AOC-1400 autosam-
pler and AOC-17 autoinjector fitted with a
Carbowax 20M WCOT (25 m×0.22 mm, 0.15
mm film) or HP1 WCOT (30 m×0.53 mm×
0.365 mm film) for analysis of products after
pyrolysis at 300 and 500°C.
Hewlett Packard HP 6890 with HP 5973 MSD
fitted with a HP 5MS WCOT (30 m×0.25
mm×0.25 mm film) for analysis of products
after pyrolysis at 600°C.
Carlo Erba CHNS-O EA 1108 Elemental
Analyser.
Perkin Elmer FT-IR, model PE System 2000
FTIR.
Metrohm 684 KF Coulometer Karl Fischer

instrument.
Bruker AMX 500 NMR spectrometer.
Pyrola-9 pyrolyser.

2.5. Periodate consumption

The sample (35 mg) was accurately weighed
into a 200 ml volumetric flask and suspended in
ethanol (80 ml). Water (80 ml) was added and the
mixture left to stand at room temperature
overnight. An aqueous solution of sodium perio-
date (0.5 M, 40 ml) was added and the volume
adjusted with ethanol to 200 ml. A blank reaction
was performed omitting the sample. The perio-
date content was determined initially and at inter-
vals for up to 7 days titrating a 10 ml aliquot
against sodium arsenite solution (0.05 M). Any
free acid liberated was determined by titrating a
20 ml aliquot against 0.01 M NaOH with phe-
nolphthalein as indicator. An aliquot of sample
and blank solution was chromatographed by GC
and formaldehyde and formic acid levels
determined.
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Fig. 8. DSC thermogram of coloured degradation product.

2.6. Estimation of hydroxyl and carbonyl group
content

The hydroxyl group content was evaluated by
acetylating the sample then determining the acetyl
group of the acetate product by the Kuhn–Roth
method. The sample (50 mg) was dissolved in an
equimolar mixture of acetic anhydride in pyridine
(6 ml) and reacted for 30 days at 25°C. The
reaction was quenched by the addition of water
(200 ml) and extracted with chloroform (3×15
ml). The chloroform extract was washed with
water (3×20 ml) and dried over anhydrous
sodium sulfate. Evaporation yielded the acetate
which was quantified using the Kuhn–Roth
method.

The carbonyl group content was determined by
the same method but first reducing any carbonyl
group present by hydrogenation. The sample (50
mg) was dissolved in 50% aqueous ethanol (30 ml)
and the solution adjusted to pH 8–9 by the
addition of pyridine (3 ml). Sodium borohydride

was added (200 mg) and the mixture reacted for
18 h at room temperature. The mixture was evap-
orated to dryness and the residue suspended in
water, separated by centrifugation and dried.
Acetylation of the reduced compound was carried
out as per the estimation of the hydroxyl group.
The difference between acetyl groups before and
after reduction correspond to the number of car-
bonyl groups present.

2.7. Pyrolysis at 300, 500 and 600°C

A 200 mg sample was pyrolysed at 300 and
500°C for 30 min under a stream of nitrogen
using a Perkin Elmer DSC7 differential calorime-
ter. Any volatile compounds evolved were trapped
in a series of three traps; an empty tube cooled in
dry ice/2-propanol followed by a cold water trap
(2 ml) and finally an ice cold dichloromethane
trap (2 ml). The weight loss at each temperature
was recorded. After pyrolysis the volume of water
condensed in the empty tube was measured and
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Fig. 9. Chromatogram of coloured degradation product after base hydrolysis.
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Fig. 10. Infra-red spectra of L-ascorbic acid and it’s coloured degradation product.

the volume adjusted to 2 ml with water before
chromatography. Chromatography of the py-
rolysates was achieved on a Carbowax 20M WCOT
column with a temperature ramp from 50 to 250°C
at 10°C min−1, helium carrier gas at 0.7 ml min−1,
injector/detector at 250°C.

Pyrolysis at 600°C was carried out on 10 mg
samples using a Pyrola-9 pyrolyzer heating from
150 to 600°C in 2 s in a helium gas flow at 40 ml
min−1. Any volatile pyrolysates were trapped di-
rectly in either 1 ml water or 1 ml dichloromethane.

2.8. Further methods of analysis

1. Determination of the carbon, hydrogen and
oxygen content using a Carlo Erba elemental
analyser.

2. Measurement of pH of a 1% w/v suspension in
carbon dioxide free water.

3. Thermal analysis including TGA in order to
determine the type of weight loss and DSC to
monitor for any transitions occurring during
heating.

4. Acid and base hydrolysis followed by HPLC
analysis using the chromatographic screening
procedure described in [2].

5. Infra-red spectrum obtained as a KBr disk.
6. Moisture determination using a coulometric

Karl Fischer instrument.
7. Attempts were made to obtain 1H and 13C

nuclear magnetic resonance spectra in both
DMSO and NaOD (solvents in which the solid
was most soluble).

.
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Fig. 11. Possible Diels–Alder product of L-ascorbic acid and 2,3-diketogulonic acid.

3. Results

3.1. Periodate consumption

Periodate consumption was observed to in-
crease slowly for 22 h followed by a rapid accel-
eratory period then a gradual uptake to 166 h,
periodate consumption was still occurring be-
yond 166 h. The initial slow consumption was
possibly caused by the slow dissolution followed

by reaction of the material as the initial suspen-
sion slowly dissolved followed by rapid oxidation
of the dissolved material. Titration against 0.01
M NaOH solution consumed 2.0 ml more than a
blank reaction solution. Gas chromatography
failed to detect any formaldehyde or formic acid
in the sample solution. The absence of these com-
pounds suggests that any alcohol groups
present are not on adjacent carbon atoms or
primary alcohols..
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3.2. Estimation of hydroxyl and carbonyl group
content

Carbonyl group content was calculated assum-
ing complete conversion of any carbonyl groups
to hydroxyl groups, Table 1.

3.3. Pyrolysis at 300, 500 and 600°C

The weight loss was 30.34% w/w at 300°C and
almost doubled to 59.02% w/w at 500°C, 200 ml of
water condensed in the first dry condensing trap
at 300°C and 100 ml at 500°C. GC of the py-
rolysates at both temperatures were very similar
with a higher concentration of components found
in the 500°C traps. The dry trap gave eight peaks
due to the condensate eluting between 12.0 and
19.0 min, Fig. 1. The two major peaks (peaks 4
and 5) had retention times of 14.4 and 15.1 min,
respectively. In total the water trap condensate
contained nine components of which two were
major analytes (peaks 3 and 6) eluting at 2.9 and

14.4 min, Fig. 2. The dichloromethane trap con-
tained no additional peaks to those present in a
blank injection of dichloromethane solvent. Much
more volatile material condensed on the inside of
the DSC pan heater. This condensate was dis-
solved in a mixture of 1:1 methanol/dichloro-
methane (2 ml). Chromatography showed seven
major higher boiling components not present in
the three pyrolysate traps, Fig. 3, none of which
could be identified.

GC-MS (EI) of the main peaks in the dry trap
(Fig. 1) identified peak 1 as 2-furancarboxylic
acid; peak 4 as 1,1%-(1-methyl-1,2-ethenediyl)bis-
benzene; peak 5 as 2-phenyl-2,3-dihydroindene;
and peak 8 as 1-methyl-2-(2-phenylethenyl)
benzene. Other peaks were not identified. The first
three peaks in the water trap (Fig. 2) were due to
the solvent; peak 4 was identified as 2,3-
dimethylbutane; peak 5 as 3-methylpentane; peak
6 as 1-(2-furanyl)-ethanone; peak 7 as 2-furancar-
boxaldehyde;and peak 8 as 1-(2-furanyl)-1-
propanone.

The presence of furan related compounds in the
pyrolysates can be accounted for by dehydration
and decarboxylation giving rise to 2-furancarbox-
aldehyde [8]. Once formed the 2-furancarboxalde-
hyde could react as a conjugated diene and
undergo a Diels–Alder reaction involving the 1,4-
addition of an unsaturated furan (dienophile) to a
conjugated diene. This reaction between two
furan compounds would form an oxo-bridged six
membered ring, which upon pyrolysis would elim-
inate water to produce a benzene ring, Fig. 4.

GC-MS (EI) of the products of pyrolysis at
600°C identified many furan related and aromatic
compounds in both the water and dichloro-
methane traps, Figs. 5 and 6. Three peaks were
identified in the water trap as formic and acetic
acids and 2(5)-furanone, peaks 1–3, respectively.
In the dichloromethane trap 18 compounds were
identified as follows : (1) tetrahydrofuran; (2)
cis-2-butenal; (3) benzene; (4) vinylfuran; (5) 2,3-
dihydro-3-methyl-3-furan; (6) toluene; (7) cy-
clobutanol; (8) 3-penten-2-ol; (9) furfural; (10)
ethylbenzene; (11) p-xylene; (12) styrene; (13) 2-
acetylfuran; (14) 2(5)-furanone; (15) phenol; (16)
benzofuran; (17) 1-(2-furanyl)-1-propanone; (18)
ethylfuroate.Fig. 12. Possible furan polymeric units. .
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3.4. Further analysis of the main coloured
degradation product

Elemental analysis of the isolated main
coloured degradation product gave 46.26% car-
bon, 5.42% hydrogen and 48.32% oxygen (by
difference to 100%), empirical formula CH2O.
Moisture was determined at 2.61% w/w.

The pH of a 1% w/v aqueous suspension was
found to be 2.78, identical to that for L-ascorbic
acid.

1H and 13C NMR were inconclusive due to lack
of signal, presumably due to the poor solubility in
the solvents. 1H NMR in dimethylsulfoxide gave
very weak quartets at 6.7 and 8.0 ppm which
could be due to a heterocyclic aromatic ring.

Thermal analysis by TGA showed a steady loss
between 30 and 150°C with a plateau to 200°C
(total loss 9.60%) followed by a rapid loss, pre-
sumably due to decarboxylation, Fig. 7.

DSC analysis gave one major endotherm at
137.9–195.8°C with a maximum at 141.5°C,
DH=135.41 J g−1. Small endothermic events
were observed prior to the major endotherm be-
tween 121.4 and 136.4°C with a maximum at
129.5°C, DH=3.60 J g−1, Fig. 8.

When dissolved in 0.2M NaOH solution and
chromatographed, four peaks eluted which were
poorly resolved. All peaks had similar spectra
(lmax at 280 nm with a shoulder at 340 nm), Fig.
9. Two were major peaks with 53.0 and 37.3% of
the total area and the other two were minor peaks
(7.1 and 2.6%). After isolating these components
by semi-preparative HPLC and re-chro-
matographing, using the same HPLC system as
above, each individual component eluted at the
same retention time indicating that inter-conver-
sion to the same compound may have taken place.

The infra-red spectrum, Fig. 10, shows a strong
broad band at 3428 cm−1 which may be due to
O–H stretch. Noticeably absent are the four
bands between 3220 and 3525 cm−1 which are
present in L-ascorbic acid and caused by the high
frequency hydrogen bonded O–H stretching
bands on C-5 and C-6. A sharper band at 2924
cm−1 is assigned to C–H stretch of alkyl groups.
The region between 1800 and 1600 cm−1 is differ-
ent from that in L-ascorbic acid with the strong

absorption at 1754 cm−1 in L-ascorbic acid at-
tributed to C�O stretching of the lactone ring now
conjugated with C�C stretching vibration. The
fingerprint region in the coloured degradation
product is ill defined compared to L-ascorbic acid.
The absence of detail may be attributed to loss of
the hydroxy group on C-2 of L-ascorbic acid
which gives rise to the strong, sharp band at 1320
cm−1 and 1275 cm−1 and the absence of a strong
band at 1140 cm−1 may be due to loss of C-5 O
stretch.

No dehydroascorbic acid was found during the
solid phase degradation of L-ascorbic acid [2].
Due to the chemical instability of dehydroascor-
bic acid it may have been formed and immediately
ring opened to give 2,3-diketogulonic acid (2,3-
DKGA) which then reacted as a diene with L-
ascorbic acid, Fig. 11. This would account for the
apparent absence of dehydroascorbic acid.

4. Conclusion

From the chemical and spectral information
obtained from this work it is suggested that the
coloured degradation product is possibly poly-
meric and the structure made up of units of
polymeric furan related compounds, Fig. 12, poly-
merised with the Diels–Alder product in Fig. 11.
Structures A and B arise from electrophilic attack
at a and b positions, respectively.

Moisture alone has been identified as a primary
source of degradation of L-ascorbic acid in the
solid phase [1]. Means of stabilising solid L-ascor-
bic acid formulations against the effect of mois-
ture are required. Use of anhydrous or dried
tablet excipients would minimise the effect of
moisture or if this is not practical then encapsulat-
ing L-ascorbic acid in a hydrophobic shell may
overcome the problem.
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Abstract

A sensitive derivative spectrophotometric method using 1-nitroso-2-naphthol has been developed for determination
of trace amounts of cobalt in the presence of a neutral surfactant. Photometric parameters, viz., lmax, molar
absorption coefficient and analytical sensitivity of the complex formed in micellar media are 420 nm, 3.18×104 l
mol−1 cm−1 and 2.05 ng ml−1, respectively. Beer’s law holds from 0.20 to 3.0 mg ml−1 of the analyte concentration.
The method has a high sensitivity with a detection limit of 1.68 ng ml−1. A selective determination of cobalt in
presence of copper(II) or iron(III) using derivative spectral profiles and without any masking or pre-separation is also
reported. Samples of drugs and standard alloys analysed by the proposed method yielded results comparable to those
obtained using recommended procedures. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: 1-Nitroso-2-naphthol; Neutral surfactant; Micellar medium; Peak height; Trough depth; Cross-over point; Triton X-100.

1. Introduction

Cobalt is an important element, not only for
industry but for biological systems as well. It is an
essential micro nutrient for all living systems. It is
present in vitamin B12 which is involved in the
production of RBC and prevention of pernicious
anemia. However, in larger amounts it is toxic
and causes pulmonary disorders, dermatitis, nau-

sea and vomiting [1]. As the difference between
toxic and essential concentration levels of cobalt
is quite narrow, its analysis in diverse matrices
besides development of reliable analytical proce-
dures for its determination at micro-levels is
highly desirable.

Analytical chemistry of cobalt has developed
considerably in recent years. Sensitive instrumen-
tal techniques other than spectrophotometry [2–7]
such as spectrofluorimetry [8], x-ray fluorescence
spectrometry [9], neutron activation analysis [10]
and atomic absorption spectrometry [11] are re-
ported for the analysis of cobalt in complex ma-

* Corresponding author. Tel.:+91-11-725-7794 & 725-6538;
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trices. Though a number of photometric
reagents, such as PAN [2], PAR [3], TAR [4],
5-Cl-PADAB [5], 5-Br-PADAB [6] are known
for its determination, those containing nitroso
group are generally selective and sensitive [7].
However, most of the determination procedures
not only involve tedious and cumbersome ex-
traction steps but also require pre-separation es-
pecially when ions of Cu, Fe, and Ni are
present in large quantities [7]. Derivative spec-
trophotometric methods [12–14], though more
selective, suffer from serious interferences when
cations of iron, copper or nickel are present and
no masking agent is used [13,14].

In the present communication, micelles [15]
and derivatization of absorption spectra [16]
have been made use of to develop a simple,
inexpensive and selective method for trace anal-
ysis of cobalt. Impact of varying parameters
such as pH, concentration of surfactant, the
metal ion and the reagent on the absorbance of
the cobalt complex have been studied. A
method of selective determination in presence of
copper(II) or iron(III) without any pre-separa-
tion is also proposed. The developed procedure
has been applied for the determination of cobalt
in samples of vitamin B12 and standard alloys.

2. Experimental

2.1. Instruments

A Shimadzu UV-260 recording spectrophoto-
meter with 10 mm matched silica cells and
ECIL digital pH meter were used for spectral
and pH measurements respectively. First order
derivative spectra were recorded with Dl=2
nm. The atomic absorption data were recorded
at 240.7 nm on a Shimadzu spectrometer (AA-
640-13) using air-acetylene flame.

2.2. Chemicals

An aqueous solution of cobalt(II) sulphate
heptahydrate (0.01 M w.r.t. cobalt) was pre-
pared and standardized volumetrically against
EDTA. Working solutions were then prepared

by diluting the standard solution. A solution of
1-nitroso-2-naphthol (4.0×10−4 M) was pre-
pared by stirring 6.927 mg of the compound in
4.0 ml Triton X-100 at 60°C and diluting the
resulting solution with water to 100 ml. All
other chemicals used were of analytical grade.

2.3. Procedure

2.3.1. Determination of optimum experimental
6ariables

Two sets of solutions, one with cobalt ions
(4×10−5 M) and another without cobalt ions,
and each containing 2.0×10−4 M ligand and
2.0% m/v Triton X-100 were prepared in the pH
range 1.0–9.0 to study the effect of varying H+

ion concentration.
Effect of changing the ligand and the metal

ion concentrations on the absorbance of the re-
sultant complex has been studied by preparing
two sets of solutions, one containing increasing
amount of the ligand (4.0×10−6–2.0×10−4

M) and a fixed amount of cobalt ions (4.72×
10−1 mg ml−1) and the other containing in-
creasing amount of cobalt ions
(2.36×10−1–2.36 mg ml−1) and a fixed amount
of the ligand (2.0×10−4 M), under optimal ex-
perimental conditions.

2.3.2. Determination of cobalt in pharmaceutical
and standard samples

Appropriate amount of the sample, 1-nitroso-
2-naphthol and Triton X-100 were taken to give
a final concentration of 0.20–3.00 mg ml−1

cobalt, 2.0×10−4 M ligand and 2.0% (m/v)
surfactant, unless stated otherwise. Absorbance
spectra recorded against water and calibration
curves in normal (at 420 nm) and first order
derivative (at 440 and 570 nm) modes were pre-
pared by measuring absorbance/derivative ampli-
tude versus metal ion concentration. A trough
depth at 440 nm in presence of Cu(II), and at
570 nm in presence of Fe(III) has been utilized
to determine the concentration of cobalt using
linear regression equations obtained with stan-
dard cobalt solutions. Cobalt content of the
standard and sample solutions were also deter-
mined spectrometrically at 240.7 nm.



H.B. Singh et al. / Talanta 48 (1999) 623–631 625

3. Results and discussion

3.1. Effect of experimental 6ariables

Absorbance spectra of the ligand and its cobalt
complex were recorded in the range 300-650 nm
taking water as reference. The complex has two
maxima at 420 and 315 nm and shows batho-hy-
perchromic shift with increase in pH. The ab-
sorbance at 420 nm is higher than at 315 nm and
it also remains constant in the pH range 3.0–5.2.
Subsequent studies were carried out at pH 3.8.

A neutral surfactant, Triton X-100, was se-
lected for micelle media formation as it dissolves
both the ligand and the complex more readily and
enhances absorbance more than the cationic sur-
factants, cetylpyridinium chloride and
cetyltrimethylammonium bromide or the anionic
surfactant, sodium laurylsulphate. Varying the
amount of Triton X-100 (0.0–4.0% m/v), showed
an increase in absorbance at lmax of the complex
up to 1.75% m/v; a slight decrease was observed
above 2.25% m/v. Subsequent studies were carried
out at 2.0% m/v of Triton X-100 as maximum
absorbance was observed in the concentration
range 1.75–2.25% (m/v).

Absorbance values were corrected for the ab-
sorption of uncomplexed ligand and the corrected
values plotted against the ligand concentration.
There is a sharp increase in the absorbance with
increase in the ligand-to-metal ratio up to 2 and
this remains practically constant up to 15. There-
fore, concentration of the reagent has been kept
within the aforesaid limits, wherever possible.

3.2. Calibration graphs and analytical parameters

Absorption spectra of the solutions containing
increasing amount of the analyte and fixed
amounts of 1-nitroso-2-naphthol are shown in
Fig. 1(a). Linear regression of absorbance, [A ] at
lmax of the complex on the metal ion concentra-
tion (mg ml−1), [C ] shows following relationship
with residue square of 0.9995.

[A ]=3.847 × 10−1[C ] +4.643 × 10−1 (1)

Use of corrected absorbance, [A ]C (Eq. (2))
showed a better linear fit (Eq. (3)) with a residue
square of 0.9997.

[A ]C= [A ]− [VL−R×VM]
) [A ]
[VL]

)
Ligand blank

(2)

[A ]C=5.039 ×10−1 [C ]−4.606×10−3 (3)

Where [A ] denote the value of the absorbance at
lmax of the complex, VL and VM are the molar
volume of the ligand and the metal ion (both are
equimolar) and R, the stoichiometry of the
complex.

First derivative spectra of the above solutions
containing increasing metal ion concentrations
shows troughs at 329, 440, and 570 nm and a
cross-over point at 420 nm, corresponding to lmax

of the complex while the ligand shows a trough at
405 nm (Fig. 1b). Trough depth, [TD ] measured
from the base line of the ligand is found propor-
tional to the metal ion concentration at these
wavelengths. Measurement of derivative ampli-
tudes at 329, 440 and 570 nm are recommended
for quantitative work as evidenced by a good
linear fit with a residue square of 0.998, 0.997 and
0.996, respectively (Eqs. (4)–(6)).

[TD ]329 nm=4.847[C ]−2.967×10−1 (4)

[TD ]440 nm=6.779[C ]+4.533×10−1 (5)

[TD ]570 nm=2.564[C ]+2.466×10−1 (6)

A linear calibration graph was obtained by plot-
ting the absorbance at lmax for concentration of
cobalt in the range 0.20–3.00 mg ml−1. The rela-
tive standard deviation for six determinations of
0.20 and 0.80 mg ml−1 of the metal ion were 1.7
and 0.22%, respectively.

Analytical sensitivity, SA(=Ss/m, where Ss is
the standard deviation of the analytical signal at
any particular analyte concentration and m, slope
of calibration curve), limit of detection, CL (k=
3), limit of quantification, CQ (k=10) and other
characteristics of the cobalt complex in normal
and derivative modes, as defined by IUPAC are
reported in the Table 1.

3.3. Composition and conditional stability
constant

Metal-to-ligand ratio in the complex, formed
under optimum conditions as determined by Job’s
method of continuous variations, is found to be
1:3.
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Fig. 1. (1) 1-Nitroso-2-naphthol, 2.0×10-4 M+Triton X-100, 2.0% (m/v); (2–11) contain increasing cobalt concentration from
2.36×10−1 to 2.36 mg ml−1 and each containing the ligand, 2.0×10−4 M+Triton X-100, 2.0% (m/v). (a) Normal mode, (b) First
order derivative mode.

Conditional stability constant (k %) [17] of the
complex, taking due care of the existing metal
ion-auxiliary ligand equilibria, has been calcu-
lated from the absorbance values and the con-
centration of the species present. The average of
eight values of k % is found to be 6.02×1012 l3

mol−3 with covariance of 10.23%.

3.4. Effect of foreign ions

A systematic study was made of the effect of
the presence of diverse ions on the photometric
determination of 0.80 mg ml−1 of cobalt ions
using 1-nitroso-2-naphthol in normal as well as
derivative modes; the results are given in Table
2. The cations of Cu and Fe interfere seriously

while those of Cr, Mn, and V interfere moder-
ately. Except EDTA, that masked the complexa-
tion reaction, no other anion interfered. Using
derivative modes, interference due to the pres-
ence of cations of Cu, Fe, Cr, Mn, and V could
be overcome.

3.5. Determination of cobalt in presence of Cu(II)
or Fe(III) using deri6ati6e spectrophotometry

The selectivity of the method is significantly
enhanced by recording derivative spectra in
which closely over-lapped absorption peaks due
to the complexes of cobalt, copper, and iron with
1-nitroso-2-naphthol get resolved into separate
peaks, troughs and cross-over points.
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Table 1
Analytical characteristics of the cobalt complex in neutral micellar medium, (Triton X-100) in normal and first order derivative
spectrophotometric mode

First order derivative modeNormal modePhotometric parametersaSr.
329 nm 440 nm420 nm 570 nm

– –1. o, l mol−1 cm−1 3.18×104 –
– –2. S, ng cm−2 1.85 –

0.561.18 1.342.053. SA(=Ss/m), ng ml−1

3.55 1.684. CL(n=25, k=3), ng ml−1 6.16 4.02
5.63 13.45. CQ(n=25, k=10), ng ml−1 20.5 11.8

11.8–3.00×103 5.63–3.00×1036. Linear dynamic, range, ng ml−1 20.5–3.00×103 13.4–3.003

3.66 0.18 0.290.227. RSD% (n=6)

a S, Sandell’s sensitivity; SA, analytical sensitivity; CL, detection limit; CQ, limit of quantification.

Table 2
Effect of diverse ions on the photometric determination of cobalt (0.80 mg ml−1) with 1-nitroso-2-naphthol in micellar medium

Amount added % ErrorDiverse ions Amount added (mg) % Error Diverse ions (mg)

Cations:
−0.48 Fe(III) 100Cr(III) 1.911000

1.03100VO(II)1.41Fe(II) 200
0.92 Mg(II) 1000Ca(II) 1.301000

Mn(II) 100Pb(II) 600 1.74 1.43
800Zn(II) 1.81−1.30Cu(II) 100

1.55600Cd(II) 800 1.15 Hg(II)
1.0880001.71Ni(II) Tl(I)150

Anions:
Bromide 6000Chloride 5000 −0.46 1.70

1000Thiocyanate −0.251.45Iodide 4000
Tartrate 1000Ascorbate 1000 1.26 −0.61

1.03600Oxalate0.29Citrate 4000
−1.83 Borate 5000 −1.91EDTA 100

2.010.46 3000Acetate Fluoride7000

Complexes with Cu(II) and Fe(III) with 1-ni-
troso-2-naphthol in neutral micellar medium show
peaks at 405 and 410 nm, respectively (Fig. 2a). In
first derivative mode Cu(II) complex shows a
cross-over point (no change in the value of deriva-
tive amplitude on varying Cu(II) ion concentra-
tion) at 440 nm, a peak at 480 nm and two
troughs at 422 and 512 nm. A zero point at 570
nm and troughs at 630 and 422 nm are observed
in the absorption spectrum of Fe(III) complex in
first order derivative mode (Fig. 2b). The cobalt
content of the sample containing large amounts of
Cu(II) ions can be determined by measuring
derivative amplitude(trough depth) at 440 nm (the

cross-over point of copper complex). The zero
point of iron(III) complex at 570 nm is utilized to
determine cobalt in presence of iron without any
prior separation. Besides, measurements of trough
depth of iron complex at 630 nm, the zero point
of the cobalt complex, can be used to determine
former in presence of the later.

3.6. Comparison

A comparative evaluation of the proposed
method with some of the reported ones for the
determination of cobalt is given in Table 3. It is
evident that the former has distinct advantages
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Fig. 2. Each containing 1-nitroso-2-naphthol, 2.0×10−4 M+Triton X-100, 2.0% (m/v); (1) no metal ion;(2) cobalt 0.50 mg ml−1;
(3) copper(II) 10.0 mg ml−1; (4) iron(III), 10.0 mg ml−1. (a) Normal mode, (b) First order derivative mode.

over the later in term of lower detection limit
(1.68 ng ml−1) and broader determination range
(5.63–3.00×103 ng ml−1).

4. Analytical applications

The accuracy and applicability of the proposed
method was evaluated by its application for the
determination of cobalt in various pharmaceutical
formulations and samples of standard alloys.

A sample, each of injectable Neurobion
(Merck, India) and Sioneuron (Albert David Ltd.,
India) was digested with nitric acid in a covered
beaker. The residue of the sample was leached
with dilute sulphuric acid and diluted to the mark

in a calibrated flask. Working solutions were pre-
pared by taking an appropriate amount of the
sample and its cobalt content determined by pro-
posed method and by AAS (Table 4).

The method was also applied to the determina-
tion of cobalt in standard samples of a aluminum
alloy (NKK, 920) and Japanese stainless steel
(JSS, 653-7). A 0.1–0.5 g sample was dissolved in
about 15 ml 1+1 hydrochloric acid by heating on
a water-bath and 4–5 ml of 30% v/v hydrogen
peroxide added. After digesting the solution for a
1/2 h it was cooled, filtered if necessary, and
diluted to 100 ml. The cobalt content of the
sample solution was read from the calibration
graph prepared by measuring derivative ampli-
tude at 440 nm (cross-over point of the copper(II)
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Table 3
Comparative evaluation of various photometric reagents for the determination of cobalt

lmax Molar absorptivity ReferenceReagent Linear rangeMedium/solvent
(mg ml−1)(nm) (1 mol−1 cm−1)×104

[2]620 1.91-(2-Pyridylazo)-2-naphthol 0.4–3.2Aqueous (TX–
100d)

– [3]4-(2-Pyridylazo)resorcinol CHCl3 520 6.4
6.0 0.2–2.04-(2-Thiazolyazo)resorcinol Aqueous 510 [4]

0.02–0.511.3 [5]4-(5-Chloro-2-pyridylazo)- 570Aqueous
1,3-diaminobenzen

Aqueous 575 11.6 0.034–0.5044-(5-Bromo-2-pyridylazo)- [6]
1,3-diaminobenzen

530 2.52,2%-Dipyridyl-2-benzothiazoly- 2.7–58.9b(0.007)aAqueous [12]
lhydrazone

[12]3.43 0.8–17.2b5042,2’–Dipyridyl–2 CHCl3
–benzothiazolylhydrazone

[13]5.692-Pyridyl-3%-sulphophenylmethanone 0.05–1.0 (0.003)aAqueous 496
2-(5-nitro)pyridylhydrazone

– – 0.0072–0.503-(4-Phenyl-2-pyridinyl)-5-phenyl- [14]1,2-dichloro-
ethane1,2,4-triazine+picric acid

– 0.004–0.0201-Nitroso-2-naphthol CHCl3 410 [18]
[19]1.0–6.00.1261-Phenyl-4-phenylamino-1,2,4-tria- 6261,2-dichloro-

ethanezolium Chloride+thiocyanate
631 [20]0.108Bis(triphenyltetrazolium) Propylene car- 0.25–20

bonate+Thiocyanate
0.0–6.3 [21]Protriptylinium+thiocyanate Acetone+CHCl3 342 0.52

550 1.24Phenanthraquinone monothiosemicar- 0.8–4.0Water–methanol [22]
bazone

2.09 [23]0.12–1.84303-Hydroxy-2-methyl-1,4-naptho- Naphthalene/
DMFquinone 4-oxime

[24]0.75–4.5–494.51-Hydroxy-2-carboxyanthraquinone Ethanol–water
[25]324 2.17 0.037790.0082aSodium diethyldithiocarbamate Aqueous

(CTABf)
0.047590.0024a2.33 [25]322Sodium diethyldithiocarbamate CCl4

0.03 0.295–2.36cBis(2,4,4-trimethyl phentyl) phos- [26]Benzene 635
phinic acid

0.049390.0018a [27]Diethyl thiocarbamate Aqueous (ADSe) 322 2.22
– 0.2–122-Nitroso-1-naphthol-4-sulphonic acid DMF 620 [28]
1.33 0.84–1.44 [29]Disodium 1-nitroso-2-naphthol-3,6- –DMF/CHCl3

disulphonate
[30]0.70N-Hydroxy-N,N-diphenyl benza- 0.10–12Toluene 405

midine
0.08–1.06(10)a [31]1.626152-(2-Benzothiazolyazo)-2-p-cresol Aqueous

(TX–100d)
420 3.181-Nitroso-2-naphthol Aqueous 0.0056–3.00 Present

(1.68×10−3)a(TX–100d) work

a Detection limit.
b Units mg.
c Units mg.
d Triton X–100.
e ADS–ammoniumdodecylsulphate.
f CTAB–hexadecyltrimethylammonium bromide.
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Table 4
Quantitative determination of cobalt in Pharmaceutical samples

Sample Certified value (ppm) Cobalt founda

AAS method (RSD%)Proposed method
(RSD%)

21.70890.056 (0.26)21.70090.068 (0.31)Neurobion (Inj.) Merck, India 21.74

10.83790.050 (0.46)10.84090.059 (0.54)Sioneuron (Inj.) Albert David Ltd., India 10.86

a Mean value of six determinations9standard deviation.

Table 5
Determination of cobalt in standard reference materials

Cobalt contentComposition (%)Sample

AAS methodaProposed methodaCertified value (%)

0.100390.00340.101090.00280.100Si 0.780, Fe 0.720,Aluminum alloy, (NKK, 920)
Zn 0.030, Mn 0.200,
Mg 0.460, Co 0.100,
Cr 0.270, Ni 0.290,
Ga 0.050, Ti 0.015,
Sn 0.200, Pb 0.100,
V 0.150, Bi 0.060,
Cu 0.710, Sb 0.010,
Ca 0.030

0.350 0.351190.0039Stainless steel, (JSS, 653-7) 0.351890.0042C 0.068, Si 0.630,
Cu 0.030, Ni 13.91,
Mn 1.72, Co 0.350,
Cr 22.53, N 0.0276

a Mean value of six determinations9standard deviation.

complex) and 570 nm (zero point of the iron(III)
complex). The results of quantitative estimation,
certified values and those obtained using AAS are
summarized in Table 5.

5. Conclusion

A simple, economical, sensitive and selective
derivative spectrophotometric method for determi-
nation of cobalt in aqueous phase has been devel-
oped. Compared to the direct (4.00 ng ml−1) [18]
and derivative spectrophotometric methods (2.2 ng
ml−1), [14] the proposed method is more sensitive
(1.68 ng ml−1), selective and simpler because it
neither requires extraction nor masking of diverse
ions. Cobalt can even be determined in the presence

of Cu(II), Fe(III) or Ni(II). Compared with other
sensitive methods such as, AAS [11] (5 mg g−1)
electrothermal atomic absorption spectrometry
(0.012 mg g−1) [32], the present method is not only
more sensitive but also cheaper and less compli-
cated in terms of assay procedure and equipment
used. The reported method has been successfully
tested for the determination of cobalt in various
pharmaceutical formulations and standard alloys.
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[7] K. Tôei, S. Motomizu, Analyst 101 (1976) 497.
[8] S. Stieg, T.A. Nieman, Anal. Chem. 49 (1977) 1322.
[9] B. Armitage, H. Zeitlin, Anal. Chem. Acta 53 (1971) 47.

[10] B. Maziere, J. Gros, D. Comar, J. Radioanal.Chem. 24
(1975) 707.

[11] J.S. Barros, Analyst 114 (1989) 369.
[12] R.B. Singh, T. Odashima, H. Ishii, Analyst 109 (1984) 43.
[13] T. Odashima, T. Kikuchi, W. Ohtani, H. Ishii, Analyst

111 (1986) 1383.
[14] M.I. Toral, P. Richter, L. Silva, Talanta 40 (1993) 1405.
[15] G.L. McIntire, Crit. Rev. Anal. Chem. 21 (1990) 257.
[16] F.S. Rojas, C.B. Ojeda, J.M.C. Pavon, Talanta 35 (1988)

753.

[17] A. Ringbom, J. Chem. Educ. 35 (1958) 282.
[18] E. Kentner, H. Zeitlin, Anal. Chim. Acta 49 (1970) 587.
[19] C. Calzolari, L. Favretto, Analyst 93 (1968) 494.
[20] M.C. Mehra, D. LeBlanc, Microchem. J. 24 (1979) 435.
[21] D.T. Burns, P. Hanprasopwattana, Anal. Chim. Acta 115

(1980) 389.
[22] R.K. Sharma, Sahadev, S.K. Sindhwani, Analyst 112

(1987) 1771.
[23] R.K. Sharma, S.K. Sindhwani, Talanta 35 (1988) 661.
[24] J.A. Murillo, J.M. Lemus, A.M. de la Pena, F. Salinas,

Analyst 113 (1988) 1439.
[25] M.P. San Andres, M.L. Marina, S. Vera, Talanta 41

(1994) 179.
[26] B.R. Reddy, P.V.R. Bhaskara Sarma, Talanta 41 (1994)

1335.
[27] M.P. San Andres, M.L. Marina, S. Vera, Analyst 120

(1995) 255.
[28] M.A. Taher, B.K. Puri, Analyst 120 (1995) 1589.
[29] B.K. Puri, S. Balani, Talanta 42 (1995) 337.
[30] B.S. Chandravanshi, G. Asgedom, Chem. Anal. (Warsaw)

40 (1995) 225.
[31] M.S. Carvalho, I.C.S. Fraga, K.C.L. Neto, E.Q.S. Filho,

Talanta 43 (1996) 1675.
[32] K. Akatsuka, I. Atsuya, Anal. Chem. 61 (1989) 216.

.
.



Talanta 48 (1999) 633–641

The solubility of toluene in aqueous salt solutions

Simon R. Poulson *, Rebecca R. Harrington, James I. Drever
Department of Geology and Geophysics, Uni6ersity of Wyoming, Laramie, WY 82071-3006, USA

Received 8 June 1998; accepted 24 August 1998

Abstract

The solubility of toluene has been measured in distilled water, and in various inorganic salt solutions. Values of the
Setschenow constant, KS, which quantify toluene solubility versus salt concentration, have been determined for each
salt. Values of KS are compared to the activity of water for the salt solutions. Data from this study, consistent with
earlier data, suggests that the effects of salts upon toluene solubility are non-additive. This contrasts the additive
behavior of inorganic salts upon the solubility of nonpolar organic compounds, such as benzene and naphthalene,
reported in the literature. Specific interaction between slightly polar toluene and ions in solution is suggested as a
possible explanation for the non-additive effect of salts on the solubility of toluene. © 1999 Published by Elsevier
Science B.V. All rights reserved.

Keywords: Setschenow constant; Toluene solubility; Salt concentration; Non-additive

1. Introduction

The solubility of aromatic hydrocarbons, such
as toluene, in water, and the decrease in solubility
in aqueous salt solutions is an important factor
controlling the behavior of hydrocarbons in a
variety of environments. Waterflood recovery of
mobile, separate-phase hydrocarbons in the sub-
surface is a well established technique, using a
well injection-and-recovery methodology. It was
initially developed as a secondary recovery pro-
cess to increase petroleum production efficiency
[1], but has also been applied as a remedial tech-
nology at sites contaminated with a nonaqueous

phase liquid [2,3]. Brines of various compositions
may be used during waterflood recovery, as salin-
ity influences the wettability of an organic liquid
phase [4], and hence affects the efficiency of or-
ganic phase recovery [5,6]. Salinity can also affect
the adsorption behavior of organic compounds
onto natural organic matter [7], and hence will
affect the mobility of organic compounds in the
subsurface. For example, sorption coefficients of
pyrene onto organic matter are 15% higher in a
0.34 molal NaCl solution compared to distilled
water [8], i.e. pyrene is more strongly adsorbed
onto organic matter in the presence of NaCl.
Lastly, the solubility of hydrocarbons in salt solu-
tions also has implications for petroleum migra-
tion [9]. Toluene is an important compound to
consider as it is a significant, and very soluble,
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0039-9140/99/$ - see front matter © 1999 Published by Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (98 )00292 -6



S.R. Poulson et al. / Talanta 48 (1999) 633–641634

component of both gasoline and petroleum, and is
also an important industrial chemical in common
use worldwide.

The solubility of neutral, nonpolar organic
compounds in salt solutions has long been known
to decrease in salt solutions of most inorganic
ionic species, an effect commonly known as ‘salt-
ing-out’, although salts of large, organic cations
can increase solubilities (known as ‘salting-in’).
An empirical relationship between the solubility
of an organic compound and the salt concentra-
tion has long been recognized [10], where:

log(C0/Csalt)=S�KS (1)

where C0 is the solubility of the organic com-
pound in distilled water, Csalt is the solubility of
the organic compound in the salt solution, S is the
salt concentration, and KS is the salting, or
Setschenow, constant. The units of KS are dis-
cussed in a later section. The major effect of
inorganic salts in solution upon organic com-
pound solubility is the formation of hydration
shells around the ionic species, which effectively
reduces the availability of free water to dissolve
the inorganic compound. As the size and strength
of ionic hydration shells are dependent upon the
salt composition, values of KS are also dependent
upon the salt composition. Hence, it might be
expected that there would be a correlation be-
tween the activity of water (i.e. the availability of
free water to dissolve an organic compound) and
the value of KS. However, values of KS are also
dependent upon the molar volume of the organic
compound [11], and upon the magnitude of any
possible interaction between the organic com-
pound and the dissolved salts. In the case of
nonpolar organic compounds, such as benzene
[12] and naphthalene [13,14], where there is no
specific interaction between the organic com-
pound and the dissolved salts, the effect of a
mixture of salts is a simple summation of the
effects of the contributions from the individual
salts present:

KS=%KS
i �Si (2)

where KS
i is the Setschenow constant for salt i,

and Si is the concentration of salt i in the salt
mixture.

This study has measured the solubility of
toluene in various aqueous salt solutions, by di-
rect equilibration of liquid toluene with an
aqueous solution, followed by direct analysis of
the toluene concentration in solution by UV spec-
trophotometry. Calculation of the activity of wa-
ter in salt solutions has also been performed, in
order to investigate a possible correlation between
the value of KS and the activity of water.

2. Experimental methods

Each salt under investigation was prepared at
three different concentrations, using distilled,
deionized water and ACS grade reagents. Ten
gram aliquots of salt solution (or distilled deion-
ized water) were transferred into glass centrifuge
tubes with PTFE-lined screw caps. All experi-
ments were performed in triplicate. Approxi-
mately 0.4 g of pure ACS grade toluene was then
added to each centrifuge tube, and the samples
were mechanically agitated for 3 days. Samples
were then centrifuged at approximately 2000 rpm
for 8 min, to separate liquid toluene (r=0.87
g/cm3) from the aqueous solution. The underlying
salt solution was sampled by passing a first, outer
pipette through the lens of toluene, and then
sampling the salt solution from the bottom of the
centrifuge tube with a second, inner pipette.

Toluene concentrations in the salt solutions
were measured by UV-visible spectrophotometry
at a wavelength of 261.3 nm, using a Shimadzu
UV160U dual beam UV-VIS scanning spec-
trophotometer (Shimadzu, Columbia, MD). Solu-
tions were measured in a quartz cuvette with a
PTFE stopper, with minimal headspace. Analyti-
cal standards were prepared daily from a stock
solution of toluene dissolved in methanol. Tripli-
cate analyses of each experiment indicated analyt-
ical reproducibilities with a typical standard
deviation of 1.5%, with a maximum standard
deviation of 3.4%. Linear regression of experi-
mental data to determine values of KS had values
of R2\0.99 for all salts except CsBr, which had a
value of R2=0.97. All experiments were per-
formed at 23°C. The majority of previous studies
have been conducted at 25°C, but other studies
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[15,16] indicate that toluene solubility has little
dependence upon temperature over the range of
20–25°C.

Additional salts were investigated, but experi-
mental problems precluded quantification of the
effect of these salts. These salts included
Ca(NO3)2, KI, and CsI, which all interfered at the
wavelength used to measure toluene concentra-
tions, and Na2SO4 and CsCl, which resulted in
emulsification of toluene, and prevented accurate
measurement of toluene concentrations.

Activities of water in 1 molal salt solutions were
calculated using the program PHRQPITZ [17].
Calculation of water activity for a CsBr solution
was not possible as the appropriate Pitzer con-
stants are not available for Cs+, so the value for
CsBr is taken from the literature [18].

3. Units of KS

The units of KS are dependent upon concentra-
tion in two ways, and need to be addressed in
order to compare solubilities determined by dif-
ferent experimental studies. Firstly, inspection of
Eq. (1) indicates that the KS has units of 1/(salt
concentration), where salt concentration may be
molal (mol/kg water) or molar (mol/l solution).
This distinction is not always clearly delineated,
and has a small but significant effect upon the
numerical value of KS, depending upon solution
density. For example, a 1 molal solution of BaCl2
(17.2 wt.% BaCl2), has a density of 1.169 g/cm3

[18], and therefore is equivalent to a 0.967 molar
solution of BaCl2. Hence, KS (l/mol)=0.034�KS

(kg/mol). Secondly, the dimension of KS will de-
pend upon the dimension used to measure toluene
solubility, with the two common units being mg
toluene/l solution, and mg toluene/kg solution. At
25°C in distilled water, these values (i.e. C0) are
essentially identical, since rwater=0.997 g/cm3 at
25°C [19], i.e. a concentration of x mg/l=0.003�x
mg/kg (ignoring the effect of the dissolved toluene
on solution density). However, in concentrated
salt solutions, there is a significant difference in
the numerical values of mg/l and mg/kg, again
depending upon solution density. For example, a
concentration of y mg/l toluene (i.e. Csalt) in a 1

molal BaCl2 solution, is the same as a concentra-
tion of 0.85�y mg/kg. Hence, KS (C0 and Csalt as
mg/kg)=KS (C0 and Csalt as mg/l)−0.07, for
BaCl2.

Toluene solubility has been measured in this
study as mg/l, as have most previous studies of
toluene solubility in salt solutions. A number of
studies [9,15,20] have reported solubilities as mg/
kg. However, all of these studies sampled experi-
mental solutions volumetrically, so it is assumed
that these concentrations should have been re-
ported as mg/l. Hence, no correction has been
applied to these studies. Salt solutions were pre-
pared in this study as molal solutions, and values
of KS in units of kg/mol are reported in Table 2.
Values of KS (kg/mol) are converted to values of
KS (l/mol) using compiled solution densities [18],
and are reported in Tables 2 and 3. A solution
density for CsBr is not available [18], so a solu-
tion density for CsCl was used instead.

4. Results

4.1. The solubility of toluene in distilled water

The solubility of toluene in distilled water was
determined in this study to be 562.999.6 mg/l. A
comparison with values determined in other stud-
ies investigating the effect of salts on toluene
solubility, and the various experimental methods
used, is presented in Table 1. Table 1 demon-
strates that a wide range of values for toluene
solubility have been measured, ranging from 487
[21] to 588 ppm [22], with the value determined by
this study falling within this range. A more ex-
haustive compilation of experimental studies that
have measured the solubility of toluene in distilled
water is available [23], with over 70 measurements
performed since the first determination [24].
Quoted solubilities show a total range of 265 to
1581 mg/l, although the majority of values (the
10th to 90th percentile) lie in the range of 470 to
670 mg/l. While the value determined by this
study comfortably lies within the range deter-
mined by previous studies, it is clear that there is
no accurate, consensus value for the solubility of
toluene in distilled water.
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Table 1
Comparison of toluene solubility in distilled water, and experimental methods of studies investigating toluene solubility in salt
solutionsa

Toluene solubility in Experimental methodStudy
distilled water

This study 562.999.6 mg/l Equilibration with liquid toluene, aqueous concn. by UV spectrophotometry
Equilibration with liquid toluene, aqueous concn. by refractive index588 mg/lDesnoyers and Ich-

haporia (1969) [22]
Brown and Wasik Vapor-aqueous phase experiments, with GC analysis, extrapolated liquid solu-566911 mg/kg

bility calculations(1974) [26]
Vapor-aqueous phase experiments, with GC analysis, extrapolated liquid solu-519.599.6 mg/lMackay and Shiu
bility calculations(1975) [28]

487.3b mg/l Volumetric titration using an organic dye as an end-point indicatorSada et al. (1975) [21]
Equilibration with liquid toluene via vapor phase, aqueous concn. by hexane534.894.9 mg/kgSutton and Calder

(1975) [20] extraction, evaporation/concentration, then GC
Equilibration with liquid toluene, aqueous concn. by GC544.0915.0 mg/kgPrice (1976) [9]

Rossi and Thomas Equilibration with liquid toluene, aqueous concentration by solid phase ex-506.796.1 mg/kg
traction, then GC(1981) [15]
Equilibration with reduced toluene vapor pressure, aqueous concentration by521 mg/lSanemasa et al.
chloroform extraction then UV spectrophotometry, followed by extrapolation(1984) [11]

Keeley et al. (1988) Equilibration with liquid toluene, aqueous concn. by GC of equilibrated va-58093 mg/l
por[27]

a Majority of experimental studies conducted at, or close to, 25°C.
b Converted from ml toluene/l, using rtoluene=0.865.

4.2. The solubility of toluene in salt solutions

The results of the solubility experiments, in-
cluding five salts that have not been studied be-
fore (KBr, KHCO3, CsBr, MgCl2, and MgSO4),
are listed in Table 2, and plotted in Fig. 1 as
log(C0/Csalt) versus salt concentration, after Eq.
(1). Values of KS (l/mol), ranging from 0.050
(for CsBr) to 0.596 (for K2SO4), are determined
by linear least-squares fit to the data in Fig. 1,
and are also listed in Table 2. KS values deter-
mined by this study are compared with KS val-
ues compiled from the literature in Table 3.
Comparison with previous studies is difficult,
due to the limited quantity of data present in
the literature, with only two previous studies of
any great extent [11,21]. NaCl has been the
most frequently studied (6 determinations of
KS), but there are only 5 other salts that have
been measured more than once (NaBr, Na2SO4,
KCl, K2SO4, CaCl2, and BaCl2). Values of KS

determined by this study tend to be slightly
lower than previous measurements (e.g. NaCl,
KCl, K2SO4, and CaCl2), but some measure-

ments are higher than previous values (e.g.
BaCl2), whereas the measurement for NaBr falls
between two previous determinations.

In general, the trends in values of the
Setschenow constants measured in this study are
consistent with what might be expected, using a
model where smaller, more highly charged ions
will bind waters of hydration more tightly,
hence reducing the availability of free water to
dissolve toluene. Assuming that common ions
have the same effect on KS (l/mol), the effect of
Na\K\Cs, as indicated by the bromide salts
(KS decreases from 0.180 to 0.150 to 0.050, for
NaBr, KBr, then CsBr), and confirmed by the
chloride salts (KS decreases from 0.202 to 0.188,
for NaCl and KCl). Similarly, the effect of Cl\
Br, as demonstrated by both the Na salts (KS

decreases from 0.202 to 0.180, for NaCl and
NaBr) and the K salts (KS decreases from 0.188
to 0.150, for KCl and KBr). However, the alka-
line earth chloride salts show an inconsistent
pattern, in that the effect of Mg\Ca, as ex-
pected (KS decreases from 0.354 to 0.289, for
MgCl2 and CaCl2), but the value of KS for
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Table 2
Experimental results of toulene solubility in various aqueous salt solutions a,b,c

Water activity coefficient for 1 molal salt so-Toulene solubil- KS (l/mol)Salt KS (kg/mol)Salt concentra-
ity (mg/l)tion (molal) lution

– ––562.9Distilled water –
347.9 0.198 0.202 0.976NaCl 1.00
216.22.00

3.00 144.4
0.176 0.180NaBr 0.53 445.0 0.966

353.81.11
273.81.77

0.188 0.968KCl 0.50 445.6 0.182
1.00 363.4

300.01.50
0.150 0.968KBr 0.50 476.7 0.147

398.81.00
1.50 339.7

0.231 0.968KHCO3 0.50 421.5 0.223
1.00 320.6

262.51.50
0.596 0.965K2SO4 0.20 428.5 0.570

0.40 324.6
0.60 257.3

0.048 0.050 0.97519.9CsBr 0.50
1.00 506.1

472.71.50
0.354 0.942MgCl2 0.45 391.0 0.341

0.90 278.5
1.35 194.4

0.425 0.428 0.981351.0MgSO4 0.50
1.00 213.9

129.81.50
0.282 0.289CaCl2 0.48 394.4 0.945

0.97 283.9
220.31.45

0.9510.478BaCl2 0.48 352.1 0.462
0.72 269.2

199.30.97

a Water activity coefficients for 1 molal salt solutions are calculated using PHRQPITZ [17].
b Conversion of KS from kg/mol to l/mol is discussed in text.
c A value for CsBr could not be calculated as the appropriate parameters for Cs+ are not available, so the value for CsBr is taken

from reference [18].

BaCl2 (0.478) is greater than either MgCl2 or
CaCl2. Similar trends were observed for Na versus
K [11,21], and for Cl versus Br [11]. However, a
value of KS for CaCl2\BaCl2 has been measured
[21], in contrast to this study, but this study [21]
also measured a value of KS for K2SO4\Na2SO4,
which is the reverse of what might be expected.

5. Discussion and conclusions

Comparison of KS values measured in this
study to previous determinations shows only
moderate agreement. This may not be surprising
in light of apparent uncertainties in various exper-
imental and analytical methods. There does not
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Fig. 1. Variation of toluene solubility (expressed as C0/Csalt, where C0= toluene solubility in distilled water, and Csalt= toluene
solubility in salt solution) versus salt concentration for various inorganic salts.

appear to be an accurate consensus value for the
solubility of toluene in distilled water, which
should be a more straightforward determination
compared to the measurement of toluene solubil-
ity in salt solutions. However, comparison of just
the 10 studies listed in Table 1 indicates a range of
measurements for toluene solubility in distilled
water from 487 to 588 ppm, and this range be-
comes much wider when considering the multi-
tude of other studies which have measured
toluene solubility (see earlier section). Clearly,
measurement of toluene solubility in distilled wa-
ter is an important factor in determining values of
KS. As an example, log(C0/Csalt) versus NaCl con-
centration is plotted in Fig. 2, using the value of
C0 measured in this study (563 mg/l), but also
using values of C0 of 543 and 583 mg/l (i.e. 920
ppm) with the same values of toluene solubility in
NaCl solutions listed in Table 1. Interestingly,
values of R2 for the linear regressions are essen-
tially identical in Fig. 2, indicating that the value
of R2 is not very sensitive to the exact value of C0,
but the value of KS varies significantly, depending
on the choice of C0 (KS=0.193, 0.198, or 0.202
kg/mol, for C0=543, 563, and 583 mg/l, respec-

tively). As discussed earlier, a consensus value for
the solubility of toluene in distilled water is not
available, so this remains a factor of considerable
uncertainty for measurements of KS.

Values of the activity of water for 1 molal salt
solutions, calculated using PHRQPITZ [17], are
listed in Table 2, and plotted against values of KS

in Fig. 3. For a simple model of solution of a
single organic compound in a variety of salt solu-
tions, it might be expected that there would be a
negative correlation between the value of KS, and
the activity of water in the salt solution. However,
Fig. 3 clearly demonstrates that there is no signifi-
cant correlation between water activity and value
of KS for toluene for the salts investigated by this
study. Consideration of the number of water
molecules bound in ionic hydration spheres, and
hence the effect upon the effective concentration
of bulk water in solution, could potentially pre-
dict values of KS. This model does indeed qualita-
tively predict trends in values of KS, e.g. a number
of studies indicate a decrease in solvation num-
bers from Na to K to Cs, and also from Cl to Br
[25]. As solvation numbers decrease, the amount
of water tied up in hydration spheres decreases,
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Table 3
Compilation of KS values for toluene in various aqueous salt
solutions

Salt KS (l/mol) Ref.

Sada et al. (1975) [21]0.191LiCl
0.593 Sada et al. (1975) [21]Li2SO4

NaF 0.336 Sanemasa et al. (1984) [11]
0.202 This studyNaCl
0.205 Mackay and Shiu (1975)

[28]
0.267 Sada et al. (1975) [21]
0.195a Price (1976) [9]
0.242 Sanemasa et al. (1984) [11]

Keeley et al. (1988) [27]0.201b

This study0.180NaBr
0.113 Desnoyers and Ichhaporia

(1969) [22]
Sanemasa et al. (1984) [11]0.190

0.066 Sanemasa et al. (1984) [11]NaSCN
NaNO3 0.154 Sanemasa et al. (1984) [11]

Sanemasa et al. (1984) [11]NaClO4 0.139
0.650 Sada et al. (1975) [21]Na2SO4

0.684 Sanemasa et al. (1984) [11]
KCl 0.188 This study

0.205 Sada et al. (1975) [21]
0.214 Sanemasa et al. (1984) [11]

This study0.150KBr
KHCO3 0.231 This study
K2SO4 0.596 This study

0.674 Sada et al. (1975) [21]
This study0.050CsBr
Sada et al. (1975) [21]0.055NH4Cl

0.415 Sada et al. (1975) [21](NH4)2SO4

0.354 This studyMgCl2
MgSO4 0.428 This study

This studyCaCl2 0.289
Sada et al. (1975) [21]0.401

BaCl2 0.478 This study
0.278 Sada et al. (1975) [21]

Sanemasa et al. (1984) [11]0.414
0.580 Sada et al. (1975) [21]CuSO4

Sada et al. (1975) [21]0.517ZnSO4

0.083c Rossi and Thomas (1981)Natural sea wa-
ter [15]

0.154c Brown and Wasik (1974)Artificial sea
[26]water
Sutton and Calder (1975)0.149c

[20]
0.131c Price (1976) [9]

a Calculated from solubility data.
b Units of KS unclear-KS given in terms of ionic strength,

but definition of ionic strength (i.e. in terms of molal or molar)
not provided.

c Value= log (C0/Cseawater), where C0= toluene solubility in
distilled water, and Cseawater= toluene solubility in seawater

and the concentration of water available to dis-
solve toluene increases. Hence, values of KS are
predicted to decrease from Na to K to Cs, and
also from Cl to Br, which is observed experimen-
tally. However, quantification of this model may
be impossible due to the difficulty in assigning
solvation numbers to each ion. Widely varying
solvation numbers have been measured by differ-
ent experimental methods [25], and solvation
numbers may well be dependent upon salt
concentration.

Consideration of the results of this study, and a
previous study [21], suggests that the effects of
salts on toluene solubility are not additive, in
contrast to the results for benzene [12] and naph-
thalene [13,14]. If individual ion effects are addi-
tive, they will also be conservative, such that if
two salts have a common anion, the difference in
KS values between salts of cation A versus cation
B should be independent of the identity of the
common anion. Similarly, in the case of salts with
a common cation, the difference in KS values
between salts of anion X versus anion Y should
be independent of the identity of the common
cation. In this study:

Na-K: KS(NaCl)-KS(KCl)=0.014

"KS(NaBr)-KS(KBr)

=0.030

Cl-Br: KS(NaCl)-KS(NaBr)=0.022

"KS(KCl)-KS(KBr)

=0.038

Similarly, there are many additional examples for
toluene [21], including:

Na−K:

KS(NaCl)−KS(KCl)=0.062

"0.5�[KS(K2SO4)−KS(K2SO4)]= −0.012

SO4−2�Cl:

KS(Na2SO4)−2�[KS(NaCl)]=0.116

"KS([NH4]2SO4)−2�[KS(NH4Cl)]=0.305

This contrasts with data for benzene [12], for
example:
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Fig. 2. Example of dependence of KS value upon C0 (toluene solubility in distilled water).

Fig. 3. Variation of activity of water for a 1 molal salt solution versus salting-out coefficient, KS.

Na−K:

KS(NaCl)−KS(KCl)=0.029

:KS(NaBr)−KS(KBr)=0.026

Cl−Br:

KS(NaCl)−KS(NaBr)=0.040

:KS(KCl)−KS(KBr)=0.047

Similarly, direct experimental measurements of
the solubility of naphthalene demonstrates addi-
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tive behavior for binary mixtures of NaCl with
either MgCl2, Na2SO4, CsBr, CaCl2, and KBr
[13], and also artificial and natural sea water [14],
although mixtures of NaCl with organic salts
((n-C4H9)4NBr, (CH3)4NBr, and C4H9SO3Na)
were non-additive [13].

A possible explanation for the non-additive be-
havior observed for toluene in salt solutions com-
pared to the additive behavior observed for
benzene and naphthalene in inorganic salt solu-
tions may be the slightly polar nature of toluene
(dipole moment of 0.45 debyes: [19]) versus the
non-polar nature of benzene and naphthalene.
The slightly polar nature of toluene suggests that
specific electrostatic interaction between toluene
and ions in solution is possible, whereas similar
interaction between non-polar benzene and naph-
thalene with ions in solution is unlikely. The exact
mechanism whereby specific interaction between
the organic compound and ions in solution is
responsible for non-additive salt behavior is un-
clear, but is consistent with the observation that
naphthalene exhibits non-additive behavior for
mixtures of NaCl with organic salts [13]. In this
case, specific interaction between naphthalene and
the organic salts may be covalent, rather than
electrostatic, in nature.
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Abstract

Fundamentals of ion-pair flow injection with piezoelectric detection were investigated experimentally and theoreti-
cally for the adsorption of dodecyl phenylsulfonate and interfacial ion-pair formation with epinephrine and L-dopa
on silver electrode of quartz crystal microbalance. The influences of sulfonate concentration and operating parameters
on the frequency response were demonstrated and provided the possibility for the discriminating determination of
mixtures. The selected system of ion-pair flow injection with piezoelectric detection was applied to the determination
of epinephrine and L-dopa. Calibration curves were linear in ranges 4.00–850 and 3.50–730 mg ml−1, with detection
limits of 1.22 and 1.05 mg ml−1 and sampling frequencies of 120 samples h−1, for epinephrine and L-dopa,
respectively. The method has been satisfactorily applied to the determination of catecholamines in pharmaceutical
preparations. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ion-pair; Piezoelectric detection; Flow injection; Catecholamines

Ion-pair formation using surfactants has been
widely applied in high-performance liquid chro-
matography and flow injection analysis. Since the
initial work of Karlberg and Thelander on the
determination of caffeine in acetylsalicylic acid
preparations [1], a number of ion-pair formations
with automated flow injection solvent extraction
to drug evaluation have appeared [2]. However,
solvent extraction required separation of ion-pair
from carrier costs the method incorporation of a

segmenter and consumption of organic solvent,
and hereby the applicability is greatly limited.

Recently, a new method, ion-pairing flow injec-
tion with piezoelectric detection, without liquid–
liquid extraction and phase separation, has been
developed and applied to determinations of sev-
eral pharmaceuticals [3,4]. This method has been
based on in situ mass sensing of the adsorption of
a surfactant on a piezoelectric crystal surface, and
performed detection of ion-pair formation simul-
taneously with desorption of the surfactant on the
crystal surface. In this paper, the fundamental* Corresponding author.. E-mail: zhihmo@cqu.edu.cn.
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considerations for the surface adsorption, interfa-
cial ion-pair formation and flow injection analysis
with piezoelectric detection were treated theoreti-
cally and verified experimentally, and the determi-
nation of epinephrine and L-dopa in
pharmaceutical preparations was satisfactorily
carried out by the developed system.

Catecholamines in pharmaceutical preparations
are present in relatively large amounts, and in-
creasing efforts have been directed towards the
development of simple and reliable analytical
methods. Several procedures have been reported
including titrimetric, spectrophotometric, fluori-
metric, chromatographic and flow injection tech-
niques [5–10].

1. Experimental

1.1. Reagents

A sodium dodecyl phenylsulfonate (SDPS) so-
lution (0.02 M) was prepared in water and from
this dilute carrier solutions were prepared. A hy-
drochloric acid solution (0.10 M) was prepared to
adjust the pH of carrier solutions checked by a
pH meter. Stock solutions (2 mg ml−1) of
epinephrine and L-dopa were prepared from the
Sigma product in 0.01 M hydrochloride acid and
stored frozen in dark bottles before use. From
these, more dilute working solutions were pre-
pared as required. All chemicals were of analytical
grade. Ion exchange-distilled water was used
throughout.

1.2. Apparatus

The flow injection system was the same as
described previously [3], and a similar flow-
through detector of small cell volume (25 ml) was
used with a 10 MHz AT-cut piezoelectric crystal
plated with silver electrodes. A laboratory-made
TTL–IC oscillator [11] was connected to the crys-
tal electrodes and the oscillating frequency was
monitored with a SS7200 universal counter (SJZ
No.4 Electronic Factory, China). An LP-2A speed
modulation pump and a V-16A four-way multi-
functional automatic valve fitted with a 50 ml

by-pass coil (Xintong Scientific Instrument,
China) were used. Flow lines were of PTFE tub-
ing (0.8 mm i.d.).

2. Results and discussion

2.1. Adsorption of sodium dodecyl phenylsulfonate
on electrode

Solutions of SDPS in the range 0–0.012 M
were passing through the flow cell at various
flow-rates of 0.1, 1.0, and 5.0 ml min−1. The
frequency was found to decrease significantly and
became stable in a time proportional to the con-
centration of SDPS (CS) and the inverse of flow-
rate. As more SDPS presented in water, the
frequency shift with respect to water (DF) in-
creased linearly at lower SDPS concentration and
slowed down to a limit and subsequently de-
creased, as shown in Fig. 1. In comparison among
cases at different flow-rates, the limited frequency
shift was almost constant, but the linear slope
increased with the increase of the flow-rate and
nearly unchanged at high flow-rates (\5.0 ml
min−1).

It has been known that the oscillating fre-
quency is changed with viscoelastic and electric
properties of the solution contacting with the

Fig. 1. Relationship of frequency shift (DF) with SDPS con-
centration (CS) at various flow-rates: (�) 0.1; (
) 1.0; (") 5.0
ml min−1.
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electrode [11–13]. In the experiments, the density
and viscosity were slightly changed with dilute
surfactant solutions, and the frequency was nearly
irrelevant to the conductivity of solutions by mod-
ulating the capacitor in series with the crystal [11].
Consequently, the frequency shift was caused pre-
dominantly by the small mass change of the elec-
trode surface due to the adsorption of SDPS.
According to the Sauerbrey equation, the fre-
quency shift is linearly related to the surface
concentration of adsorbates because the thin ad-
sorption layer can be treated as being rigid [13].
Hence, curves in Fig. 1 directly demonstrate the
relationship of the surface concentration (G) with
the bulk concentration of SDPS. It can be imag-
ined from those curves that the adsorption is
based on the interaction of the electrode with
hydrophobic groups of free surfactant molecules
and reduced by the formation of micelle among
surfactant molecules at high surfactant concentra-
tions. The linear regime of DF−CR curves can be
described by the following equations:

DF= −aG G=KCS (1)

where a=0.226 Hz cm2 ng−1 for a 10 MHz
crystal, K is an adsorption constant of the surfac-
tant influenced by the flow-rate.

2.2. Response to injection of epinephrine and
L-dopa

Sharp peaks occurred on the graph of the fre-
quency versus time, responded to injections of
epinephrine and L-dopa, as shown in Fig. 2. Injec-
tions were of relatively small volume and dis-
tributed completely in the long mixing coil in
order to avoid the effect of bulk properties of
injections on the frequency response. Accordingly,
the peak corresponds to the change of surface
SDPS concentration (DG), which should be
caused by both interfacial and homogeneous ion-
pair formations between epinephrine or L-dopa
and SDPS on the surface and in the bulk, and
may also caused by distribution of SDPS in the
mixing coil. The latter, however, was found to be
much smaller by injection of a blank solution. It
illustrated that the desorption by the decrease of
bulk SDPS was too slow to keep pace with the

Fig. 2. FIA response of frequency versus time to injection of
epinephrine (I) and L-dopa (II) using SDPS as carrier. Injec-
tion concentration, 300 mg ml−1; concentration of SDPS,
0.004 M; flow-rate, 2.0 ml min−1; and length of mixing coil,
250 mm.

injection band. Hence, in the linear adsorption
regime of SDPS, the frequency response to an
injection of catecholamine, nearly the peak height
( fp) for a sharp peak, can be obtained as follows:

fp= −aDG

DG= −kftKCICS[1−kTCS(D−1)/D ]/D (2)

where k, T, kf and t are rate constants and
reaction times for the homogeneous and interfa-
cial ion-pair formation, respectively; CI is the
injection concentration; and D is the distribution
degree in the mixing coil. In the experiments,
D�1, then

fp=ACI, A=akftKCS(1−kTCS)/D (3)

Hereby, the peak height is proportional to the
injection concentration and can be applied to the
determination of catecholamine concentration
with an ascertained flow injection system using a
fixed solution of SDPS as a carrier. As can be
seen in Fig. 2, the frequency response to injection
of L-dopa is more sensitive than that of
epinephrine. According to Eq. (3), it implies that
the rate constant for interfacial ion-pair formation
of L-dopa is greater than that of epinephrine.
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2.3. Effect of concentration of sodium dodecyl
phenylsulfonate solution

The effect of the concentration of SDPS on the
peak height is shown in Fig. 3. A flow-rate of 2.0
ml min−1 and an injection concentration of 300
mg ml−1 were fixed in experiments. The peak
height was found to increase before achieving a
maximum and subsequently decrease with higher
surfactant concentrations. As can be seen, the
maximum peak height and the corresponding con-
centration of L-dopa were larger and lower than
those of epinephrine, respectively.

According to Eq. (3),

#fp/#CS=akftKCECS(1−2kTCS)/D (4)

It can be derived out by Eqs. (3) and (4) that the
peak height achieves the maximum, fpm=
akftKCE/4kTD, at the corresponding concentra-
tion, called frequency-limited concentration,
Ck=1/2kT, and decreases to zero at 2Ck. Here,
the frequency-limited concentration of SDPS is
only governed by the rate constant and reaction
time for the homogeneous ion-pair formation in
the mixing coil, unaffected by the concentration
of injection and other factors. Once the experi-

mental is fixed, the concentration, Ck, is only
proportional to the inverse of rate constant, k,
depended on the substance forming the ion-pair.
It is implied that the value of Ck could be applied
to the discriminating determination of mixtures.

The peak height was found to change slightly
with the change of the carrier pH in the range of
3–7. However, it decreased and increased sharply
with lower carrier pH as pHB3, using 2.00 mM
and 6.00 mM surfactant carrier, respectively. The
reason is that the concentration of free SDPS
anion, CS, decreases in strong acidic medium.
Consequently, the carrier pH influences the peak
height by way of the effect of CS on the response.

2.4. Effect of operating parameters

As has been derived from Eq. (3), the peak
height is relevant to the distribution degree (D)
and reaction times (t and T), following #fp/#t\0,
#fp/#TB0 and #fp/#DB0 when kTCSB1. In ex-
periments, those affecting factors were controlled
by three operating parameters, volumes of the
mixing coil and injection (V and Vi) and the
flow-rate (u). Actually, the relations of those af-
fecting factors with the operating parameters are
difficult to describe quantitatively. Qualitatively,
the increase in u leads to shorter t and T, the
increase in V leads to longer T and higher D and
the increases in Vi leads to lower D.

The peak height was found to increase with
faster flow-rates in the range of 0.5–1.5 ml
min−1, which indicates that the increase of peak
height caused by shorter T is greater than the
decrease by shorter t. When the flow-rate in-
creased over 1.5 ml min−1, the peak height was
found to decrease, which indicates that the in-
crease by shorter T is less than the decrease by
shorter t. In addition, slower flow-rates below 0.1
ml min−1 resulted in wider peak widths as the
re-adsorption of SDPS in the carrier was slowed
down.

With lower volume (length) of mixing coil, the
peak was found to be higher and sharper. But the
frequency tended to irregularly changed with the
injection concentration of catecholamines as the
length of mixing coil was less than 250 mm (V=
125 ml) at 50 ml of the injection volume. With the

Fig. 3. Effect of SDPS concentration (CS) on peak height ( fp)
for injection of epinephrine (
) and L-dopa ("). Injection
concentration, 300 mg ml−1; flow-rate, 2.0 ml min−1; and
length of mixing coil, 250 mm.
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Table 1
Determination of epinephrine and L-dopa in pharmaceutical preparations

Recovery (%)Added (mg ml−1) Titrimetric method foundbSamplea FIA method foundbNominal value
(mg ml−1)(mg ml−1)(mg ml−1)

0.9890.003 0.97690.003Epinephrine 1.0
ampoules

0.500 0.49790.002 99.4
0.48590.0010.4790.005Epinephrine 0.50

ampoules
0.49890.0020.500 99.6

9.8390.008Epinephrine 9.9290.0310.0
tabletsc

5.0290.03 100.45.00
9.9290.005 9.9190.02L-dopa tabletsc 10.0

5.00 5.0190.02 100.2

a Supplied by three Chinese manufactures.
b Average of five determinations9SD.
c Prepared by dissolving the tablet in 25 ml of distilled water.

increase of injection volume, the peak height was
found to increase. However, when the injection
volume was larger than 50 ml at 125 ml of the
mixing coil volume, the peak height was not in a
linear relation to the injection concentration of
catecholamines. It implies that the distribution
degree should be large enough to assure that the
frequency response is not influenced by the bulk
properties of injections, as mentioned above.

2.5. Calibration graph and reproducibility

As seen above, the ion-pairing flow injection
system was selected as SDPS concentration of
4.00 mM, a flow-rate of 2.0 ml min−1, a mixing
coil of 250mm and a injection volume of 50 ml.
With correlation coefficient greater than 0.9995,
linear calibration graphs of the peak height rela-
tive to the blank (water) versus the concentration
were obtained for epinephrine in the range 4.00–
850 mg ml−1 with a slope of 1.7590.01 Hz ml
mg−1, and for L-dopa in the range 3.50–730 mg
ml−1 with a slope of 2.0390.01 Hz ml mg−1. The
SDs for injections of blank and 300 mg ml−1

epinephrine and L-dopa (10 replicates) were 0.71,
1.26, 0.97 Hz, respectively. The detection limits
(3×noise) were 1.22 mg ml−1 for epinephrine and
1.05 mg ml−1 for L-dopa. The relative SDs (10
replicates) were 0.24 and 0.16% for 300 mg ml−1

epinephrine and L-dopa, respectively. The sam-
pling rate was about 120 samples h−1.

2.6. Interference

The influence of foreign compounds that com-
monly company epinephrine and L-dopa in phar-
maceutical preparations was studied by preparing
solutions containing 300 mg ml−1 the cate-
cholamine and increasing concentrations of the
potential interferents up to 5 mg ml−1 or by
adding an amount to give an error of 93%. The
errors were determined by comparison with the
peak heights given by a solution of analyte con-
taining no foreign substances. 5 mg ml−1 of
glucose, lactose, sucrose, asparate, citrate and tar-
trate were tolerated in the maximum amounts
tested and 0.3 mg ml−1 of antipyrine, berberine,
pilocarpine and sparteine hydrochloride were also
tolerated in the determination of 300 mg ml−1

epinephrine and L-dopa.

2.7. Analysis of pharmaceutical preparations

The proposed method was satisfactorily applied
to the determination of epinephrine and L-dopa in
pharmaceutical preparations. Commercially avail-
able formulations were analyzed and the results
obtained are summarized in Table 1. As can be
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seen, for all formulations the assay results were in
good agreement with values obtained by the non-
aqueous titrimetric method [14]. The recoveries
obtained by adding epinephrine or L-dopa to each
pharmaceutical formulation are also given in
Table 1.

3. Conclusions

Based on in situ monitoring of the surface
concentration of the adsorbed surfactant, ion-pair
flow injection with piezoelectric detection elimi-
nates the requirement for separation between the
free surfactant and ion-pair, resulting in the
present simple and fast approach utilizing ion
association. The sampling frequency, accuracy
and precision superior to those given for conven-
tional methods are improved by using a detector
of small cell volume, and the sensitivity is also
enhanced by the greater volume ratio of injection
to detection cell. Moreover, the selectivity could
be realized by the frequency-limited concentration
of SDPS. Development would be in advance on
gradient ion-pair flow injection with piezoelectric

detection for the multicomponent analysis in
pharmaceuticals.
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Abstract

The response characteristics of some iodide-selective solvent polymeric membrane electrodes based on with
N,N %-bis(salicylaldehyde-n-octyl) diimine cobalt(II) (Co(II)SAODI) which is a more lipophilic substitute for a
previously reported iodide-carrier are described. The electrode doped with Co(II)SAODI into a plasticized poly(vinyl
chloride) membrane exhibits an anti-Hofmeister selectivity pattern with high selectivity toward iodide, long lifetime
and small interference from H+. Quartz crystal microgravimetric measurements and ac impedance experiments show
that the excellent selectivity for iodide is related to the unique interaction between the carriers and iodide and steric
effect associated with the structure of the Schiff base ligands. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Potentiometry; Iodide-selective electrode; Schiff base complexes

1. Introduction

Study on the anti-Hofmeister sensing materials
with high selectivity for given anions is an expedi-
tiously expanding domain in chemical sensors.
Membranes based on ion exchangers such as
lipophilic quaternary ammonium or phosphonium
salts exhibit the classical Hofmeister behavior in
which the membrane selectivity is mainly domi-
nated by the free energy of hydration of ions

involved [1,2]. Recently, electrodes using plasti-
cized poly(vinyl chloride) (PVC) membranes
doped with organometallic species and metal–lig-
and complexes including organotin species [3],
organomercury [4,5], derivatives of vitamin B12

[6,7], Mn(IV) [8,9], Co(III) [10,11], Sn(IV) [12,13],
Mo(V) [14] porphyrin complexes, Co(II) phthalo-
cyanine derivatives [15] and electropolymerized
Co(II) porphyrin derivative films [16] demon-
strated potentiometric anion-selectivity sequences
which are remarkably different from the Hofmeis-
ter pattern. These deviations are caused by the
direct interaction between the central metal of the

* Corresponding author. Tel.: +86-731-8822661; Fax: +
86-731-8824487; e-mail: ryuan@mail.hunu.edu.cn.
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membrane active components and analyte anion
and steric effect associated with the structure of the
ligand.

Schiff base complexes Co(II) can reversibly coor-
dinate oxygen and have been extensively studied as
‘model compounds’ to simulate natural oxygen
carriers containing a transition metal [17,18]. Re-
cent studies showed that solvent polymeric mem-
branes incorporating some Schiff base complexes
of Co(II) as carrier exhibited considerable selectiv-
ity for iodide [19]. In this paper, the more lipophilic
Schiff base complexes of Co(II) synthesized in our
laboratory were incorporated into plasticized PVC
membranes with 2-nitrophenyloctyl ester (o-
NPOE) as a plasticizer to prepare electrodes with
substantial improvement in selectivity toward io-
dide ion, long lifetime and small interference from
hydrogen ion.

2. Experimental section

2.1. Reagents

Bis(2-naphtholaldehyde)ethylenediimineco-
balt(II) (Co(II)napen) and bis(2-naphtholalde-
hyde)phenyldiiminecobalt(II) (Co(II)napophen)
were prepared as reported in [20]. Bis(salicylalde-
hyde)ethylenediiminecobalt(II) (Co(II)salen) were
prepared as described in [21–23]. The o-NPOE was
synthesized as described by Honing [24]. The syn-
thesis of hexadecyltrioctylammonium iodide
(HTOAI) was described in [25]. PVC powder of
chromatographic grade was a product of Shanghai
Chemical. Redistilled deionized water and analyti-
cal grade reagents were used throughout.

2.2. Synthesis of
N,N %-bis(salicylaldehyde-n-octyl)diiminecobalt(II)

The crude product of N-salicylaldehyde-n-
octylimine (SAOI) was prepared as follows. To a
solution of 3.0 g (22 mmol) salicylaldehyde in 50
ml boiling anhydrous ethanol add 2.8 g (22 mmol)
n-octylamine. The reaction mixture was stirred and
heated with reflux for 2 h and left the solution to
cool to room temperature. The solvent was then
removed under vacuum to leave the crude product
as oil.

The Co(II)SAODI complex was prepared as
follows. A warm solution of 0.91 g (4.3 mmol)
Co(CH3COO)2·2H2O in 25 ml of methanol was
added to an ethanol solution (40 ml) of 2.0g (8.6
mmol) SAOI. The mixture was stirred and heated
with reflux for 6 h in an atmosphere of nitrogen,
then cooled to 0°C and allowed to stand for 12 h.
The dark solid precipitate was filtered under suc-
tion, washed with anhydrous ethanol and dried in
room temperature. (yield, 67%; melting point 67–
69°C). Analysis: found C, 68.24; H, 8.83; N, 5.77;
O, 6.82. Calculations for Co(II)SAODI: C, 68.88;
H, 8.47; N, 5.35; O, 6.11. The structure of the
Co(II)SAODI was identified by infrared (KBr)
(Heraeus, C-H-N-O-S-Rapid Element Analyzer,
Germany) and mass spectrometry(GC-17 A-QP-
5000 System, Shimadzu, Japan) (see Fig. 1).

2.3. Membrane preparation

The iodide-selective solvent polymeric mem-
brane incorporating Co(II)SAODI was prepared
and assembled according to the method of Thomas
and co-workers [26,27]. The membrane composi-
tion was optimized by using an orthogonal exper-
imental design with the electrode linear response
range and slope for iodide ion as the object function
for optimization. The optimum composition ob-
tained was 2.5% (w/w) ionophore, 65.5% (w/w)
o-NPOE, and 32.0% (w/w) PVC. 25 mg
Co(II)SAODI, 655 mg o-NPOE and 320 mg PVC
were dissolved in 4 ml of freshly distilled THF and
cast in 5 cm diameter glass rings on a glass plate.
After drying (usually 48 h), individual membrane
(0.8 cm diameter) was cut from this larger piece and
mounted in electrode body for testing. The elec-
trode membrane prepared was a thickness of 0.2 cm
and a direct current resistance of 117.390.3 kV
(average of six determination). The other mem-
branes containing membrane active component
were prepared according to the similar to the
method described above except for slight difference
of the amount of composition.

2.4. Apparatus

Potentiometric and pH measurements were
made with a model 901 microprocessor ion ana-
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lyzer (Orion, Cambridge, MA, USA) and a Model
PH-3C pH/mV meter (Rex Instrument Factory,
Shanghai, China). The cells used for all mV mea-
surements were of the following type: Hg; Hg2Cl2,
KCl (satd.)/NaNO3 (3 M)/sample solution//mem-
brane//NaNO3 M, pH 5.6 buffer/AgCl, Ag. The
pH 5.6 buffer used was 1.0 M in citrate and 1.0 M
in KCl. The external reference electrode was a
double-junction saturated calomel electrode. Be-
fore use, the electrodes were preconditioned by

soaking overnight in a Britton–Robinson buffer
(B–R buffer) solution with pH 6. The B–R buffer
solutions for testing the electrode function con-
sisted of boric acid, acetic acid, and orthophos-
phoric acid (10 mM each), adjusted to various pH
values with 1 M sodium hydroxide.

2.5. Determination of emf response and selecti6ity
of the electrodes

The emf measurements were carried out at
20°C by immersing the membrane electrode and
the reference electrode into a glass beaker con-
taining about 20 ml of the sample solution. An-
ion-selectivity coefficients, log K I,X

pot were
determined by separate solution method in a
background electrolyte of pH 6.00 B–R buffer
solution. The single-ion activities were calculated
by using the extended Debye–Huckel equation.

2.6. Quartz crystal microgra6imetric measurement

The measurement of the frequency shifts of
chloroform phases were performed with a model
CNN 3165 high resolution counter (Sump, Tai-
wan). The chloroform solutions containing 0.01
M Co(II)SAODI and the pure chloroform solu-
tions were separately shaken with pH 6.0 B–R
buffer solutions containing different concentra-
tions of iodide over the range from 1×10−5 to
1×10−1 for 30 min and the organic phases were
treated with 3% H2O2 in 1 M H2SO4 solution. The
gold-coated quartz crystal was AT-cut with a
fundamental resonance frequency of :8.5 MHz
and used to absorb I2 in the chloroform for 15
min to record the frequency shifts DF1, DF2, re-
spectively. The chloroform phase containing 0.01
M Co(II)napophen was treated with the B–R
buffer solutions containing different concentra-
tions of I− in the same manner as mentioned
above to obtain the frequency shifts DF3.

2.7. Ac impedance experiments

The ac impedance of the solvent polymeric
membrane, plasticized with o-NPOE and contain-
ing 2.7 mmol of Co(II)SAODI, was measured
with the PAR M368-2 system (EG&G Princeton

Fig. 1. Strutures of the carriers used to prepare solvent poly-
meric membrane electrodes [I, HTOAI; II, Co(II)salen; III,
Co(II)napen; IV, Co(II) napophen; V, Co(II)SAODI].
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Fig. 2. Effect of the pH on the potentiometric response curves
of the membrane electrode doped with Co(II)SAODI. The pH
values of the B–R buffer were (�) 4.00; (
) 6.00; (�) 8.00;
(�) 10.00.

with different pH values. The B–R buffer solu-
tions with pH 4.00–8.00 were suitable buffers for
the determination of iodide, and at pH 6.00, the
analytical signal of the electrode presented better
slopes and detection limits for iodide. The detec-
tion limits of the electrode deteriorate when the
10−2 M Tris–HCl, pH 7.00, or the 10−2 M
NaH2PO4–NaOH, pH 7.00 buffers were used.
Theses detection limits were 3.2×10−5 and 1.4×
10−5 I−.

As shown in Fig. 2, the electrode incorporating
Co(II)SAODI exhibited a near-Nanstian potentio-
metric response for 2.3×10−2–8.4×10−7 M I−

with a detection limit of 4.7×10−7 M and a
slope of 55.790.2 mV/pI− (20°C) in the B–R
buffer, pH 6.00. The time required for the elec-
trode to 90% response was B40 s which is similar
to that observed with a classical ion exchanger
membrane electrode. The dc resistance of the
electrode membrane was 117.390.2 kV (average
of six determination). The SD of the electrode
potential reading over a period of 24 h in the
B–R buffer with pH 6.0 containing 10−3 M KI
was 0.3 mV (n=144) and the potential readings
for the electrode dipped alternately into stirred
solutions of 10−3 and 10−4 M KI demonstrated a
SD of 0.4 mV over 4 h (n=12). After contact of
the electrode with flowing tap water for 4 months,
no detectable loss of performance characteristics
was observed. The electrode containing
Co(II)napophen and Co(II)napen separately
showed the rather poor potentiometric response
properties (see Fig. 3). These detection limits are
6.2×10−4 and 2.7×10−4 M KI, respectively,
and the slopes are 38.590.3, 42.490.2 mV/pI−,
respectively.

The potentiometric selectivity coefficients to-
ward a series of anions presented for the solvent
polymeric membranes containing different carriers
are shown in Figs. 5 and 6. The electrode doped
with Co(II)SAODI, for instance, showed a selec-
tivity sequence of anions in the following order:
iodide�nitrite� thiocyanate\perchlorate�per-
iodate\bromide\nitrate\chloride\sulfate. It
is clear that this anion-selectivity pattern deviates
from that of the Hofmeister pattern found with
HTOAI-based membrane.

Applied Research, Princeton, NJ) in pH 6.0 B–R
buffer solution containing different concentra-
tions of iodide. The working electrode was a
Ag/AgCl foil with 0.5 cm2 area. A Pt foil 0.5 cm2

area and a saturated calomel electrode as a coun-
ter electrode and a reference electrode, respec-
tively. The frequency range and ac amplitude used
were 10−2–105 Hz and 15 mV, respectively (at
18°C).

3. Results and discussion

3.1. Emf response characteristics and selecti6ity
of electrodes based on Schiff base complexes of
cobalt(II)

Three different buffers, B–R buffer at pH 4.00,
6.00, and 8.00, 10−2 M Tris–HCl, pH 7.00 and
10−2 M NaH2PO4–NaOH, pH 7.00, were used to
study the effect of the pH on the response of the
electrodes doped with Co(II)SAODI to iodide.
Fig. 2 shows the results obtained when the elec-
trode was immersed into the B–R buffer solutions
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Fig. 3. Potentiometric response curves of Schiff base com-
plexes of Co(II); (�) Co(II)SAODI; (
) Co(II)napen; and (�)
Co(II)napophen in B–R buffer with pH 6.00.

6.3×10−4, and 3.2×10−4, respectively which
are much less than those of membrane electrode
based on metalloporphyrin complexes [10]. The
unique potentiometric selectivity toward iodide
must be related to the special interaction between
Schiff base complexes of Co(II)SAODI and iodide
ion. The Co(II) Schiff base complexes in the
organic phase can serve as a coordinating site for
iodide ion to form five-coordination [28,29] and
the Fig. 4 demonstrates the possible response
mechanism. As shown in Figs. 5 and 6, the elec-
trode doped with Co(II)SAODI exhibited higher
potentiometric selectivity toward iodide ion than
that containing Co(II)salen, since Co(II)SAODI
possesses stronger lipophilicity and steric struc-
ture of the ligand. The potentiometric response
characteristics of the electrodes incorporating dif-
ferent carriers deteriorated in the following order:
Co(II)SAODI\Co(II)napen\Co(II)napophen
(see Figs. 2 and 3). Indeed, the equatorial plane of
the Schiff base complexes of Co increases with
increasing conjugation of the complexes, and the
complexes containing naphthyl ridicals with the
stronger conjugation than that containing phenyl
radicals decreased the p electron density in the
vicinity of the Co atom and weaken the interac-
tion between the complexes and iodide [29,30].
The potentiometric response characteristics to
ward iodide observed by the electrodes doped
with different carriers were in fair agreement with
the rule above (see Figs. 1 and 3). Figs. 5 and 6
also show that the values of the anion-selective
coefficients of the electrodes doped with different
ionophores determined by separate solution
method (SSM) is better than that by mixed solu-

3.2. Mechanism of iodide response and selecti6ity

As mentioned earlier, the values of K I,SCN
pot of

the PVC-based membranes containing Co(III)
porphyrins as ionophores and electropolymerized
[Co(o-NH2)TPP] films were 1.3 [8], 5.6 [10] and
2.0×103 [16]. Although the selectivity coefficient
between I− and other halides (Br− and Cl−) of
the electrode doped with metalloporphyrin com-
plexes [10] is similar to that of the electrode
incorporating Co(II)SAODI, It was noticeable
that the values of the K I,SCN

pot and K I,CIO4

pot of the
membrane containing the Co(II)SAODI were

Fig. 4. Suggested coordination scheme of Co(II)SAODI with iodide.



R. Yuan et al. / Talanta 48 (1999) 649–657654

Fig. 5. Comparison of the selective coefficients, log K I,X
pot for the solvent polymeric membrane containing different active components.

The present data were determined by the separate solution method (SSM) and the mixed solution method (MSM—the interferent
concentration was kept at the level of 10−2 M), respectively. aFrom [19]. bHTOAI membrane was prepared with 63 wt.% o-NPOE,
32 wt.% PVC and 5 wt.% HTOAI.

tion method (MSM, the interferent concentration
was kept at the level of 10−2 M), and the
Dlog K I,X

pot obtained by the both methods is 0.2–1.
The effect of pH on the potentiometric response

characteristics of the electrode incorporating
Co(II)SAODI with a higher lipophilicity is small
compared with electrode containing Co(II)salen
(see Fig. 2 and [19]), when the pH values of the
buffer solution are 8.00\pH\4.00. In the solu-
tion with pH\8.00, the potentiometric response
properties of the electrode slightly deteriorated
and the observation can be explained by hydrox-
ide-coordinated central metal interference.

In order to identify the potentiometric response
results obtained and further prove that the Co(II)
Schiff base complexes is important for inducing
iodide selectivity, the quartz crystal microgravi-
metric measurements and the ac impedance exper-
iments were undertaken. The quartz crystal

microgravimetric measurements were performed
to confirm the existence of I2 yielded from the
oxidation of I− which was transferred from
aqueous phase into organic phase, by the deliber-
ative addition of hydrogen peroxide as oxidizer.
As shown in Fig. 7, the frequency shifts DF which
were related to the interactions of the 10−2 M
Co(II)SAODI in chloroform with the aqueous
solutions containing I− remarkably increased
with increasing the concentrations of I− in the
aqueous solutions, and in the systems of carrier-
free chloroform treated with the aqueous solu-
tions containing different concentrations of I−,
no significant increase of DF was observed. The
values of DF which were corresponded to the
system of 10−2 M Co(II)napophen in chloroform
treated with the aqueous solutions containing I−

is smaller than those of DF. The results obtained
above indirectly proved that the transfer of I−
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Fig. 6. Comparison of the selective coefficients, log K I,X
pot for the solvent polymeric membrane containing different active components.

The present data were determined by the separate solution method (SSM) and the mixed solution method (MSM, the interferent
concentration was kept at the level of 10−2 M), respectively. aHTOAI membrane was prepared with 63 wt.% o-NPOE, 32 wt.%
PVC and 5 wt.% HTOAI.

across water/organic interface was taken up by
Co(II) Schiff base complexes in the membrane
phase.

The ac impedance of a solvent polymeric mem-
brane containing 2.7 mmol of Co(II)SAODI con-
ditioned in pH 6.00 B–R buffer solution
containing 10−4 KI M were illustrated in Fig. 8.
A well-resolved buck and surface impedance at
high frequency region in addition to Warburg
impedance at low frequency region were observed.
The buck resistance decreased with increasing the
concentration of KI: 50.2 kV cm in 10−6 M KI;
42.4 kV cm in 10−5 M KI; 38.2 kV cm in 10−4 M
KI; and 35.7 kV cm in 10−3 M KI. It was evident
that Co(II)SAODI could dominate iodide ion
across the solvent polymeric membrane and the
transfer process is diffusion controlled.

3.3. Preliminary application

The electrode doped with Co(II)SAODI was
applied to the determination of iodide in drug
preparations. A sample of 20–25 mg of iophendy-
latum was burned in an oxygen bomb with 15 ml
of 5% H2O2 and 4.0 ml of 0.5 M NaOH as the
absorbate. The absorbate was heated, acidified
with H2SO4, and diluted with water. The sample
solution obtained above was determinated by po-
tentiometric titration method with 0.00500 M
Ag2SO4 as the titrant and the membrane electrode
containing Co(II)SAODI as the indicating elec-
trode. Fig. 9 shows the E–V curve for this type of
titration using a sample solution containing 20 mg
of iophendylatum. The results obtained was
30.7790.34 (w/w)% in iodide (n=6), which was
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Fig. 7. Frequency shift values in different chloroform phases
as a function of the concentration of iodide ion in B–R buffer
(pH 6.00): (�) chloroform containing 10−2 M Co(II)SAODI;
(
) chloroform containing 0.01 M Co(II)napophen; and (�)
carrier-free chloroform.

Fig. 9. E–V curve for titration of I− in a sample solution with
Ag2SO4.

in fair coincidence with the results [30.4690.27
(w/w)% in iodide, n=6] given by precipitation
method [31].
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Abstract

A simple flow injection system is proposed for the determination of thiamine in pharmaceutical formulations. The
determination is based on the precipitation reaction of thiamine with silicotungstic acid in acidic medium to form a
thiamine silicotungstate suspension that is measured at 420 nm. Adding 0.05% (w/v) poly(ethyleneglycol) in the
carrier solution (0.5 mol l−1 hydrochloric acid), an improvement in the sensitivity, repeatability and baseline stability
of the flow injection system was obtained. The calibration graph was linear in the thiamine concentration range from
5.0×10−5 to 3.0×10−4 mol l−1 with a detection limit of 1.0×10−5 mol l−1. The relative standard deviations for
ten successive measurements of 1.0×10−4 mol l−1 and 2.5×10−4 mol l−1 thiamine were less than 1% and an
analytical frequency of 90 h−1 was obtained. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Thiamine; Flow injection; Turbidimetry; Silicotungstic acid; Pharmaceutical formulations

1. Introduction

Thiamine (Vitamin B1) is a white crystalline
powder, hygroscopic and with a nutlike taste used
clinically in the treatment or prevention of
beriberi [1]. Thiamine is administrated as the hy-
drochloride or nitrate, alone and in multivitamin
preparations.

Several analytical methods have been developed
for the determination of thiamine in a variety of
samples [2]. Bioassay and microbiological proce-
dures are tedious and time-consuming [3,4] while
chemical methods are more accurate and rapid.

The official AOAC [5] method for determining
thiamine is carried out by spectrofluorimetry after
oxidation with potassium hexacyanoferrate(III) in
alkaline medium to produce thiocrome, a com-
pound with a blue fluorescence. Nevertheless, the
thiocrome procedure requires a skilled technician,* Corresponding author. E-mail: bello@dq.ufscar.br.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Diagram of the FI system with merging zones used for thiamine determination. The peristaltic pump is not shown and
broken line in the central bar of the manual injector shows the injection position. C1, sample carrier solution (0.5 mol l−1 HCl
containing 0.05% (w/v) poly(ethyleneglycol), flowing at 4.0 ml min−1; C2, reagent carrier solution (0.5 mol l−1 HCl containing
0.05% (w/v) poly(ethyleneglycol), flowing at 2.5 ml min−1; S, sample or reference solution in 0.5 mol l−1 HCl containing 0.05%
(w/v) poly(ethyleneglycol); R, reagent solution (5.0×10−4 mol l−1 silicotungstic acid in 0.5 mol l−1 HCl containing 0.05% (w/v)
poly(ethyleneglycol); L1, sample loop (50 cm; 250 ml); L2, reagent loop (20 cm; 100 ml); X, confluence point; B, coiled reactor (100
cm) in a water-bath at 25°C, D, spectrophotometric cell at 420 nm and W, waste.

since the analytical steps such as oxidation of
thiamine, solvent extraction and centrifugation
must be performed under subdued light because
both thiamine and thiocrome are light sensitive.
Other procedures for the determination of this
vitamin use spectrophotometry [6,7], potentiome-
try [8], HPLC [9–11] and polarography [12–14].

The thiocrome method was adapted in a flow
injection (FI) procedure with fluorescence [15] and
chemiluminescence [16] measurements.

Krug et al. [17] were the first to report on the
use of turbidimetry in flow injection system for
determining sulphate by monitoring the barium
sulphate suspension. In spite of the routine use of
flow injection systems with turbidimetric detection
for the determination of inorganic species in
plants and waters [18], applications to pharmaceu-
tical products are limited. Martı́nez-Calatayud
[19,20] has exploited the ion-association principle
for turbidimetric determination of drugs in flow
injection systems.

Thiamine has been determined gravimetrically
by precipitation with silicotungstic acid as recom-
mended by British Pharmacopoeia [21]. The pre-
cipitate is insoluble in water and its molecular
formula was described as [C12H17N4OS]2
[Si(W3O10)]4. However, this gravimetric procedure
is tedious, once it involves several time-consuming
steps such as digestion, filtration, heating to dry-
ness and weighing.

This paper describes a flow injection turbidi-
metric procedure for the determination of thi-

amine in pharmaceutical preparations. The
proposed method is based on the precipitation of
thiamine with silicotungstic acid in acid medium
to form a precipitate in suspension (thiamine sili-
cotungstate) that is determined turbidimetrically
at 420 nm. The method is extremely sensitive
owing to the low solubility and colloidal form of
the precipitate produced. The addition of 0.05%
(w/v) poly(ethyleneglycol) as colloidal protector in
all solutions increases both sensitivity and repro-
ducibility and additionally it causes a reduction in
washing time.

2. Experimental

2.1. Apparatus

The flow injection diagram is shown in Fig. 1.
A Femto (São Paulo, Brazil) Model 432 spec-
trophotometer equipped with a glass flow-cell (op-
tical path 1.0 cm) was used to measure the
absorbance at 420 nm and peak heights were
recorded on a Cole Parmer (Chicago, IL, USA)
Model 1202-0000 x-t recorder. The solutions were
pumped by a twelve-channel Ismatec (Zurich,
Switzerland) Model RS 232 peristaltic pump sup-
plied with Tygon pump tubing. Polyethylene tub-
ing (0.8 mm id.) was used to assemble the
manifold. Sample and reagent solutions were in-
jected into the carrier streams using a laboratory-
built three piece manual commutator [22] made of



C.O. Costa-Neto et al. / Talanta 48 (1999) 659–667 661

Perspex, with two fixed bars and a sliding central
bar.

Differential pulse polarographic measurements
were performed with a Multi-Function Routine
Radelkis (Budapest, Hungary) Model OH-107
polarograph.

2.2. Reagents and solutions

All reagents were of analytical-reagent grade
and the solutions were prepared with water from
a Millipore (Bedford, MA, USA) Milli-Q system
(model UV Plus Ultra-Low Organics Water).

A 5.0×10−3 mol l−1 thiamine stock solution
was prepared by dissolving 0.1686 g of thiamine
hydrochloride (Sigma, St. Louis, USA) in 100 ml
calibrated flask with 0.5 mol l−1 HCl. Reference
solutions were prepared by proper dilution of the
stock solution with 0.5 mol l−1 HCl containing
0.05% (w/v) poly(ethyleneglycol). All solutions
were prepared just before injections into the FI
system and were protected from light.

A 1.0×10−2 mol l−1 silicotungstic acid stock
solution was prepared by dissolving 1.4392g of
the solid (Merck) in 50 ml calibrated flask 0.5 mol
l−1 HCl containing 0.05% (w/v) poly(ethylenegly-
col) as colloidal protector. Reagent solutions were
prepared by proper dilution of the stock solution
with the same HCl solution.

2.3. Sample preparation

Ten tablets were ground to a fine powder using
a mortar and pestle. An accurately weighed
amount of the resulting powder of 25–100 mg
was transferred to a 100 ml beaker containing 25
ml of 0.5 mol l−1 HCl containing 0.05% (w/v)
poly(ethyleneglycol) and was stirred for 10 min.
The suspension was filtered through a Whatman
no. 1 filter paper and the solid was washed twice
with the same HCl solution. The filtered solution
was collected in a 100 ml calibrated flask and the
volume was made up with 0.5 mol l−1 HCl solu-
tion containing 0.05% (w/v) poly(ethyleneglycol).

An aliquot of thiamine injection (ampoule) was
transferred to a 100 ml calibrated flask and di-
luted to volume with 0.5 mol l−1 HCl solution
containing 0.05% (w/v) poly(ethyleneglycol).

2.4. Polarographic procedure

A DC polarographic method proposed by Lin-
gane and Davies [13] was adapted to a differential
pulse polarographic mode using multiple standard
additions method for thiamine determination in
pharmaceutical formulations. All differential
pulse polarograms of thiamine were obtained in
0.1 mol l−1 KCl solution using a saturated
calomel electrode as reference. The potential was
scanned from 0 to −1.70 V and peak currents
were measured at peak potential (Ep) of −1.25 V.

2.5. Flow diagram

The flow injection merging zones diagram is
shown in Fig. 1. When the central bar of the
injector was moved to the injection position, sam-
ple (L1, 250 ml) and reagent (L2, 100 ml; 5.0×
10−4 mol l−1 silicotungstic acid) were injected
simultaneously as individual zones into the 0.5
mol l−1 HCl containing 0.05% (w/v)
poly(ethyleneglycol) carrier streams (C1 and C2;
flowing at 4.0 and 2.5 ml min−1, respectively) and
merged at confluence point x. The thiamine silico-
tungstate suspension formed in the reaction coil B
(0.8 mm id, 100 cm) was transported by this
carrier to the detector flow-cell (D) and the ab-
sorbance was monitored at 420 nm.

3. Results and discussion

3.1. Preliminary studies

The flow system characteristics were initially
evaluated using a coloured compound (0.01% (w/
v) potassium hexacyanoferrate (III)) as reagent
solution (R) and 0.5 mol l−1 HCl instead of the
sample solution (S) in the flow system diagram
showed in Fig. 1. A systematic study then was
made maintaining the flow rate of the sample
solution in 4.0 ml min−1 and varying the flow
rate of the reagent solution in the range from 1.7
to 5.1 ml min−1. After that, the flow rate of the
reagent solution was fixed in 4.0 ml min−1 and
the flow rate of sample solution (0.5 mol l−1 HCl)
was changed in the range 1.7–5.1 ml min−1. Fig.
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2 shows the best synchronicity obtained for a
sample solution flow rate of 4.0 ml min−1 and
reagent solution flow rate of 2.5 ml min−1. An
additional study of the effect of total flow-rate
varying from 5.4 to 8.4 ml min−1, maintaining
constant the flow rate ratio, showed that the total
flow-rate did not cause any effect in the analytical
response. Therefore, a flow rate of 4.0 ml min−1

and 2.5 ml min−1 were selected for sample and
reagent carrier solutions, respectively.

3.2. Nucleation study

During nucleation, ions in solution come to-
gether randomly and form small aggregates. Parti-
cle growth involves the addition of more ions to
the primary nucleus to form a crystal. Nucleation
proceeds faster than particle growth in a highly
supersaturated solution, resulting in a suspension
of tiny particles or a colloid [23]. On the other
hand, in several FI systems involving turbidimet-
ric detection, nucleation is a slow process that
require several FI strategies to be performed [18].
Thus, the effect of carrier solution concentrations

Fig. 3. Effect of silicotungstic acid concentration (A, 1.0×
10−4, B, 5.0×10−4, C, 1.0×10−3 and D, 1.0×10−2 mol
l−1) on the nucleation rate of thiamine silicotungstate. The
peristaltic pump was stopped at the maximum analytical signal
(t=0 s) and the others variables were as described in Fig. 1.

(HCl) and reagent concentration (silicotungstic
acid) on the nucleation rate was also studied using
the flow injection system depicted in Fig. 1. The
effect of HCl concentration (carrier solution)
varying from 0.25 to 1.5 mol l−1 on the analytical
signal was studied using a 5.0×10−4 mol l−1

silicotungstic acid and thiamine in the concentra-
tions of 5.0×10−5, 1.0×10−4 and 2.0×10−4

mol l−1. This study was carried out by introduc-
ing sample and reagent into the HCl carrier
streams and after attaining the maximum analyti-
cal signal, the pump was stopped and the signal
variation was measured until the steady state was
achieved. The maximum analytical signal was at-
tained in the 0.5 mol l−1 HCl. Consequently, this
concentration was selected for this work.

Fig. 3 shows the effect of silicotungstic acid
(reagent) concentration in the concentrations of
(A): 1.0×10−4, (B): 5.0×10−4, (C): 1.0×10−3,
and (D) 1.0×10−2 mol l−1 on the nucleation
rate of thiamine silicotungstate
([C12H17N4OS]2[Si(W3O10)]4). The peristaltic
pump was stopped at the maximum analytical
signal (t=0 s) and the signal was recorded during
250 s. As it can be seen from this figure, the

Fig. 2. Synchronicity study. S, sample (0.5 mol l−1 HCl),
flowing at 4.0 ml min−1 and R, reagent solution (0.01% (w/v)
potassium hexacyanoferrate(III)), flowing at 2.5.ml min−1.
The others variables were as described in Fig. 1.
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lowest absorbance signal was obtained in 1.0×
10−4 mol l−1 silicotungstic acid concentration
(curve A) and the highest absorbance signal was
attained in the 5.0×10−4 mol l−1 silicotungstic
acid concentration (curve B). Also, at this concen-
tration the absorbance signal was maintained prac-
tically constant during that interval of time,
indicating a good dispersion and/or uniformity of
the colloids in the sample zone. Therefore, this
concentration was selected for this work. In the
experimental conditions adopted, the nucleation
rate of thiamine silicotungstate was rapid as ex-
pected owing to the low solubility of this com-
pound. On the other hand, the precipitate produced
is essentially in colloidal form, and no problem was
observed such as blockage of the conduits or
accumulation of precipitate in the flow-through
cell, as commonly observed in previous flow injec-
tion turbidimetric procedures [18].

3.3. Influence of manifold parameters

The merging zones configuration was chosen
because very small volumes of reagent (silico-
tungstic acid) is consumed in each injection and
provides good repeatability, baseline stability and
lower washing time. An asymmetrical merging
zones flow system similar to that proposed by
Bergamin et al [24] was developed in order to
diminish the sample dilution at point x (Fig. 1),
leading thus to higher sensitivity. The manifold
parameters was conveniently determined by using
a diluted yellow solution (potassium hexacyanofer-
rate(III)) in the study of the synchronization of the
sample and reagent zones to each variation in the
flow rate of the sample or reagent carrier stream.
In order to check these preliminary results, addi-
tional experiments were carried out. The flow rates
of the sample and reagent carrier streams were
optimized in the flow rate range from 1.7 to 5.1 ml
min−1 with L1 and L2 loop volumes of 250 ml and
125 ml, respectively, by an univariate approach. In
this experiment, 1.0×10−3 mol l−1 silicotungstic
acid and three different concentrations of thiamine
(1.0×10−4, 2.0×10−4 and 3.0×10−4 mol l−1)
were injected into the 0.5 mol l−1 HCl carrier
streams. A 4.0 and 2.5 ml min−1 flow rates were
selected to sample and reagent carrier stream,

respectively as a compromise between sensitivity
and sample throughput rate. A higher flow rate of
the sample carrier stream was found to give the best
sensitivity probably due to lower dispersion of the
sample zone.

The effect of the sample and reagent injection
volumes injected was studied by varying the vol-
umes of L1 and L2 loops between 62.5–500 ml and
25–125 ml, respectively. The absorbance increased
with increasing volumes up to 250 ml for sample and
100 ml for reagent, above which it remained prac-
tically constant. Therefore, 250 and 100 ml volumes
were chosen to the sample and reagent, respectively.

The effect of the reactor coil length (B) was
investigated in the range from 50–200 cm at
constant flow rates. In this study, thiamine refer-
ence solutions in the concentration range from
1.0×10−4 to 4.0×10−4 mol ml−1 were used. The
peak heights increased with the increases of the
reaction coil up to 100 cm, above which a slight
decrease was observed probably due to the disper-
sion of the sample zone. A 100 cm reaction coil was
chosen in all further experiments.

3.4. Effect of the acidity

The effect of the HCl concentration used as
carrier was tested in the concentration range from
0.25 to 1.5 mol l−1. For each HCl concentration,
thiamine reference solutions in the range from
1.0×10−4 to 3.0×10−4 mol ml−1 were injected
in triplicate. The absorbance signal increased with
increases in HCl concentration up to 0.5 mol l−1,
above which it remained constant (Fig. 4). The
same results were found in the previous studies. A
0.5 mol l−1 HCl solution was selected in all further
experiments.

3.5. Effect of colloid protectors

Colloid protectors have been used in previous
flow injection turbidimetric procedures [18] as sta-
bilisers of suspensions and to avoid adherence of
the precipitate in the inner walls of the tubes and/or
coils. The effect of colloid protectors
poly(ethyleneglycol), ethyleneglycol, poly(vinylal-
cohol) and agar–agar on the sensitivity and wash-
ing time was studied in three different concentra-
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Fig. 4. Effect of HCl concentration used as carrier solutions on the analytical response for thiamine solutions in the concentrations
of: (
) 1.0×10−4, (�) 2.0×10−4 and (�) 3.0×10−4 mol l−1. Others variables were as described in Fig. 1.

Table 1
Effect of colloidal protector in the analytical signals of FI procedurea

Without Absorbance % (w/v)Colloidal protector

0.0500.0250.010

0.55090.019 0.62890.005Poly(ethyleneglycol) 0.66790.0090.48290.009
0.58390.010 0.61090.0040.60190.0040.48190.012Ethyleneglycol
0.24890.006 0.17490.003Poly(vinylalcohol) 0.48590.010 0.11990.005

0.11690.003 0.11290.003Agar–agar 0.47890.008 0.15490.003

a Confidence level of 95% (n=5).

tions (0.010, 0.025 and 0.050% w/v) of each com-
pound added to all solutions (HCl carrier, sample
and reagent) (Table 1). The sensitivity decreased
continuously with increases in colloid protector
concentration when agar–agar and poly(vinylal-
cohol) were used, probably due a decrease of
nucleation sites and also an increase of the induc-
tion period. On the other hand, a slight increase
was obtained with ethyleneglycol solution. How-
ever, a continuous increase in the sensitivity with
increasing poly(ethyleneglycol) concentration up
to 0.050% (w/v) was observed. In addition, better
repeatability and lower washing time was ob-
tained indicating a more uniform nucleation in
the presence of this substance. Thus, 0.050% (w/v)
poly(ethyleneglycol) was used in all solutions in
the further experiments.

3.6. Effect of the reagent concentration

The effect of the silicotungstic acid concen-
tration was studied in the concentration range
from 1.0×10−4 to 1.0×10−2 mol l−1 for a
4.0×10−4 mol l−1 thiamine reference solution.
Fig. 5 shows that the sensitivity increased with
increases in silicotungstic acid concentration up
to 5.0×10−4 mol l−1 and in higher concentra-
tion the signal gradually decreased followed by
irreproducible results. This loss in the sensitivity
is probably due to a variation in the size and
number of precipitate particles for concentra-
tions of silicotungstic acid higher than 5.0×
10−4 mol l−1. Therefore, 5.0×10−4 mol l−1

silicotungstic acid was chosen for further experi-
ments.
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Fig. 5. Effect of the silicotungstic acid concentration used as reagent on the analytical response in the concentration range of
1.0×10−4 to 1.0×10−2 mol l−1 for 4.0×10−4 mol l−1 thiamine. Others variables were as described in Fig. 1.

3.7. Interference and reco6ery studies

The potential interference of excipients, salts
and other vitamins which are commonly used in
pharmaceutical preparations was evaluated. In
this study, three known concentrations (1.5×
10−5, 1.5×10−4 and 1.5×10−3 mol l−1) of
these substances were injected in the flow system
together a 1.5×10−4 mol l−1 thiamine reference
solution. No interference in the flow injection
procedure was observed for lactose, sucrose,
starch, glycerol, saccharin, glucose, ascorbic acid,

copper sulphate, manganese sulphate, magnesium
sulphate, zinc sulphate, ferrous sulphate, vitamin
A, vitamin E, cianocobalamine and pyridoxine
hydrochloride. The presence of riboflavin (vitamin
B2) caused an increase in the peak height on the
thiamine determination at 420 nm. This interfer-
ence was removed by displacing the wavelength to
520 nm or by injecting a 0.5 mol l−1 HCl solution
instead of reagent solution, in order to obtain the
absorbance of the colour sample containing ri-
boflavin, which is typically yellow.

Recoveries from commercial samples spiked
with three different amounts of thiamine are pre-
sented in Table 2. In this study, 1.5×10−5, 1.5×
10−4 and 1.5×10−3 mol l−1 of thiamine were
added to each sample. Recoveries between 96.0 to
103.0% of thiamine from samples of three phar-
maceutical formulations were obtained using the
FI− turbidimetric procedure. This is good evi-
dence of the accuracy of the proposed procedure.

3.8. Temperature effect

The study of temperature in the range from 15
to 45°C on the analytical response was investi-
gated. The best temperature found was 25°C, thus
this temperature was used in the further
experiments.

Table 2
Recoveries from commercial samples spiked with three differ-
ent amounts of thiamine

Thiamine(mg l−1) Recovery (%)Sample

FoundAdded

26.8 26.2Benerva 97.8
97.040.4 39.2

66.2 65.0 98.2
Doxal 100.727.026.8

39.6 98.040.4
101.566.2 67.2

26.8Citineurin Ampoule 25.8 96.3
96.038.840.4

66.2 68.2 103.0
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Table 3
Comparison of results obtained by polarographic and proposed FI method for thiamine determinationa,b,c

FI-method Relative error (%)Sample Label value Polarographic C.V. (%)

Re2mg/tablets ou mg/ampoule Re1

+2.2+4.6 0.4Citoneurim ampoule 104.690.7100 102.390.8
−0.8 +0.4Benerva 300 296.491.1 0.2297.690.4
−1.7 −3.6Doxal 30 30.690.6 29.590.6 0.5

+1.4+3.6 0.4Citoneurim Tablets 103.690.5100 102.291.7
−0.4 +1.2Cristália 50 49.290.6 49.890.4 0.9

a Confidence level of 95% (n=4).
b Re1, FI-method versus label value.
c Re2, FI-method versus polarographic procedure.

3.9. Calibration graph and applications

The proposed flow injection system under the
optimized conditions was applied to determine
thiamine in commercial pharmaceutical formula-
tions. The results of the analysis of thiamine in
commercial formulations are presented in Table 3.
As it can be seen, close agreement between the
determination of thiamine by the proposed flow
injection procedure and the differential pulse po-
larography method (r1=0.9990) were obtained
for all samples. In addition, it also agreed with
those declared on the labels (r2=0.9992) confirm-
ing the accuracy of the flow injection turbidimet-
ric method. The calibration graph for thiamine
was linear in the concentration range from 5.0×
10−5 to 3.0×10−4 mol l−1 with a detection limit
of 1.0×10−5 mol l−1. The regression equation
was Y= −0.02+3177.38 C; r=0.9998, where Y
is the absorbance and C the concentration of
thiamine in mol l−1. The relative standard devia-
tions for ten successive measurements of 1.0×
10−4 mol l−1 and 2.5×10−4 mol l−1 thiamine
were B1%, and 90 measurements h−1 were
obtained.

4. Conclusion

The flow injection merging zones procedure
developed in this work allows the determination
of thiamine in several pharmaceuticals products
using silicotungstic acid as precipitant reagent.

The proposed method is accurate, precise, eco-
nomical and presented an analytical frequency of
90 h−1. The addition of 0.05% (w/v) poly(e-
thyleneglycol) in all solutions provided an in-
crease in both sensitivity and repeatability and
also reduced the washing time.
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Abstract

A potentiometric back-titration method for the determination of sulfate ions using a plasticized poly(vinyl chloride)
membrane electrode sensitive to a titrant is described. The method is based on ion association between the excess of
2-aminoperimidinium added to the sulfate ion in the sample and sodium tetrakis (4-fluorophenyl) borate (FPB) in the
titrant. The titration end-point was detected as a sharp potential change due to an increase in the concentration of
the free FPB at the equivalence point. The end-point was detected even in the presence of a 20-fold excess of common
cations and anions relative to the concentration of the sulfate ion within �2% of titration error. A linear relationship
between the concentration of the sulfate ion and the end-point volume of the titrant exists in the sulfate ion
concentration range from 2×10−4 to 3×10−3 mol l−1 using 10−2 mol l−1 FPB solutions as the titrant. The present
method could be applied to determine sulfate ions in sea water. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Potentiometric back-titration; Sulfate ion; 2-Aminoperimidinium bromide; Sodium tetrakis (4-fluorophenyl) borate;
Plasticized poly (vinyl chloride) membrane; Sea water

1. Introduction

The determination of sulfate ions is very impor-
tant in mineralogy, biochemistry and environmen-
tal samples. As a result, urgent needs have
increased for simple and sensitive analytical meth-
ods for the detection and measurement of sulfate

ions in environmental water. Conventional meth-
ods such as nephelometric and spectrophotomet-
ric methods for the determination of sulfate ions
require laborious procedures [1–5]. Recently, ion
chromatography (IC) has often been used in the
determination of sulfate ion. However, the
durability of the ion exchange column is limited
and IC is not cost-effective. Furthermore, the
problem for the determination of sulfate ions in
saline water by the IC method has been indicated

* Corresponding author. Fax: +81-944-531361; e-mail:
masadome@chemical.ce.ariake-nct.ac.jp.
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by Singh et al. [6]. The ion-selective electrode
(ISE) method is very promising, however, so far,
no highly selective and sensitive sulfate-ISEs have
developed [7,8].

A potentiometric titration method could be
used successfully for the determination of sulfate
ions using barium chloride as a titrant and a
barium ISE as an indicator electrode [9–11].
However, the life time of ISE is limited as the
titration should be performed in the mixture of
alcohol with water. Recently, Vytras et al. [12]
reported the new potentiometric titration method
for the determination of sulfate ions and applied
the method to the determination of organic sulfur.
Their method is based on precipitation with bar-
ium chloride followed by potentiometric back-ti-
tration of the excess of barium ion in the presence
of polyethylene glycol with tetraphenylborate us-
ing simple coated-wire type plasticized poly(vinyl
chloride) (PVC) membrane ISE. Kataoka et al.
[13] reported direct potentiometric titration of
sulfate ion using 2-aminoperimidinium (Ap) solu-
tion as a titrant and Ap-ISE as an indicator
electrode. However, it is troublesome to use the
ISE because the ISE is a liquid membrane type.
Furthermore, the potential change at the end-
point is not sharp because of its relatively high
solubility product of Ap-sulfate. It is supposed
that Ap tends to form an ion association with a
hydrophobic anion such as tetraphenylborate
derivatives rather than a sulfate ion because Ap
has relatively hydrophobic properties. Therefore,
potentiometric back-titration of the excess of Ap
salt added to the sulfate ion using tetraphenylbo-
rate derivatives as titrants and tetraphenylborate
derivatives-ISE as indicator electrodes will be a
promising method for the determination of sulfate
ions.

In the previous short communication [14], we
reported the potentiometric determination of sul-
fate ions by the back-titration method described
above, using our tetraphenylborate-ISE [15–18]
as the indicator electrode. Among the titrants
examined, a solution of sodium tetrakis (4-
fluorophenyl) borate was found to be superior. In
the present paper, we will report further details of
our potentiometric back-titration method for the
determination of sulfate ions, i.e. the effect of

coexisting ions on the determination of sulfate
ions and the application of the present method to
real water samples.

2. Experimental

2.1. Chemicals

Poly (vinyl chloride) (PVC) (degree of polymer-
ization, 1100) and o-nitrophenyl octyl ether (o-
NPOE) were obtained from Wako Pure
Chemicals, Osaka, Japan and Dojindo Laborato-
ries, Kumamoto, Japan, respectively and were
used without further purification. 2-aminoperimi-
dinium (Ap) bromide and sodium tetrakis (4-
fluorophenyl) borate (FPB) were also obtained
from Dojindo Laboratories. Sodium tetrakis(3,5-
bis(trifluoromethyl)phenyl) borate (TFPB) dihy-
drate for preparation of Ap-ISE membrane was
obtained from Dojindo Laboratories. All other
reagents were of guaranteed grade.

2.2. Fabrication of indicator electrodes sensiti6e
to FPB and Ap ions

The sensing membrane of a FPB-selective plas-
ticized PVC membrane electrode was prepared as
follows. o-NPOE (1.0 g) and PVC powder (0.4 g)
were dissolved in tetrahydrofuran (THF). The
resulting solution was poured onto a flat-bot-
tomed glass dish. The THF was evaporated under
standing at room temperature for 48 h to obtain a
mother membrane. The thickness of the resulting
PVC membrane is �0.2 mm. A disk of 0.6 cm
diameter was cut from the mother membrane and
glued to the membrane housing of a DKK (Denki
Kagaku Keiki, Tokyo, Japan) electrode body with
a THF solution of PVC as an adhesive. A solu-
tion of 5×10−3 mol l−1 NaCl and 5×10−3 mol
l−1 sodium dodecylsulfate (NaDS) and an Ag–
AgCl electrode were used as an inner solution and
an inner reference electrode, respectively, for fab-
rication of the electrode based on a FPB-selective
plasticized PVC membrane without an added ion-
exchanger. We obtained the most stable potential
when NaDS/NaCl solution was used as an inner
solution. Therefore, we used this solution as an
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inner solution. The electrodes were conditioned
by immersing them into a 1.0×10−3 mol l−1

FPB solution for 2–3 days. The FPB-ISE was
then used as the indicator electrode for back-titra-
tion of the sulfate ion by titration with the FPB
solution. An Ap-ISE based on TFPB as a cationic
exchanger was also prepared. The membrane was
composed of o-NPOE (1.0 g), PVC (0.4 g) and
TFPB (0.009 g). A solution of 1×10−2 mol l−1

NaCl and an Ag–AgCl electrode were used as an
inner solution and an inner reference electrode,
respectively. The Ap-ISE was also conditioned by
immersing it into a 1.0×10−2 mol l−1 Ap solu-
tion for 2–3 days. The Ap-ISE was then used as
the indicator electrode for direct titration of the
sulfate ion by titration with an Ap solution.

2.3. Standard procedure of potentiometric
back-titration

20 ml of an appropriate concentration of
sodium sulfate solution was placed in a beaker
along with 20 ml of 1.0×10−2 mol l−1 Ap
solution and both were mixed for �15 min. An
indicator electrode and a reference electrode
(DKK type 4083) were then placed into the mixed
solution of Ap and sodium sulfate. The reference
electrode used is a double junction type Ag/ AgCl
reference electrode with 3 mol l−1 potassium
chloride as the inner filling solution and 1 mol l−1

lithium acetate as the outer filling solution. The
mixed solution of Ap and sodium sulfate was then
titrated with the 1.0×10−2 mol l−1 FPB solution
while it was stirred. The potential of the indicator
electrode relative to the reference electrode was
measured with an ion-meter (DKK IOL-40). The
stable potential was read after the addition of an
appropriate volume of the titrant. The end-point
was determined by the tangential method [19].

3. Results and discussion

3.1. Measurable concentration range of the
present method

Fig. 1 shows the potentiometric back-titration
curves for titration of excess Ap added to the

sulfate ion in the sample solution with FPB using
a FPB-ISE. The magnitude of the potential
change at the end-point for the back-titration of
the sulfate ion is smaller than that for a titration
of Ap with FPB using a FPB-ISE [14]. The end-
point volumes obtained by the potentiometric
back-titration curves shown in Fig. 1 were com-
pared with theoretical end-point volumes. The
theoretical end-point volume was obtained by as-
suming a 2.3:1 reaction [4,13] between Ap and the
sulfate ion and a 1:1 reaction between Ap and
FPB. The end-point volumes obtained by poten-
tiometric back-titration curves agreed with the
theoretical end-point volumes within an error less
than �2%. This means that the reaction between

Fig. 1. Potentiometric titration curves for back-titration of
sulfate ion with FPB solutions by using FPB-sensitive elec-
trode as an indicator electrode. Sample: 20 ml of sulfate
solution and 20 ml of 1.0×10−2 mol l−1 2-aminoperimi-
dinium (Ap) solution. (1) 3×10−3 mol l−1 Na2SO4; (2)
2×10−3 mol l−1 Na2SO4; (3) 1×10−3 mol l−1 Na2SO4; (4)
6×10−4 mol l−1 Na2SO4; (5) 0 mol l−1 Na2SO4. Titrant:
1.0×10−2 mol l−1 sodium tetrakis (4-fluorophenyl) borate
(FPB); Electrode: FPB-sensitive electrode based on a plasti-
cized PVC membrane.
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Fig. 2. Potentiometric titration curve for the direct titration of
sulfate ion using 2-aminoperimidinium (Ap)-sensitive electrode
as an indicator electrode and Ap solution as a titrant, respec-
tively. Sample: 40 ml of 1×10−3 mol l−1 Na2SO4. Titrant:
1.0×10−2 mol l−1 Ap. Electrode: sodium tetrakis(3,5-
bis(trifluoromethyl)phenyl) borate based Ap-sensitive PVC
membrane electrode.

the sulfate ion shown in curve 3 of Fig. 1. The
precision of the potentiometric titration method
depends on the slope of the line before and after
the end-point. The potential change at the end-
point for direct titration of the sulfate ion is not
sufficiently large to obtain a precise end-point.
These results mean that the solubility product of
Ap-sulfate is relatively high and Ap tends to form
ion association with hydrophobic anions such as
FPB rather than a sulfate ion because Ap has
relatively hydrophobic properties. From this re-
sult, we concluded that the back-titration method
is better than the direct titration method for the
determination of sulfate ions.

3.3. Effect of di6erse ions on the determination of
the sulfate ion

Real samples such as sea waters often contain
cations and anions of relatively high concentra-
tion. Furthermore, Ap reacts with the high con-
centration anions such as NO3

− and F− ions to
form precipitations of the Ap-anion [4]. There-
fore, the effect of diverse ions in the sample
solution on the titration of sulfate ion with FPB
as the titrant was examined. Table 1 shows the
effect of diverse ions on the determination of
6×10−4 mol l−1 sulfate ion. The magnitude of
the potential jump at the end-point for the sulfate
ion containing a coexisting ion (the potential
jump, �25 mV ml−1) is lower than that for
sulfate ions (the potential jump, 30 mV ml−1).
However, the end-point was detected even in the
presence of a 20-fold excess in Cl−, Br−, NO3

−,
CH3COO−, F−, Ca2+, Mg2+, Na+ ions relative
to the concentration of sulfate ions within �2%
of titration error.

3.4. Application of the present method to
determination of sulfate ion in sea water

Table 2 shows the results of the recovery test of
sulfate ions added to sea water. For all of the
sample examined in this work, the recovery of the
sulfate ion was satisfactory. This result shows that
the present method can be applied to determine
sulfate ions in sea water.

Ap and sulfate ion is stoicheiometric. The calibra-
tion graph between the end-point volume of the
titrants and the concentration of sulfate ion was
linear over the range from 2×10−4 to 3×10−3

mol l−1. The graph equation is y= −4603.33x+
20.17; r=1.000 (n=8) where y is the end-point
volume and x the concentration of the sulfate ion.
The relative standard deviation of the end-point
volume for the three times sulfate ions were ti-
trated was less than �1.0% for 6×10−4 mol l−1

and 1×10−3 mol l−1, respectively.

3.2. A comparison of the present method with the
direct titration method

Fig. 2 shows a direct titration curve of a sulfate
ion (10−3 mol l−1) using an Ap solution as a
titrant and a Ap-ISE as an indicator electrode.
From Figs. 1 and 2, we found that the magnitude
of the potential change at the end-point for direct
titration of the sulfate ion was only 10 mV and
much smaller than that for the back-titration of
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Table 1
Effect of coexisting salts (at 1.2×10−2 M level) on the potentiometric titration of 6×10−4 M sulfate ion

End-point (ml) Relative error of end-point volume (%)a Sensitivity (mV ml−1)Coexisting salts

16.97 – 30.6None
25.5−1.89NaCl 16.65

+0.29 25.0NaF 17.02
16.70 −1.59CH3COONa 25.4

+0.29 23.717.02NaBr
+0.47 26.9NaNO3 17.05

25.8−1.65MgCl2 16.69
16.75 −1.30KCl 26.0
16.56 −2.42CaCl2 23.4

a Relative error of end-point volume (%) was defined as {[(end-point volume for mixed solution of sulfate ion with coexisting
salts)−(end-point volume for sulfate ion)]/(end-point volume for sulfate ion)}×100.

Table 2
The recovery tests of sulfate ions added to water samples

Added (mol l−1) Found (mol l)−1Sample Recovered (%)

3.0×10−4 103.3Sea water (40-fold dilution) 3.1×10−4

4.0×10−4 4.3×10−4 107.5

4. Conclusion

The present method allows for the simple and
selective determination of sulfate ions by using the
potentiometic back-titration method using a hy-
drophobic tetraphenylborate derivative (FPB) as
a titrant and a plasticized PVC membrane elec-
trode sensitive to the FPB as an indicator elec-
trode. The present method is a useful alternative
for the determination of sulfate ions in natural
water. It is particularly suited for measurements
in saline samples such as sea water due to ion
chromatography of samples of this type [6] being
difficult.
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Abstract

We describe an inexpensive, compact parallel plate diffusion denuder coupled capillary IC system for the
determination of soluble ionogenic atmospheric trace gases. The active sampling area (0.6×10 cm) of the denuder is
formed in a novel manner by thermally bonding silica gel particles to the surface of Plexiglas plates. The effluent
liquid from the parallel plate diffusion denuder is collected and preconcentrated on a capillary preconcentrator
column before analysis using a capillary ion chromatograph. Using SO2 as the test gas, collection efficiency is
essentially quantitative at air sampling rates up to 500 ml min−1. The system provides a limit of detection (LOD) of
1.6 parts per trillion for SO2 for a 10 min sampling period. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Denuder; Effluent; Trace gases

1. Introduction

The determination of trace concentrations of
atmospheric pollutant gases and aerosol particles
has become increasingly important due to their
adverse health effects. Diffusion based sampling
systems are commonly used to separate gas phase
analytes from concomitantly present aerosol par-
ticles, allowing the accurate determination of both
species. The principles of diffusion based sam-
pling systems have been reviewed [1,2].

Wet effluent diffusion denuders provide the de-
sired characteristics of diffusion based sampling
devices: a continuously renewed sampling surface
and an easily changed scrubbing solution for sam-
pling a variety of gases. With a diffusion denuder
of closely spaced parallel plate construction, high
gas collection efficiencies are also achieved with a
minimum of particle loss [3]. Wet effluent denud-
ers utilize an easily wettable sampling surface to
continuously introduce a collection liquid that
flows down the active surfaces of the denuder.
Soluble gases of interest present in the sampled air
stream diffuse to the walls and are absorbed by
the flowing liquid. The liquid containing the col-
lected analyte is then aspirated from the base of

* Corresponding author. Fax: +1-806-742-1289; e-mail:
sandyd@ttu.edu.
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the denuder and analyzed using continuous or
semi-continuous liquid phase analyzers. The diffu-
sion coefficient of even the smallest aerosol parti-
cles is much smaller than that of a gas molecule
and the aerosol is therefore efficiently transmitted
through the denuder. If desired, the aerosol can
then be collected and analyzed, free from the
interference of gases. Wet effluent diffusion de-
nuders (WEDDs) thus provide a simple, versatile,
and easily automated air sampling strategy for a
number of trace atmospheric gases that can be
collected into a liquid scrubber.

We have previously demonstrated the near real
time analysis of atmospheric trace level gases with
a variety of wet effluent denuder designs [3–6].
The most efficient of these designs was based on a
parallel plate geometry [3]. The design used two
glass plates (50×300 mm active area) in which a
central channel is formed by placing a 3 mm thick
spacer between the edges of the plates. A silica-
rich soft glass layer was formed on the surface of
the glass plates to form a highly wettable soluble
gas scrubbing surface. Aqueous hydrogen perox-
ide was pumped down the wettable plates to
collect soluble gases of interest. Using this parallel
plate design, quantitative gas collection efficiency
was possible with air sampling rates up to 10 l
min−1. Coupled to a standard ion chromatograph
(IC), limits of detection in the sub parts per
trillion (ppt) concentration range were observed
for SO2, HONO, and HNO3 using an 8 min
sample time. Further, low particle losses enabled
the accurate determination of aerosols following
gas collection with the parallel plate WEDD [7,8].

For the simultaneous determination of several
gases, it is convenient to separate the correspond-
ing liquid phase analytes chromatographically be-
fore detection. Gases that form characteristic ions
in solution can be easily determined by coupling
the WEDD to an ion chromatograph (IC). Detec-
tor response in IC is related to the analyte concen-
tration, similar to many other liquid phase
separation systems that rely on flow through de-
tectors. Typically, the aqueous analytes in the
denuder effluent are therefore preconcentrated
prior to separation and subsequent detection.
Furthermore, air sampling flow rates are main-
tained as high as possible (while preferably main-

Fig. 1. Design of the parallel plate diffusion denuder. AI, air
inlet; PP, Plexiglas plate; LO, liquid outlet; SC, silica coating;
PS, Plexiglas spacer; LI, liquid inlet; AO, air outlet; TF, Teflon
film.

taining quantitative collection efficiency) to
increase the analyte concentration in the WEDD
effluent. If WEDDs can be coupled to analytical
systems with improved mass sensitivities, several
potential advantages can accrue: miniaturization
of the WEDD would be possible where liquid and
air flow rates will both be lower relative to the
larger scale devices, without a decrease in the
analyte concentration in the effluent. Lower liquid
flow rates would result in lower reagent consump-
tion and hence, longer unattended operation

Fig. 2. Schematic of the liquid phase analytical system. MB,
mixed bed ion exchange column; PP, peristaltic pump;
WEDD, parallel plate wet effluent diffusion denuder; DV,
degassing vial; IV, six port injection valve; PC, capillary
preconcentrator column; CC, separation column; HFS, hollow
fiber chemical suppressor; CD, conductivity detector.
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Fig. 3. (a) Evaporation loss per unit volume of air as a function of air flow rate; (b) evaporation loss per unit volume of air plotted
as a function of the reciprocal air flow rate; the solid line represents the best fit line according to Eq. (1).
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Fig. 4. Collection efficiency of the parallel plate diffusion denuder. The dashed line represents the computed theoretical efficiency
and the solid line represents the best fit to the experimental data.

times. Lower air sampling rates will permit the
use of small, battery powered air pumps that
would greatly facilitate portability and field use.

Recently, we described a portable capillary ion
chromatograph with suppressed conductometric
detection for anion analysis [9]. The concentration
Limits of detection (LODs) were comparable to
standard bench-top IC systems but the mass
LODs were better by \2 orders of magnitude.
The development of this capillary ion chro-
matograph led us to investigate the possibility of
performing trace gas analysis with a miniaturized
parallel plate denuder coupled to this system.
Compared to previous work, the fabrication of
the denuder is simpler and faster and an order of
magnitude less sample flow rate is necessary to
achieve parts per trillion level LODs. The design
and performance of this instrument is reported in
this paper.

2. Experimental

2.1. Thermally bonded silica coated wet effluent
diffusion denuder

Two Plexiglas plates (22×175×3 mm thick)
were washed thoroughly with methanol followed
by water and then allowed to dry. The plates were
next covered with Teflon tape. The Teflon tape
was then removed by a scalpel blade from the
areas intended to constitute the wetted region.
Silica particles (Aldrich), screened to give a size
range of �74–127 mm, were used to coat the
Plexiglas plates. An aluminum block was ma-
chined to internally contain a heating element;
this assembly provided a hot surface for thermally
bonding the silica particles to the Plexiglas plates.
The filtered silica particles were placed on the
aluminum block, heated to �250°C, for 10–15
min for preheating. One of the Plexiglas plates,
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with the intended wettable area face down, was
then placed on top of the heated silica particles
and the aluminum block. A drill press, equipped
with a flat aluminum plate, was used to press
down the Plexiglas plate on the silica particles.
Within a period of �45 s, the silica particles get
imbedded into the semi-molten surface of the
Plexiglas. This plate is removed and the procedure
is repeated with the other plate. After cooling, the
coated regions were rinsed with a high velocity
water stream to remove the loosely held particles.
The entire procedure was then repeated until the
silica coating appeared to be uniform over the
exposed area of the plates. Two to three repeats
are generally sufficient. Thermal bonding of the
silica particles to the Plexiglas according to the
above procedure may result in slight deformation
of the plates. Such deformations can be removed
by placing the treated Plexiglas plate on top of a
flat aluminum plate and placing in an oven at
135°C for 30 min.

The design of the parallel plate WEDD is
shown in Fig. 1. The denuder was constructed
using 3 mm thick Plexiglas plates. Fully assem-

bled, the shell of the PPDD measured 2.2×
17.5×0.75 cm. The silica coated region SC was
0.6×10 cm long. The silica coated region has a
tapered V-shape at the bottom to facilitate liquid
effluent collection. At the top and bottom of the
silica coated region, holes were drilled to provide
a liquid inlet LI and a liquid outlet LO. Stainless
steel tubing (23 gauge) was push fit into these
holes and epoxied in place. A 1.5 mm thick
Plexiglas spacer PS, covered with Teflon film TF,
was used to separate the two Plexiglas plates. The
Teflon coated spacer completely covers the un-
treated edges of the plates and provides an inert
surface for sampled gases entering the denuder.
Spring-loaded clamps were placed all around the
outer edges of the Plexiglas plates to seal the
assembly. Air inlet tube AI and air outlet tube
AO were made by thermally deforming Teflon
tubing (4.6 mm i.d., 5 mm o.d.) to fit into the
spacing between the Plexiglas plates. The air inlet/
outlet tubes were roughened with sandpaper on
the outside and epoxy adhesive was applied
around it and on to the WEDD body to prevent
any air leakage around these joints. The applica-
tion of the adhesive also provides the desired
rigidity to the inlet/outlet connections. Approxi-
mately 4 cm was left uncoated between the silica
coating and the edge of the air inlet tubing to
establish a laminar flow profile [1] before the
sampled air comes into contact with the wetted
area.

2.2. Gas phase calibration system

The gas phase portion of the analytical system
was tested with different concentrations of SO2 as
a test analyte. The basic arrangement has been
described earlier [5]. Briefly, house air was cleaned
and dried with a series of columns containing
silica gel, activated charcoal, and soda lime. Sul-
fur dioxide standards were generated with a wafer
type permeation device constructed in-house and
maintained at 30°C. The device was gravimetri-
cally calibrated and found to emit at a rate of 24
ng SO2 min−1. Mass flow controllers (FC-280,
Tylan General, San Diego, CA) were used to
provide necessary dilution and flow control.

Fig. 5. Chromatogram resulting from sampling blank air and
80 pptv SO2 (both at 500 SCCM) and laboratory air (250
sccm). Peak identities: 1, chloride; 2, nitrite; 3, carbonate; 4,
sulfate.
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Fig. 6. Ambient air levels of SO2 in Lubbock, TX over a 48 h period beginning Julian Day 119, 1998.

2.3. Liquid phase analytical system

The liquid phase portion of the instrument is
shown in Fig. 2. Hydrogen peroxide (0.5 mM) is
aspirated though a mixed bed deionizing column
MB (Amberlite MB-1, Sigma, St. Louis, MO) to
remove any ionic impurities present in the flow
stream. The H2O2 is then pumped to the liquid
inlet ports of the WEDD using an eight-channel
peristaltic pump PP (Minipuls 2, Gilson Medical
Electronics, six channels are used in this work).
The liquid effluent from the denuder is aspirated
by two other channels of the same pump and sent
to a degassing vial DV (holdup volume575 ml).
The resulting liquid effluent, free from air bub-
bles, is pumped at a flow rate of 17 ml min−1

through a capillary preconcentration column PC
(vide infra). A six port injection valve IV (Chem-
inert model C3-1006EH, Valco, Houston, TX),
shown schematically in Fig. 2, allows the precon-
centrator column to be switched from the load to

the inject position and vice-versa. All data re-
ported were obtained using a 10 min load/10 min
inject cycle.

A previously described capillary scale sup-
pressed conductometric IC [10] was used for sepa-
rating, identifying and quantifying the sampled
gas constituents. Briefly, this instrument consists
of a syringe pump (Model 50300, Kloehn, Reno,
NV) equipped with a 500 ml glass syringe
(Kloehn), a pressure sensor (Model SP-70-A3000,
Senso-Metrics, Simi Valley, CA; provided with
home-built electronics), the previously mentioned
electrically actuated 6 port injection valve IV, an
180 mm i.d., 35 cm long packed capillary analyti-
cal column (CC), a hollow fiber chemical suppres-
sor [10], and a conductivity detector cell [9]
connected to a Model ED40 electrochemical de-
tector (Dionex, Sunnyvale, CA). Data acquisition
was accomplished by an 80486 based PC via
AI-450 software and an advanced computer inter-
face, both from Dionex.
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Capillary columns were packed in-house with
AS-11 HC (high capacity) packing material from
Dionex using a capillary version of the propri-
etary packing technique provided by Dionex. The
preconcentration column consisted approximately
of a 1.5 cm length of a 250 mm i.d., 350 mm o.d.
packed capillary column. The exit frit for the
precolumn was constructed as follows: �1 cm of
the packing material was first removed from a 2.5
cm long packed capillary column. A small piece
of a glass fiber filter (Whatman, type GF/A) was
then inserted against the packing and held in
place by a 50 mm i.d., 150 mm o.d. fused silica
capillary that was pushed inside the larger bore
capillary. The nested capillary assembly were then
secured with epoxy adhesive into place. The pre-
concentrator column PC was connected to the
injection valve in such a manner that the flow
direction through PC remained the same in both
the load and inject modes. Separations were per-
formed using a 25 mM NaOH eluent hydroxide at
a flow rate of 2.2 ml min−1. The retention time of
sulfate was �10 min under these conditions. A
3.5 mM solution of sulfuric acid flowing at 50.25
ml min−1 functioned as suppressor regenerant
and resulted in a suppressed conductance of �1.8
mS cm−1.

Sodium hydroxide eluents were prepared from
a 50% NaOH stock solution (J.T. Baker). Hydro-
gen peroxide was prepared from a 30% stock
solution (Mallinckrodt). Distilled deionized water
with a specific resistivity of ]18 MV cm−1 was
used to prepare all solutions. Analytical reagent
grade chemicals were used throughout. Soda-lime
traps were used to protect all solutions from CO2

intrusion.

2.4. Determination of collection efficiency

The system was initially calibrated by precon-
centrating different volumes (known flow rate
passed through the preconcentrator column for
different periods) of a 100 mg l−1 sulfate standard.
The collection efficiency for gaseous SO2 as a
function of the air sampling rate was then deter-
mined by: (a) translating the observed response
resulting from a given preconcentration period to
an equivalent amount of sulfate with the help of

the above calibration; (b) accounting for the total
denuder effluent liquid volume during that period
(because of evaporation losses, the effluent liquid
flow rate from the WEDD is less than the input
liquid flow rate; the WEDD liquid output was
therefore gravimetrically measured); and (c) com-
paring the number of moles of sulfate in the
WEDD effluent from (a) and (b) above, to the
number of moles of gaseous SO2 that was sam-
pled through the system.

3. Results and discussion

3.1. Thermally bonded WEDD

The ability to prepare an easily wettable surface
is critical for fabricating WEDDs. Although sev-
eral methods have been developed for chemically
bonding silica particles to glass plates [3–5], we
found that thermally bonding silica gel particles
onto the surface of Plexiglas plates is a simple,
viable option for preparing a highly wettable sam-
pling surface. It does not require high temperature
ovens, fragile glass components and caustic chem-
icals can be avoided. The procedure is conceptu-
ally similar to imbedding porous glass particles on
the interior walls of a PTFE tube as described by
Gnanasekaran and Mottola [11] by a thermal
process and results in a easy to fabricate and
robust device.

3.2. Considerations on injection strategies

The success of any diffusion denuder based
analysis approach depends on the ability of a
denuder to collect the gaseous analyte of interest,
preferably quantitatively. For a WEDD, it is fur-
ther desirable to concentrate the analytes in the
liquid effluent before separation and detection is
performed. In a continuously operating WEDD,
both the efficient uptake of the gaseous analyte by
the denuder liquid and the subsequent concentra-
tion of the analytes in the effluent on a preconcen-
tration column are important. The concentration
of the analyte in the denuder effluent is maxi-
mized by minimizing the WEDD liquid flow rate.
The input effluent flow rate down each plate of
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the PPDD was 15 ml min−1. The effective thick-
ness of the liquid film in the absence of air flow
was determined by injecting a KCl solution at the
top of the denuder and measuring its mean resi-
dence time with a miniature bifilar wire conduc-
tivity detector [12] placed immediately at the exit
of the WEDD. From a knowledge of the liquid
flow rate, and the total active area of the denuder,
the maximum film thickness was computed to be
�70 mm. A small film thickness is critical to
achieve a good concentration factor for the
gaseous analyte while minimizing sample carry-
over between successive determinations. Washout
times with the present system were sufficiently
small as to permit a new steady state signal to be
fully established after one load/injection cycle fol-
lowing a step change in gas concentration at the
denuder inlet.

A significant portion of the denuder input liq-
uid evaporates during air sampling. The experi-
mentally observed evaporation loss of water per
liter (ml l−1) of sampled air as a function of air
flow rate is shown in Fig. 3(a). Theoretically, a
maximum loss of 31 ml l−1 of sampled air (at 30
°C) would occur assuming the inlet air is com-
pletely dry and the air exiting the denuder is
completely saturated with water. Experimentally,
the evaporation loss was 87% of its maximum
theoretical value (27 ml l−1) at an air flow rate of
0.150 standard liters per minute (SLPM), and
dropped to 41% of the maximum theoretical limit
(12.7 ml l−1) at an air flow rate of 1.250 SLPM.
At high air flow rates, the equilibration of the air
flowing through the denuder with the liquid sur-
face becomes the primary factor governing evapo-
ration. The expression for determining the
theoretical amount of water evaporated at a spe-
cific air flow rate is the same type of equation
used for determining the collection efficiency of
denuders [3]:

1−aW=be−c/Q (1)

where a, b, and c are constants, Q is the volumet-
ric flow rate, and W is the amount of water
evaporated per liter of air. Fig. 3(b) shows W
plotted against the reciprocal air flow rate with
the solid line representing the best fit to Eq. (1)
(a=0.0381, b=1.305, c=1.182). Under the max-

imum air flow rate tested with this denuder (1.25
SLPM), no dry spots developed over the active
sampling surface of the PPDD using a liquid flow
rate of 15 ml min−1 down each plate.

The liquid aspiration rate and the liquid influ-
ent flow rates in to the WEDD were maintained
the same, 15 ml min−1 per plate. Due to the
evaporation losses during air sampling, the aspira-
tion rate is greater than the actual effluent flow
rate at the bottom of the denuder. This causes air
bubbles to be present in the effluent stream. The
operating pressure of the capillary ion chro-
matograph was �500 psi at a flow rate of 2.2 ml
min−1. This pressure was not sufficient to dis-
solve air bubbles present in the WEDD effluent.
Under the circumstances, there are two alterna-
tives to inject a bubble-free sample into the IC.
The first alternative is to pump the entire denuder
effluent through the precolumn followed by wash-
ing with degassed deionized water for a period of
time to remove any bubbles trapped on the pre-
column. The second alternative is the use of a
degassing vial between the denuder exit and the
precolumn. The degassing vial acts as a gravity
based air separator-bubble free liquid aspirated
from the bottom can be loaded onto the precon-
centrator column. In the present work, the de-
gassing vial alternative was chosen. Also, the
six-port injector used in the present work permit-
ted the use of only one preconcentrator column.
Therefore the system was so configured as to
apply aspiration to the degassing vial at a greater
flow rate when the valve is in the inject position to
empty it rapidly and minimize sample carryover.
Eight port injector valves are commercially avail-
able that would allow the loading of one precon-
centrator column while the other one is
washed/chromatographed. Such an arrangement
will benefit more from the first degassing
alternative.

3.3. Preconcentration column

In a previous paper [9], the preconcentration of
analytes using a 10 cm long packed capillary
preconcentrator column was demonstrated. While
analyte preconcentration using such a column was
feasible in the present application, several im-
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provements were desired. Firstly, the preconcen-
tration column was sufficiently long so that the
maximum flow rates through this column achiev-
able by a peristaltic pump were much smaller than
desired. Secondly, a carbonate peak that is always
present in air samples and peaks from other impu-
rities present in the H2O2 solution put through the
WEDD interfered with the determination of low
level analyte peaks. The presently developed pre-
concentrator column provided solutions to these
two problems. A 1.5 cm long packed capillary
column with a cross sectional area (250 mm i.d.)
nearly twice as large as that of the separation
column (180 mm i.d.) provided sufficient capacity
for typical ambient air applications. This pre-
column permitted flow rates up to 18 ml min−1

with a peristaltic pump relative to �3 ml min−1

obtained with the precolumn used. In addition,
passing the aqueous H2O2 through a mixed bed
ion exchanger before the WEDD was found to
remove ionic impurities that interfered with the
chromatographic determination of the analytes.
In the absence of H2O2 in the WEDD liquid, SO2

is oxidized partially to sulfate resulting in both
sulfite and sulfate peaks from sampling SO2. Us-
ing dilute H2O2 results only in sulfate which im-
proves and simplifies quantitation. There is no
significant oxidation of collected nitrite to nitrate
by H2O2.

3.4. Collection efficiency

The collection efficiency f for a parallel plate
diffusion denuder is given by [5,13]

f=1−0.91e−3.77aDL/Q (2)

where D is the diffusion coefficient of the gas
(0.13 cm2 s−1 for SO2 [14]), L is the length of the
tube, and Q is the volumetric flow rate. For a
parallel plate denuder, the parameter a is given
by:

a=2b/a (3)

where a and b are the short and long dimensions
of the active cross section of the denuder, respec-
tively [13].

The collection efficiency for the parallel plate
WEDD is shown graphically in Fig. 4 for low to

sub-ppbv levels of SO2. The solid line shows the
collection efficiency for the WEDD whereas the
dashed line shows the theoretical collection effi-
ciency. Error bars represent 91 SD (n=3). Col-
lection efficiency is essentially unity up to �500
cm3 min−1 (SCCM) air sampling rate and drops
to �83% collection efficiency at 1250 SCCM.
The theoretical collection efficiency for the
WEDD at 1250 SCCM is �85%. This difference
is well within the uncertainty of the diffusion
coefficient value of SO2 used for the calculations.
In terms of diffusion coefficients for various gases,
the diffusion coefficient for SO2 is on the low end
among those of common inorganic gases of inter-
est and other soluble ionogenic gases such as
HONO, HCl, HNO3, etc. would be expected to be
collected at least as efficiently as SO2.

3.5. Response linearity and detection limits

An air sampling rate of 500 SCCM was chosen
to evaluate the WEDD such that the collection
efficiency is still essentially quantitative. The re-
sponse linearity was studied over a SO2 concen-
tration range 20–2000 pptv. Higher
concentrations of SO2 result in nonlinear re-
sponses in the present detection system unless the
sampling period or the sampling rate is reduced.
However, the ambient SO2 levels at our location
are low and this range is adequate for ambient
measurements, without reducing the sampling pe-
riod. The linear r2 value of the sulfate peak height
vs. the sampled SO2 concentration was 0.9980 for
the entire concentration range. The relative stan-
dard deviation (RSD) was 53.2% over this con-
centration range for each concentration sampled.
Based on the uncertainty of the blank and the
slope of the calibration plot, the limit of detection
was determined to be 1.6 pptv (S/N=3). Fig. 5
shows a chromatogram resulting from the sam-
pling of clean air and �80 pptv SO2.

3.6. Ambient air studies

Laboratory air and ambient Lubbock air were
sampled to evaluate system performance. A chro-
matogram resulting from sampling laboratory air
is shown in Fig. 5. The system was operated at an
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air sampling rate of 250 SCCM, to deliberately
limit the response. The SO2 concentration in this
sample was determined to be �400 pptv; this
demonstrates the excellent SO2 response even at
low air sampling rates. In addition the sample
also shows the presence of �30 pptv HCl and
�2 pptv HONO.

Sulfur dioxide concentrations in Lubbock, TX
were studied over a 48 h period where the WEDD
was allowed to operate continuously for this time
period without any user intervention. The results
are shown in Fig. 6. These results correlate well
with previously measured ambient SO2 levels at
this location [3].

In conclusion, a compact, inexpensive air sam-
pling system has been developed capable of mea-
suring down to low parts per trillion levels of SO2

and similar other gases. The entire instrument can
easily be transported into the field for analysis.
Not only can this system be adapted for the
simultaneous analysis of a number of gases, it can
be easily automated and operate continuously for
prolonged periods without any user intervention.
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[10] A. Sjögren, C.B. Boring, P.K. Dasgupta, J.N. Alexander,
Anal. Chem. 69 (1997) 1385–1391.

[11] R. Gnanasekaran, H.A. Mottola, Anal. Chem. 57 (1985)
1005–1009.

[12] S. Kar, P.K. Dasgupta, H. Liu, H. Hwang, Anal. Chem.
66 (1994) 2537–2543.

[13] F. De Santis, Anal. Chem. 66 (1994) 3503–3504.
[14] B.R. Fish, J.L. Durham, Environ. Lett. 2 (1971) 13–21.

..



Talanta 48 (1999) 685–693

Kinetic study on the acidic hydrolysis of lorazepam by a
zero-crossing first-order derivative UV-spectrophotometric

technique

H.A. Archontaki a,*, K. Atamian a, I.E. Panderi b, E.E. Gikas b

a Laboratory of Analytical Chemistry, Department of Chemistry, Uni6ersity of Athens, Panepistimiopolis 157 71, Athens, Greece
b Di6ision of Pharmaceutical Chemistry, Department of Pharmacy, Uni6ersity of Athens, Panepistimiopolis 157 71, Athens, Greece

Received 6 January 1998; received in revised form 29 July 1998; accepted 27 August 1998

Abstract

A zero-crossing first-order derivative UV-spectrophotometric technique for monitoring the main degradation
product, 6-chloro-4-(2-chlorophenyl)-2-quinazoline carboxaldehyde, was developed to study the acidic hydrolysis of
lorazepam in hydrochloric acid solutions of 0.1 M. Due to the complete overlap of the spectral bands of the parent
drug and the hydrolysis product (the range between their spectral maxima was only 3 nm), the graphical methods of
derivative spectrophotometry were not efficient. The relative standard deviation of the proposed technique was less
than 2.4% and the detection limit was 6.6×10−8 M. Accelerated studies at higher temperatures have been employed
that enable rapid prediction of the long-term stability of this drug. Pseudo-first order reaction kinetics was observed.
Kinetic parameters, kobs and t1/2, were calculated, which were similar to those estimated by an HPLC method
developed in our laboratory. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Zero-crossing technique; First-order derivative spectrophotometry; Acidic hydrolysis of lorazepam; 6-chloro-4-(2-
chlorophenyl)-2-quinazoline carboxaldehyde

1. Introduction

The group of 1,4-benzodiazepines [1] is widely
used in the treatment of nervous diseases such as
anxiety, insomnia and epileptic convulsions be-
cause of the wide variety of their properties at-

tributed to the complicated benzodiazepinic
structure. Due to the therapeutic interest that
these compounds present, research on their che-
mical stability as well as determination in phar-
maceutical preparations and biological samples is
needed for a better understanding of their
physico-chemical, pharmacotherapeutic and toxi-
cological behaviour.

Lorazepam [2], 7-chloro-5-(2-chlorophenyl)-3-
hyroxy-2,3-dihydro-1H-1,4-benzodiazepin-2-one, I,
is a minor tranquiliser and belongs to the above

* Corresponding author. Tel. +30-01-7274319/7274575;
fax: +30-01-7231608; e-mail: archontaki@dc.uoa.gr.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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category, particularly to the oxazepam group of
1,4-benzodiazepin-2-one compounds, having a hy-
droxyl substituent at the 3-position of the di-
azepinic ring [3]. It is quite stable at room
temperature in powder and solid dispersions,
while it is hydrolysed in the presence of moisture
to great extent following first-order reaction kinet-
ics [4]. Stability of lorazepam at pH 7 (phosphate
buffer) has been studied by a high-performance
liquid chromatographic (HPLC) method, where
experimental data were evaluated by an analog-
hybrid computer simulation [5]. Another stability
study on lorazepam in solid dosage form has been
performed by HPLC [6], where both natural and
accelerated degradation of this drug was exa-
mined. Hydrolysis of lorazepam and other 1,4
benzodiazepines in very acidic solutions (4 and 6
M HCl, respectively) has been also studied, re-
sulted in the formation of the corresponding ben-
zophenones [7,8]. Nevertheless, nothing clear and
conclusive has been reported for its hydrolysis in
acidic solutions in the pH region close to that of
gastric fluid. For this purpose we decided to ex-
plore the hydrolysis process of lorazepam in such
hydrochloric acid aqueous solutions.

In a previous paper [9] hydrolysis of lorazepam
in aqueous acidic solutions using a reversed-phase
HPLC method was investigated. In that study,
6-chloro-4-(2-chlorophenyl)-2-quinazoline carbox-
aldehyde, the main degradation product of lo-
razepam, has been isolated and fully identified.
Kinetic measurements which carried out in 1.0,
0.1 and 0.01 M HCl solutions and at various
temperatures led us to the conclusion that lo-
razepam degrades following first-order kinetics.

The aim of the present study was to complete
the previous investigation with an insight into the
versatility that derivative UV-spectrophotometry
could show in such kinetic studies. Therefore, in
this paper we report on the kinetic studies of
acidic hydrolysis of lorazepam in 0.1 M HCl
aqueous solutions using a zero-crossing first-order
derivative UV-spectrophotometric technique. Cal-
culations have been based on measurements of the
main degradation product, II, at 231.6 nm, where
lorazepam exhibits no contribution. Our results
correlate well with those of the HPLC method

developed in our laboratory [9]. The novelty of
this research lies in the use of a zero-crossing
derivative methodology for monitoring the
product II. Zero-crossing derivative techniques
have been proved very helpful in the quantitative
analysis of several mixtures [10–17].

This work has been conducted in order to
demonstrate the successful application of deriva-
tive spectrophotometry to the kinetic study on the
decomposition of lorazepam and to propose this
technique as a simple, versatile, environment pro-
tecting and inexpensive method in routine practi-
cal analytical work.

2. Experimental

2.1. Materials

Lorazepam, (C15H10Cl2N2O2, M.W.=321.17),
of pharmaceutical purity grade was provided by
Minerva Hellas A.E., Athens, Greece. 6-Chloro-4-
(2-chlorophenyl)-2-quinazoline carboxaldehyde
(C15H8Cl2N2O, M.W.=303.15), was isolated in
crystals by heating 0.4 g of I in 100ml of 0.1 M
hydrochloric acid solution to 95oC for 6 h. All
other reagents were of analytical grade and dis-
tilled deionised water was used for the prepara-
tion of solutions.

Stock methanolic solution of lorazepam, I,
6.1×10−4 M was prepared by dissolving the
compound in methanol. This solution was stored
in the dark at 4oC and was found to be stable for
at least four weeks.

Stock standard solution of 6-chloro-4-(2-
chlorophenyl)-2-quinazoline carboxaldehyde, II,
6.1×10−4 M was also prepared in methanol,
stored at −10oC and used within 2 days of its
preparation.

Working standard solutions of I and II were
prepared daily in the ranges 3.0×10−6–1.8×
10−5 and 3.0×10−6–2.1×10−5 M, in 0.1 M
HCl, respectively and used for the construction of
the corresponding calibration curves. Mixed
working standard solutions of I and II were also
prepared for the recovery studies in the following
way: i) standard solutions of II in the ranges
3.0×10−6–1.2×10−5 and 3.0×10−6–1.5×
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10−5 M containing constant concentration of I
1.2×10−5 and 6.1×10−6 M, respectively; ii)
standard solutions of I in the ranges 3.0×10−6–
1.8×10−5 and 3.0×10−6–1.2×10−5 M con-
taining a constant concentration of II 6.1×10−6

and 9.2×10−6 M, respectively. All these solu-
tions were analysed immediately after prepara-
tion.

2.2. Method

All spectrophotometric measurements were per-
formed on a Hitachi (Tokyo, Japan) double beam
UV/Vis spectrophotometer (Model U-2000).
Operational parameters were as follows: scan
mode, WL; data mode, ABS; with user baseline;
start wavelength, 250 nm; stop wavelength, 220
nm; scan speed, 10 nm min−1 and medium re-
sponse. In the first-order derivative mode a sensi-
tivity of 1 was applied (a parameter that is related
to the smoothing of the spectra required in every
case).

A Heto water-bath was used for the accelerated
kinetic studies.

2.3. Measurement procedure

Prepared working and mixed standard solutions
of I and II were transferred into 1×1×4 cm
quartz cells and measured against a blank solu-
tion consisted of HCl 0.1 M. Zero-order deriva-
tive spectra were taken and then first-order
derivative spectra were recorded over the wave-
length range 220–250 nm. The first-derivative va-
lues at 231.6 and 234.6 nm were measured for the
determination of the main degradation product of
lorazepam and lorazepam (signals D1) and cali-
bration curves were constructed.

2.4. Kinetic in6estigation

The procedure followed for the kinetic study
was similar to that described previously [18]. Hy-
drolysis was carried out in 0.1 M HCl solutions at
elevated temperature. Duration of the kinetic ex-
periments was 420, 300, 265 and 155 min at 53,
55, 58 and 60oC, respectively.

Fig. 1. Zero-order absorbance spectra of I (solid line), II
(broken line) and a mixture of both (dotted line) in concentra-
tions of 1.2×10−5 M each in 0.1 M HCl.

Treatment of the kinetic data was carried out
using MINSQ software (version 4.03, Micro-
Math Scientific Software, Salt Lake City, UT,
USA).

3. Results

3.1. Spectral characteristics

Fig. 1 shows zero-order absorption spectra of
equal concentration (1.2×10−5 M) acidic
aqueous solutions of lorazepam, 6-chloro-4-(2-
chlorophenyl)-2-quinazoline carboxaldehyde and
a mixture of both with peaks at 231.9, 234.7 and
233.7 nm, respectively. Fig. 2 presents their first-
order derivative spectra with zero-crossing wave-
length points of I at 231.6 nm and of II at 234.6
nm. Fig. 3 shows the fourth-order derivative spec-
tra of I and II.

Fig. 2. First-order derivative spectra of I (solid line), II (bro-
ken line) and a mixture of both (dotted line) in concentrations
of 1.2×10−5 M each in 0.1 M HCl. Zero-crossing wavelength
points of I at 231.6 nm and of II at 234.6 nm are also
indicated. S is the signal measured.
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Fig. 3. Fourth-order derivative spectra of I (solid line) and II
(broken line) in concentrations of 1.2×10−5 M each in 0.1 M
HCl.

0.004)+ (84869356) CI, r=0.997, where stan-
dards of six different concentrations were used for
the construction of this calibration curve. Prepar-
ing and measuring the standards of the same
concentration of II and I three times each, relative
standard deviation (RSD) was calculated and
found less than 2.4 and 3% respectively, in the
whole concentration range. To assess applicability
of the proposed zero-crossing first-order deriva-
tive spectrophotometric technique to stability
studies of lorazepam, an extent interference study
between I and II was conducted. Mixed standard
solutions were prepared, where the concentration
of either I or II remained constant and the other
was varied. Results of this investigation corre-
sponding to measurements of D1 (231.6 nm) are
included in Tables 1 and 2. However, percentage
recovery of I relying on measurements of D1(234.6
nm) was not satisfactory, increasing as the con-
centration of the co-existing II increased (Table
3).

Detection limit (DL) and quantitation limit
(QL) are defined as the concentrations that give a

3.2. Performance characteristics

Under the experimental conditions described
above, linear relationship between the selected
derivative signals D1 (231.6 nm) and concentra-
tion of II, was observed as shown in Table 1.
Linearity was also observed with D1 (234.6 nm) in
the concentration range of (0.3–1.8)×10−5 M
and the equation obtained through regression
analysis of data was: D1 (234.6 nm)= (−0.0049

Table 2
Spectroscopic determination and recovery of the degradation product II when (a) increasing amounts of II were added to a constant
concentration of I and (b) increasing amounts of I were added to a constant concentration of II; measurements were based on the
quantity D1 (261.3 nm)

Concentration of I, × 105 M Concentration of II, × 105 M % Recovery of II Mean % recovery9S.D.

95.20.3
0.6 100.0
0.9 100.0(a) 0.6 9893

96.61.2
1.5 98.6
0.3 100.0

0.6 105941.2 108.5(a)
0.9 104.6

106.41.2

97.6(b) 0.3
97.60.6

0.6 95.2 99930.9
102.31.2
101.21.5

102.3(b) 0.3
10291100.00.90.6

103.10.9
101.01.2
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Table 3
Recovery of lorazepam in the presence of increasing amounts of its main degradation product II; measurements were based on the
quantity D1 (234.6 nm)

Mean % recovery9S.D.% Recovery of IConcentration of II, × 105 MConcentration of I, × 105 M

0.3 109.1
120.00.6

0.6 0.9 131917130.9
1.2 141.8
1.5 152.7

signal equal to b+3Sb and b+10Sb, respectively,
where b is the signal of the blank and Sb is its
standard deviation [19,20]. Sb was estimated as
half of the peak-to-peak noise in the blank signal.
In the zero-crossing technique, with D1 (231.6
nm), DL was found equal to 6.6×10−8 and QL
equal to 8.6×10−7 M.

3.3. Kinetic in6estigation

Accelerated kinetic measurements were per-
formed under the experimental conditions de-
scribed earlier. Values of apparent reaction rate
constant, kobs, were estimated after treatment of
the results by a non-linear parametric method
(MINSQ). The mathematical model used was
Y=p(1−e−kobst), applied to first and pseudo-
first order reaction kinetics; where Y was the
signal of II, e.g. D1(231.6 nm), measured at time t

and p is a constant factor for given experimental
parameters. Fig. 4 shows a representative fit of
this model applied to a set of experimental data.
Goodness-of-fit statistics is expressed mainly by
the square root of the coefficient of determination
which was equal to 0.996, 0.998, 0.998 and 0.998
for the accelerated studies at 53, 55, 58 and 60°C,
respectively.

Resulting values of kobs along with calculated
values of t1/2, are given in Table 4. In the same
table, results of a reversed-phase HPLC method,
developed in our laboratory for comparison, are
also presented.

4. Discussion

4.1. Mechanism

Before proceeding with the kinetic study, some
clarification on the mechanism of acidic hydroly-
sis of lorazepam was necessary under the condi-
tions used. The main degradation product (II)
was isolated, identified by MS, IR, 1H- and 13C-
NMR and proved to be 6-chloro-4-(2-
chlorophenyl)-2-quinazoline carboxaldehyde [9].
This product could disproportionate and be oxi-
dized or reduced to form the corresponding
quinazoline carboxylic acid or quinazoline alco-
hol, respectively [2]. Only under much more rigor-
ous acidic conditions (e.g. HCl 4.0 M) lorazepam
degraded to (2-amino-5-chlorophenyl)(2-chloro-
phenyl)methanone which was also isolated and
identified. Such a behaviour does not follow the
general scheme of hydrolysis of 7-chloro-1,4-ben-
zodiazepin-2-ones [21–26]. It is rather related to

Fig. 4. Plot of the experimental points (") of the first-order
derivative signal S, measured at 231.6 nm, versus time during
an accelerated kinetic study of 2.4×10−4 M of lorazepam in
0.1 M HCl at 53oC. The MINSQ, least squares parameter
estimation fit, is shown with the broken line (the model given
followed first-order reaction kinetics).
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Table 4
Results of kinetic study on lorazepam derived by the zero-crossing first-order derivative technique, D1 (231.6 nm), compared with
those obtained by a reversed-phase HPLC method [9]

CHCl, M HPLC methodDerivative methodu, °C

t1/2, minkobs×103, min−1t1/2, minkobs×103, min−1

––3152.290.153
2103.390.10.1 55 1544.590.1

6.190.11584.490.158 114
6.090.160 116 897.890.1

oxazepam, 7-chloro-5-phenyl-3-hydroxy-2,3-dihy-
dro-1H-1,4-benzodiazepin-2-one, reported in the
literature [27–30] probably because of the com-
mon hydroxy-group in the 3-position of the di-
azepinic ring.

4.2. Spectrophotometric method

Due to the complete overlap of the spectral
bands of compound I and II shown clearly in Fig.
1, conventional UV spectrophotometry cannot be
used for their individual determination in binary
mixtures. The distance between the spectral ma-
xima of I (231.9 nm) and II (234.7 nm) is very
short, barely 3 nm. As a consequence even the
graphical methods of derivative spectrophotome-
try were not efficient. In Fig. 3 the fourth-order
derivative spectra of I and II are presented, where
a strong overlap between them still exists. How-
ever, graphical measurements (peak-to-peak or
peak-to-baseline) often fail on the basis of syste-
matic errors, unlike the zero-crossing measure-
ments. The latter are measurements of absolute
value of the total derivative spectrum at an ab-
scissa value corresponding to the zero-crossing
wavelengths of the derivative spectra of the indi-
vidual components. Measurements made at the
zero-crossing of the derivative spectrum of one of
the two components would be a function only of
the concentration of the other component.

Zero-crossing methodology was therefore ap-
plied to the first-order derivative spectra of I and
II as shown in Fig. 2 to overcome the difficulty of
the overlapping spectra. Working with both zero-
crossing points, at 231.6 nm for lorazepam and at

234.6 nm for its degradation product, linear cali-
bration curves were obtained with pure com-
pounds as presented in Table 1 and mentioned in
the results section. During the interference investi-
gation of I or II from the presence of the other
compound, determination of II in mixtures of I
and II was possible, measuring at the zero-cross-
ing point of 231.6 nm, as becomes clear from the
corresponding percentage recoveries in Table 2.
However, determination of I in the presence of II,
measuring at the zero-crossing point of 234.6 nm
was not feasible, as presented in Table 3. It may
be due to its very low signal and the drift of the
position of the other band.

Zero-crossing methodology is ideal in terms of
systematic error, but it is more sensitive, com-
pared with graphical measurements, to small
drifts of the interfering band. As a result it is
important to verify the exact position of the zero-
crossing point frequently during the experiments.
This was carried out systematically in our chemi-
cal system. However, this may be the cause of the
relatively high standard deviation in the percen-
tage recovery revealed in Table 2.

4.3. E6aluation of the zero-crossing technique

As shown in Table 1 there is a linear relation-
ship between the signal of the first-derivative spec-
trum of II at the zero-crossing point of 231.6 nm
in the absence and in the presence of I. Moreover,
the corresponding regression equations present an
intercept value essentially equal to zero and slopes
that are statistically identical. These results were
based on the application of t-test for a confidence
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interval of 95% [19]. In addition to these, the
mean percentage recovery of II in the presence of
I is very close to 100% as it is obvious in Table 2.

From the above statistical evaluation of the
derivative method, based on the results given in
the appropriate section, its good linearity and
reproducibility better than 3% for a confidence
interval of 95% was demonstrated. Thus, it was
concluded that the zero-crossing technique could
be used for the kinetic study on the degradation
of lorazepam to its main product II, monitoring
the 6-chloro-4-(2-chlorophenyl)-2-quinazoline car-
boxaldehyde (II) and not lorazepam itself.

4.4. Kinetic in6estigation

From the good fit of the experimental points to
the drawn curves (see Fig. 4 as an example) it was
obvious that hydrolysis of lorazepam followed
pseudo first-order reaction kinetics. This was in
agreement with the results of the HPLC method
developed in our laboratory and other informa-
tion from the literature [4,5]. It should be pointed
out here that the above statement may hold for
lorazepam but when kinetics of degradation
product II is examined, it should be treated care-
fully. In the examined case and during the experi-
mental time of the derivative approach,
lorazepam was degraded essentially to II. How-
ever, if the experiment lasts longer or in different
acidic conditions, where II produces III in mea-
surable quantities, then kinetics of degradation
product II is not first-order any more and be-
comes more complex [9].

The results of the kinetic investigation of lo-
razepam by the zero-crossing technique are sum-
marised in Table 4 along with those of the HPLC
method [9]. The observed differences can be
justified considering the presence of product III in
late times. This product was not detected by the
UV approach but it was measured by the HPLC
method and probably affected the kinetics of
degradation product II.

Since the reaction under study is not clearly a
first-order reaction, activation energy was not cal-
culated. However, kobs and t1/2 at 37°C can be
estimated. This can give a good idea of the proba-
bility of degradation of lorazepam in the stomach

fluid, where that kobs
37 =5.2×10−4 min−1 and

t1/2
37 =22 h. Acidic hydrolysis of this drug may

therefore occur in the stomach to a certain extent.

5. Conclusions

The zero-crossing first-order derivative spec-
trophotometric technique described in this work is
a reliable, simple, inexpensive and fast method,
developed for the kinetic study of lorazepam,
monitoring its main degradation product. The low
DL of II found in this approach and the fact that
product II has been reported as the degradation
product of lorazepam in its stability studies in
solid dosage forms [2,5,6], may prove it useful as
a stability indicating technique, as well.
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Abstract

Electrothermal atomic absorption spectrophotometry of Al in a tungsten coil atomizer was evaluated and applied
for its determination in hemodialysis fluid. The system was mounted on a Varian Spectra AA-40 spectrophotometer
with continuum background correction and all measurements, in peak height absorbance, were done at 309.3 nm. The
purge gas was a mixture of 90% Ar plus 10% H2. Observation height, gas flow, drying, pyrolysis and atomization
steps were optimized. The heating program was carried out by employing a heating cycle in four steps: dry, pyrolysis,
atomization and clean. The determination of Al in hemodialysis solutions was performed by using a matrix-matching
procedure. Al in hemodialysis solutions was determined by TCA and by electrothermal atomization with a graphite
tube atomizer. There is no differences between results obtained by both methods at a confidence level of 95%. The
characteristic mass of Al by using the TCA was 39 pg and the detection limit was 2.0 mg l−1. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Electrothermal atomic absorption spectrophotometry; Tungsten coil atomizer; Aluminum; Hemodialysis solution

1. Introduction

Investigations during the last ten years indi-
cated that tungsten coil (150 W) can be used in
some applications for determination of low con-
centrations of elements. This simple atomizer is
characterized by its low power consumption, the
coil geometry which allows homogeneous distri-

bution of the samples, the typical heating rates of
up to 30 K ms−1, and the use of cooling systems
is not necessary. This high heating rate is reached
due to the low mass and low specific heat of the
tungsten coil. The coil mass is about 100 mg and
the specific heat is 0.133 J g−1 K−1, both
parameters are lower than those of a typical
graphite tube and since the heating rate is in-
versely proportional to the mass and the specific
heat, high heating rates can be attained. These
data were properly showed by Krakovska [1] re-
ferring to tungsten tubes.

* Corresponding author. Tel. +55-16-2608208; fax: +55
16-2608350; e-mail: djan@zaz.com.br.
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The first studies with a tungsten coil atomizer
were reported during the 1970’s by Piepmeier and
Williams [2], by Newton et al. [3], and by Lund
and Larsen [4]. All these works emphasized the
simplicity and low cost of this atomizer, but the
occurrence of interferences and the difficulty to
measure fast transient signals were also showed.

The tungsten coil atomizer proposal was revis-
ited by Berndt and Schaldach [5] in the 1980’s and
it was applied for As, Sb and Sn determination in
pure gold [6], alkaline and alkaline earth metals in
ammonium paratungstate [7], Cd in biological
and botanical materials [8], Ba in waters [9], Pb in
blood [10–12] and paints [12], Cd, Co, Cr, Mn
and Ni in water, soft drinks and wines [13,14], Cr
in river water [15], Pb in waste water [16] and Cd
and Pb in water [17]. However, its analytical
applicability still need to be fully evaluated for
different matrices and analytes. The tungsten coil
atomizer is a low-cost device that can be heated
even by a battery as recently showed by Sanford
et al., [12]. These authors proposed a portable
system with an estimated cost lower than $6000
including the notebook computer. This type of
device could find specific applications to solve
practical analytical problems demanded by the
society, such as the determination of lead in blood
of children [10–12].

The determination of trace concentrations of Al
in clinical samples is important due to the physio-
logical role of this element [18]. The European
Committee established that diluted hemodialysis
solutions should not contain Al concentrations
higher than 10 mg l−1 [19]. The difficulty of
determination of Al in hemodialysis solutions is
evidenced by the high level of dispersion observed
in the results obtained from different laboratories
for the same sample [20]. Ideally the technique
chosen should present a lower detection limit and
should not be affected by the elevated concentra-
tion of alkalines, alkaline earths, and chloride
ions in the matrix. In addition, depending on the
clinical aspects involved, this solution also con-
tains significant concentrations of glucose [21].
Previous developed procedures employed differen-
tial pulse voltammetry [22], flame atomic absorp-
tion spectrometry coupled to a flow injection
system (FIA-FAAS) [23], inductively coupled

plasma atomic emission spectrometry (ICP-AES)
[24] and electrothermal graphite furnace atomic
absorption spectrometry (ETAAS) [25,26]. Each
one of these spectrochemical techniques present
advantages and disadvantages for this analytical
task. For FAAS, a previous step is necessary for
matrix separation and analyte concentration ow-
ing to the high emission of the matrix components
and the poor detection limit of this technique. The
emission by matrix components and the presence
of organic compounds also require a preliminary
treatment of the sample before introduction in
ICP’s. Thus, the most straightforward technique
to Al determination in hemodialysis solutions is
ETAAS. Recently, Schlemmer [27] presented a
discussion about the use of this technique for
complex samples. Taking into account the techno-
logical achievements in this area, it is now possi-
ble to make direct analytical measurements in
samples such as serum and seawater. The avoid-
ance of sample pretreatment is important for trace
metal analysis to circumvent contamination.

The performance of the electrothermal atomiza-
tion technique with a tungsten tube atomizer was
evaluated for determination of Al in biological
materials [28]. The addition of hydrogen in the
purge gas composition was effective for Al
atomization.

The aim of this research was to evaluate the
electrothermal atomization of Al in a tungsten
coil atomizer. A procedure for Al determination
in hemodialysis solutions was developed.

2. Experimental

2.1. Apparatus

A Varian Spectra AA-40 atomic absorption
spectrophotometer, coupled with a Varian DS-15
Data Station, was used for experiments with the
tungsten coil atomizer. An Al hollow cathode
lamp and a deuterium source from the same
manufacturer were used for measurements of
atomic and background signals, respectively. The
absorbance signal based on peak height was mea-
sured at 309.3 nm Al resonance line. All signals
were detected with a time constant of 50 ms.
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Table 1
Tungsten coil furnace heating program: pyrolysis and atomization curves

ReadGas flow rate (l min−1)Temp (°C)Step Time (s)Voltage (V)

1.00 NoDry 0.80 410 40
No1.002.0525–1670Pyrolysis xa

Yes1.00Atomization yb 1670–2300 1.0

a x varied from 1.00 to 7.00 V.
b y varied from 7.00 to 15.00 V.

The tungsten coil (Osram 150 W) atomizer was
fixed in two brass electrodes supported by a
Teflon® fitting, which was inserted into a 10 cm
flow-through cell mounted in a Perspex base. The
whole assembly replaced the Varian GTA-96
graphite furnace as described by Silva et al., [9].
Sample aliquots of 10 ml were automatically deliv-
ered into the coil by means of the Varian GTA-96
autosampler. The tungsten coil was heated by a
programmable power supply with a voltage feed-
back circuit (Anacom Equipament and Systems,
São Bernardo do Campo, SP, Brazil). This power
supply was interfaced with the DS 15 Data Sta-
tion, thereby enabling the tungsten coil furnace
operation to be started by pushing the start GTA
command. A 90% v/v argon plus 10% v/v hydro-
gen mixture was used as protective gas.

A VarianAA-800 atomic absorption spec-
trophotometer equipped with Zeeman back-
ground correction and pyrolytically coated
graphite atomizer was used for comparison of Al
results in hemodialysis solutions.

2.2. Reagents and reference solutions

All solutions were prepared from analytical
reagents and Milli-Q water (Millipore, MA) was
used throughout, unless otherwise mentioned.
Concentrate acids were distilled in quartz sub
boiling stills (Kürner Analysentechnik, Germany).

Aluminium stock solution was prepared by di-
lution of Titrissol (Merck) in water. Analytical
reference solutions (20–160 mg l−1) of Al were
prepared by appropriate dilutions of this stock.
Reference solutions were prepared in two media:
the first series in 0.014 mol l−1 HNO3 and the
other by adding Al known concentrations to an

Al-free hemodialysis sample. The effect of con-
comitants were investigated by preparing solu-
tions containing 200 mg l−1 of Al3+ and up to
3500 mg l−1 of Na+ (NaCl), K+ (KCl), Ca2+

(CaCO3) or Mg2+ (MgO) in 0.014 mol l−1 of
HNO3 (Johnson Matthey Chemicals). Effects
caused by acetate and glucose were evaluated by
preparing solutions containing up to 2500 and
15 000 mg l−1 of each one of these compounds,
both from Merck. In some experiments a 5% w/v
of sodium tungstate (Merck) solution was used to
recover the coil surface.

Hemodialysis solutions were collected during a
hemodialysis session and were kept in
polyethylene flasks. Sample storage was shorter
than 1 week.

All polyethylene and glass flasks utilized in this
work were cleaned in 50% v/v nitric acid solution
during at least 24 h, followed by washing with
distilled-deionized water.

2.3. Procedure

The tungsten coil was positioned just below the
radiation beam, i.e. the beam passed over the
upper side of the coil without any physical ob-
struction. Thus, the noise due to coil emission was
not noticeable and a maximum analytical signal-
to-noise ratio was obtained.

A 10 ml volume of Al reference solution (200 mg
l−1) was delivered into the tungsten coil. This
volume and concentration were maintained con-
stant during the electrothermal Al studies: pyroly-
sis and atomization curves, effect of acid
concentration, effect of purge gas flow rate and
composition, and effect of concomitants.
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Table 2
Tungsten coil furnace heating program for Al determination in hemodialysis solutions

Time (s) Gas flow rate (l min−1)Step Voltage (V) Temp (°C) Read

40 1.00Dry 0.80 No410
1.00 No201075Pyrolysis 3.0
1.00 YesAtomization 14.00 2230 1.0

No1.005.0–Cooling 0
2230 1.0 1.00 NoClean 14.00

The pyrolysis and atomization curves were ob-
tained in nitric and hydrochloric acids. The heat-
ing program is shown in the Table 1. The
pyrolysis curve was obtained applying 14.00 V in
the atomization step. For obtaining the atomiza-
tion curve, the pyrolysis voltage was kept at 3.00
V. The flow rate of 90% v/v argon plus 10% v/v
hydrogen gas mixture was kept constant at 1.00 l
min−1.

In another experiment, the effect of flow rate of
purge gas mixture was investigated from 0.40 to
1.40 l min−1 using the heating program presented
in Table 2. The gas flow rate was varied using a
Omel rotameter (São Paulo, SP, Brazil) calibrated
by the supplier with a gas mixture containing 90%
v/v Ar plus 10% v/v H2

.

The effect of purge gas composition was evalu-
ated during each step of the program. This proce-
dure was implemented by changing the gas
mixture by pure argon. The flow rate was kept at
1.00 l min−1.

The sample pretreatment was done in the au-
tosampler cup. By using a micropipet
(Finnpipette), an aliquot of 900 ml of hemodialysis
solution was transferred to the polyethylene au-
tosampler cup (Varian GTA-96) containing 100 ml
of 0.14 mol l−1 of nitric acid. The resulting
solution was mixed by pumping the micropipet
several times in the autosampler cup. Afterwards
10 ml of this solution was automatically delivered
onto the tungsten coil atomizer by autosampler
action.

The tungsten coil heating program used for
evaluating the sample preparation procedure and
Al determinations in hemodialysis solutions is
shown in Table 2. The tungsten coil surface tem-
perature was determined by measuring the electric

current associated to each applied voltage. These
data and the knowledge of the tungsten coil mass,
density, length, and diameter allowed the calcula-
tion of the resistivity. The relation of the resistiv-
ity and temperature for tungsten materials can be
easily found in the literature [29].

For comparison of results was adopted a
graphite furnace procedure. Standard additions
method was adopted for quantification. Analyti-
cal reference solutions containing 10 and 20 mg
l−1 were prepared by dilution of the Al stock
solution in 0.14 mol l−1 nitric acid. Al concentra-
tions of 0, 10 and 20 mg l−1 were added to the
samples by the autosampler. The wavelength se-
lected was 396.2 nm and the results were based on
peak area absorbance.

As chemical modifier it was used a solution
containing 0.8% m/v Mg(NO3)2 in 1.1 mol l−1

HNO3 according to [30]. The experiments were
run without a platform with the heating program
showed in Table 3.

Table 3
Graphite furnace heating program

Gas flow rate (lTemp (°C)Step ReadTime (s)
min−1)

5.0095 No1 3.0
2 95 40.0 3.0 No
3 No3.020.0120

3.010.0 No5004
20.0 3.0 No5 500

1400 20.06 3.0 No
7 1400 20.0 3.0 No

1400 No8 0.02.0
Yes0.00.69 2500

2500 3.0 0.0 Yes10
2500 2.0 3.0 No11
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Fig. 1. Pyrolysis and atomization curves for Al solutions in
hydrochloric and nitric acids.

for atomization could be an indication that in the
tungsten coil atomizer the Al atomization mecha-
nism is more influenced by chemical processes,
such as reduction reactions, promoted by hydro-
gen than by thermal processes. These aspects will
be discussed later.

3.2. Effect of flow rate and purge gas composition

Al atomization was strongly affected when the
flow rate of the 90% v/v of argon plus 10% v/v of
hydrogen gas mixture was varied from 0.40 to
1.40 l min−1. The effect of the purge gas flow rate
can be seen in the Fig. 2. The sensitivity increased
at higher flow rates and as a compromise between
signal magnitude and gas consumption all further
experiments were carried out at 1.00 l min−1.
This is completely different of the stopped-flow
condition using in ETAAS with a graphite fur-
nace, but it should be mentioned that the so called
purge gas in this technique should be seen as an
atomization gas in the TCA, i.e. the atomization
efficiency is critically dependent on the hydrogen
present in the gas, which is also important to
increase the tungsten coil lifetime.

The hydrogen contained in the purge gas prob-
ably acted in the reduction of Al oxides and this
effect overcame the dilution of the atomic cloud.
It could be supposed that the atomization effi-
ciency could be improved by using higher concen-
trations of hydrogen in the gas mixture and flow

3. Results and discussion

3.1. Pyrolysis and atomization cur6es

Although the maximum gas phase temperature
occurred in the center of the tungsten atomizer, a
baseline noise increase was verified when Al was
measured at this point, most probably due to
thermal expansion and emissivity of tungsten coil
[29]. The sensitivity was slightly decreased when
measurements were made with the tungsten coil
positioned ca. 1 mm below the radiation beam.
This observation height was adopted in all experi-
ments to decrease the baseline noise.

The tungsten coil was heated using a three-step
program (Table 1). The pyrolysis and atomization
voltages were adjusted using the conventional
double curves procedure, for 200 mg l−1 of Al in
0.014 mol l−1 of nitric and hydrochloric acids
(Fig. 1). It can be seen that, either nitric or
hydrochloric acids, up to 1070°C can be employed
in the pyrolysis step without losses of analyte. The
optimum atomization temperature was 2300°C,
this temperature is smaller than that generally
used for Al atomization in graphite atomizers
(2400–2600°C). This slightly lower temperature

Fig. 2. Effect of the purge gas flow rate (90% Ar+10% H2

v/v).



P.O. Luccas et al. / Talanta 48 (1999) 695–703700

Fig. 3. Aluminum AA signal in the TCA: hemodialysis spiked-sample containing 93.7 mg l−1 Al3+.

rates, also the hydrogen avoided tungsten oxida-
tion in high temperatures. Ohta et al., [28] showed
that up to 20% of hydrogen in the gas mixture
caused a signal increment in the Al atomization in
a tungsten tube atomizer. Above this amount of
hydrogen, the peak height of the Al signal de-
creased and in pure hydrogen the Al signal be-
came very small.

As previously related, atomization of barium [9]
and lead [10] in tungsten coil atomizer was also
strongly dependent on hydrogen in the purge gas
composition.

Research done by Sychra et al., [31,32] regard-
ing to the Al atomization mechanism in a tung-
sten tube atomizer showed strong dependence of
atomization efficiency with hydrogen presence in
the purge gas. They showed that Al could react
with hydrogen of purge gas to form compounds
with low dissociation energy.

In our study, no atom formation was observed
in experiments carried out with pure argon during
all steps of heating program or using only pure
argon during the atomization step, thereby, confi-
rming that hydrogen plays a decisive role in the
atomization of Al.

3.3. Effect of concomitants

The interference studies were performed using
peak height absorbance values because the sensi-
tivity for peak area measurements is very low.
Krakovska [33] showed that it is better to work

with peak height absorbance than with peak area
absorbance in the electrothermal atomization with
a tungsten tube atomizer. According to this au-
thor, the best sensitivity in peak height is most
probably caused by the fast rate of generation of
free atoms under almost isothermal conditions
and fast removal of the atoms from the atomizer.
In tungsten coil, the residence time is shorter
because the heating rate is faster. The shape of the
transient absorption signals of 200 mg l−1 Al
solution obtained without or with 100 mg l−1 of
sodium in 0.014 mol l−1 of nitric acid did not
change, but the peak height decreased in the
presence of sodium. A typical aluminum atomic
absorption signal obtained in the TCA is shown
in the Fig. 3. The residence time of the signal is
ca. 200 ms, which is ten-fold lower than typical
graphite furnace signals.

Atomization of Al from solutions containing
200 mg l−1 of Al was negligibly affected by nitric
or hydrochloric acids ranging from 0.014 to 1.4
mol l−1. The lifetime of the tungsten coil was 200
and 20 heating cycles in the 0.014 and 1.4 mol l−1

media, respectively. The end of the tungsten coil
lifetime was indicated by sudden loss of re-
peatability or by coil breakage.

The interference study was carried out consider-
ing the concomitants normally found in hemodial-
ysis solutions (Na+, K+, Ca2+, Mg2+, acetate
and glucose). All these concomitants acted as
interferents in the Al atomization (Figs. 4 and 5).
As expected, the atomic absorption signal for Al
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Fig. 4. Effect of inorganic concomitants on Al atomization.

availability of the reductor for Al formation.
The effect caused by organic concomitants

present in hemodialysis solution is shown in the
Fig. 5. The worst effect observed was caused by
the action of glucose on tungsten coil surface.
According to physical data [29], glucose is melted
at 150°C and dehydrated at 200°C, followed by a
thermal decomposition at about 300°C. The
residues of carbon form a brittle tungsten specie
with a melting point 800°C lower than the metal-
lic tungsten. The formation of tungsten carbides
was previously emphasized by [34] and X-ray
diffraction data showed the action of carbon com-
pounds as reductors in the tungsten surface in
thermogravimetric experiments [35]. For solutions
containing 1.5 mg l−1 of glucose, the lifetime of
the tungsten coil was about 15 heating cycles and
the precision was completely deteriorated
(RSD\25%). To avoid these effects some alter-
native procedures were investigated, such as the
use of a longer pyrolysis step, the addition of a
cleaning step in the heating program, and the use
of tungstate to recover the surface after each
heating cycle. This idea comes from one industrial
method for tungsten production by reduction with
hydrogen:

WO4
2− +H+ +heat�WO3.2H2O+heat

�WO3+H2+heat�W(s)

This latter alternative was effective to avoid car-
bide accumulation, but the precision obtained for
a solution containing 200 mg l−1 of Al in 0.014
mol l−1 HNO3 was unsatisfactory (rsd=21%,
n=10) probably due to surface changes caused
by successive cycles of tungsten carbide formation
and tungsten redeposition.

The best experimental approach to circumvent
the destruction of the tungsten coil by glucose was
the implementation of a cleaning procedure after
atomization (Table 2). The cleaning procedure
was implemented in two steps. In the first one,
named as cool step, the tungsten coil was cooled
at room temperature and the gases residues previ-
ously formed were purged by the gas flow. After,
a 14.00 V was applied during 1.0 s to remove solid
residues that remained on the tungsten surface. It
was empirically observed that the cleaning proce-

was depressed in the presence of high concentra-
tions of these concomitants. The effects were
more intense for Ca and Mg. These effects could
be related to H2 consumption by alkaline-earth
oxides and consequently a depletion in the

Fig. 5. Effect of organic concomitants on Al atomization.
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Table 4
Addition–recovery of aluminum (mean9SD) in hemodialysis
solutions (n=5)

% RecoveryAl recovered (mg l−1)Al added (mg
l−1)

2091.5 10020
40 38.991.2 97.4

56.390.7 93.760
80 77.790.9 97.1

Table 5
Mean values and SDs (n=4) for Al determination in hemodi-
alysis solutions by tungsten coil and by graphite furnace
procedures

Sample Graphite furnace (mg l−1)Tungsten coil (mg
l−1)

7.290.17.290.51
9.290.28.892.22

12.490.512.593.83
7.891.39.091.14

masses obtained in a graphite tube and in a
tungsten tube were 11.8 and 9.7 pg Al, respec-
tively [36].

An addition–recovery experiment was per-
formed to evaluate the accuracy of the TCA
procedure. According to data showed in Table 4
the recoveries values varied from 93.7 to 100 for
Al concentrations added varying from 20 to 80 mg
l−1.

The results for Al determination in four
hemodyalysis solutions by employing the pro-
posed procedure are presented in Table 5. Data
were compared with those obtained by graphite
furnace electrothermal atomic absorption spec-
trophotometry and at a 95% confidence level no
statistical difference was observed between both
procedures.

In spite of the 3-fold higher characteristic mass
and ten-fold higher standard deviations observed
for TCA when compared to GFAAS, the proce-
dure proposed could be considered a simple alter-
native to allow a fast and permanent screening of
hospital units in development countries where the
use of expensive analytical instrumentation is not
easily available. The relevance of this constant
monitoring was demonstrated by Nosti et al.,
showing that the Al level in sera and dialysis
waters were lower in hospitals with frequent con-
trol [37].
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Abstract

Four calix[4]arene dibenzocrown ether compounds have been prepared and evaluated as Cs+-selective ligands in
solvent polymeric membrane electrodes. The ionophores include 25,27-bis(1-propyloxy)calix[4]arene dibenzocrown-6
1, 25,27-bis(1-alkyloxy)calix[4]arene dibenzocrown-7s 2 and 3, and 25,27-bis(1-propyloxy)calix[4]arene dibenzocrown-
8 4. For an ion-selective electrode (ISE) based on 1, the linear response concentration range is 1×10−1 to 1×10−6

M of Cs+. Potentiometric selectivities of ISEs based on 1-4 for Cs+ over other alkali metal cations, alkaline earth
metal cations, and NH4

+ have been assessed. For 1-ISE, a remarkably high Cs+/Na+ selectivity was observed, the
selectivity coefficient (KCs,Na

Pot ) being ca. 10−5. As the size of crown ether ring is enlarged from crown-6 (1) to crown-7
(2 and 3) to crown-8 (4), the Cs+ selectivity over other alkali metal cations, such as Na+ and K+, is reduced
successively. Effects of membrane composition and pH in the aqueous solution upon the electrode properties are also
discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Calix[4]arene dibenzocrown ethers; Electrode; Cesium-selective ionophore; Poly(vinyl chloride) membrane

1. Introduction

There have been many studies about ion-selec-
tive electrodes (ISEs) for alkali metal cations,
such as Na+ and K+ [1]. However, relatively a
little attention has been paid to the development
of Cs+-selective electrodes. In early studies, Cs+-
ISEs based on ion-exchangers, tetraphenylborate

and its derivatives, were reported [2–4]. A Cs+-
ISE based on the natural ionophore, valinomycin,
was reported [5].

Some synthetic macrocycles have been em-
ployed in Cs+-ISEs. Dibenzo-18-crown-6, which
is essentially selective to K+, was used for a
Cs+-ISE when the K+ activity was relatively low
[6]. Kimura et al. prepared a biscrown ether which
showed selectivity for Cs+ [7]. Use of another
biscrown ether in a Cs+-ISE was also reported
[8]. Cadogan et al. examined a Cs+-ISE based on

* Corresponding author. Fax: +81-99-2858339; e-mail:
ohki@apc.eng.kagoshima-u.ac.jp.
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a calix[6]arene hexaester for which the selectivity
coefficients for Cs+ relative to Na+ (log KCs,Na

Pot )
were −3.6 to −3.9 [9]. Bocchi et al. have re-
ported that a calix[4]arene crown ether com-
pound, for which a polyether bridge connects the
two phenolic oxygen within the molecule, exhibits
a high Cs+/Na+selectivity (log KCs,Na

Pot = −4.46)
in an ISE [10]. Also, Cs+-selective chemically
modified field effect transistors were prepared by
use of calix[4]arene crown-6 derivatives [11].

Asfari et al. have reported that the incorpora-
tion of an o-phenylene group in the polyether ring
within a calix[4]arene crown-6 compound greatly
enhances the lipophilicity and the selectivity for
Cs+ relative to other alkali metal cations in a
liquid membrane transport system [12,13]. We
have prepared calix[4]arene dibenzocrown ethers
in which two o-phenylene groups are involved in
the polyether ring [14,15]. In this study, we have
prepared solvent polymeric membrane ISEs from
the four calix[4]arene dibenzocrown compounds
1-4 (Fig. 1) as Cs+-selective ionophores and ex-
amined the potentiometric selectivities for Cs+

relative to other alkali metal cations, alkaline
earth metal cations, and NH4

+. A newly prepared
calix[4]arene dibenzocrown-6 1 provides a Cs+/
Na+ selectivity which is higher than those so far
reported in Cs+-ISEs. Therefore, we have exam-

ined the Cs+-ISE based on 1 in detail. Also, the
effect of the structure of ionophore, such as the
size of the polyether ring, upon the selectivity is
evaluated.

2. Experimental

2.1. Synthesis of 25,27-Bis(1-propyloxy)
calix[4]arene dibenzocrown-6, 1,3-alternate (1)

25,27-Bis(1-propyloxy)calix[4]arene [16], (1.0 g,
2.0 mmol) was dissolved in 50 ml of acetonitrile
and an excess of Cs2CO3 (1.62 g, 5.0 mmol) and
1,2-bis[2-(2-mesyloxyethyloxy)phenoxy]ethane
(1.03 g, 2.1 mmol) were added to the solution
under N2. The reaction mixture was refluxed for
24 h. Then acetonitrile was removed in vacuo and
the residue was extracted with 100 ml of
methylene chloride and 50 ml of 10% aqueous
HCl solution. The organic layer was separated
and washed twice with water. After the organic
layer was separated and dried over anhydrous
magnesium sulfate, the solvent was removed in
vacuo to give a brownish oil. Filtration column
chromatography with ethyl acetate-hexane (1:6)
as eluent provided pure 1,3-alternate calix[4]arene
dibenzocrown-6 as a white solid in over 90%
yield. Mp 229–232°C. IR (KBr pellet, cm−1);
3068 (Ar-H), 1501, 1451, 1254, 1196. 1H NMR
(400 MHz, CDCl3) d 7.12-6.55 (m, 20H, Ar–H),
4.37 (t, 4H), 3.75 (s, 8H, ArCH2Ar), 3.65–3.32
(m, 12H), 1.25–1.16 (m, 4H, OCH2CH2CH3),
0.65 (t, 6H, CH3). 13C NMR (CDCl3): ppm 157.5,
156.7 152.0, 149.7, 134.8, 134.7, 130.3, 129.9,
124.7, 123.3, 123.0, 122.8, 122.3, 115.9, 72.7, 71.0,
69.0, 68.0, 38.7, 23.3, 10.7. FAB MS m/z (M+)
calculated 806.21, found 806.11. Elemental analy-
sis calculated for C52H54O8: C, 77.41; H, 6.69.
Found: C, 77.30; H, 6.71.

2.2. Synthesis of 25,27-Bis(1-propyloxy)
calix[4]arene dibenzocrown-8, 1,3-alternate (4)

The synthetic method for 4 is the same as that
of 1 except for use of 1,8-bis[2-(2-mesyloxyethy-Fig. 1. Structures of calix[4]arene dibenzocrown compounds.
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loxy)phenoxy]-3,5-dioxaoctane (1.21 g, 2.1 mmol)
as the starting material. Mp 184–186°C. IR (KBr
pellet, cm−1): 3065 (Ar-H), 1590, 1505, 1451,
1251, 1197, 1127, 1042, 926. 1H NMR (CDCl3) d
7.10–6.54 (m, 20H, Ar–H), 4.20 (t, 4H), 4.08 (t,
4H), 3.90 (m, 4H), 3.87 (t, 4H), 3.76 (t, 4H), 3.71
(s, 8H, ArCH2Ar), 3.41 (t, 4H, OCH2CH2CH3),
1.45–1.38 (m, 4H, OCH2CH2CH3), 0.78 (t, 6H,
OCH2CH2CH3). Elemental analysis calculated for
C56H62O10: C, 75.15; H 6.98. Found: C, 75.20; H,
6.99.

2.3. Other chemicals

Calix[4]arene dibenzocrown-7 compounds 2 [15]
and 3 [17] were prepared by the reported methods.
Poly(vinyl chloride) (PVC) with an average poly-
merization degree of 1100, dioctyl sebacate, and
dibenzyl ether were purchased from Wako Pure
Chemical Industries (Osaka, Japan). o-Nitro-
phenyl octyl ether (NPOE), o-nitrophenyl phenyl
ether (NPPE), and potassium tetrakis(p-
chlorophenyl)borate (KTpClPB) were obtained
from Dojindo Laboratories (Kumamoto, Japan).
Metal chlorides including CsCl and tetrahydro-
furan (THF) were reagent-grade chemicals.
Deionized water was prepared by passing distilled
water through an Organo G-10 cartridge.

2.4. Preparation of PVC membranes

A typical PVC membrane was prepared as fol-
lows. PVC (50 mg), NPOE (100 mg), the
ionophore (6.0 mg), and KTpClPB (2.0 mg) were
dissolved in 1.5 ml of THF. An aliquot of the
THF solution was poured onto a porous polyte-
trafluoroethylene (PTFE) membrane attached to a
PVC tube and the solvent was allowed to evapo-
rate for 15–20 min. Addition of the THF solution
and evaporation were repeated eight or nine
times. The resulting PVC tube with the coated
PTFE membrane was fixed on a Denki Kagaku
Keiki (DKK, Tokyo, Japan) number 7900 elec-
trode body. An internal filling solution of 0.1 M
CsCl was added to the electrode. The electrode
was conditioned by soaking it in a 0.1 M CsCl
solution for 12 h before use.

2.5. Measurements

Potentiometric measurements with a membrane
electrode were carried out at 24–25°C with a
voltage meter (DKK PHL-40 pH meter), a double
junction Ag–AgCl reference electrode (DKK
number 4083), and a magnetic stirrer to agitate
the sample solution. The electrode cell was Ag–
AgCl/0.1 M CsCl/PVC membrane/sample solu-
tion/0.1 M NH4NO3/3 M KCl/Ag–AgCl. Single
ion activities were obtained as described in a
previous paper [18]. The selectivity coefficients
(KCs,M

Pot ) for Cs+ over other metal cations were
determined by the fixed interference method [19].
The constant background concentrations of inter-
fering ions were 5 mM for Rb+, 10 mM for K+

and NH4
+, and 0.5 M for other cations.

3. Results and discussion

3.1. Response of ISEs based on calix[4]arene
dibenzocrown compounds

Compounds 1–4 were incorporated as
ionophores into solvent polymeric membranes in
which PVC was the polymer and NPOE was the
membrane solvent. For ISEs prepared from these
membranes, the response to the change of Cs+

activity was measured (Fig. 2). A Nernstian re-
sponse or near Nernstian response (average
slope=58.5 mV decade−1) was obtained for all
of those ISEs in the range of 1×10−1 to 1×
10−6 M for 1, 1×10−1 to 3×10−6 for 3, and
1×10−1 to 1×10−5 for 2 and 4. It is found that
calix[4]arene dibenzocrown-6 1 is superior to the
other calix[4]arene dibenzocrown compounds
which have larger polyether rings in terms of the
linear response range.

3.2. Potentiometric selecti6ities of calix[4]arene
dibenzocrown compounds

For the solvent polymeric membranes based on
1–4, potentiometric selectivities for Cs+ relative
to other alkali metal cations, alkaline earth metal
cations, and NH4

+ were determined by the fixed
interference method [19]. The selectivity coeffi-
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Fig. 2. Potentiometric responses of ISEs based on 1–4 to the
change of Cs+ activity. Aqueous solution of CsCl contained
0.01 M LiCl as a supporting electrolyte. In the membrane of
ISE, the ionophore content was 6 wt% to the membrane
solvent NPOE; while KTpClPB (53 mol% to the ionophore)
was added.

Compound 3, with R=octyl in place of the
propyl group in 2, gives a Cs+ selectivity similar
to that for 2. It is anticipated that the attachment
of a long alkyl group on the phenolic oxygen in
calix[4]arene crown compounds would not affect
the selectivity.

3.3. Effect of membrane composition and pH

Since it was observed that 1 is an excellent
ionophore in Cs+-ISEs, solvent membrane elec-
trodes based on 1 were evaluated more fully.
Table 1 shows the effect of membrane solvent
upon the Cs+ selectivity in a 1-ISE. Usually, the
selectivity is better when a polar membrane sol-
vent, such as NPOE (dielectric constant o=24), is
used than that for less polar solvents, such as
dioctyl sebacate (o=4) and dibenzyl ether (o=4),
for polymeric membrane ISEs using neutral carri-
ers [10,20]. However, sometimes solvents of low
polarity work better than polar solvents [21].
When 1 is used in the Cs+-ISE, polar membrane
solvents, such as NPOE and NPPE, are somewhat
preferable to low polar solvents.

In Fig. 4 is shown effect of the content of 1 in
the membrane upon the Cs+ selectivity. As the
ionophore content increases, the Cs+ selectivities
over Na+ and K+ are enhanced, and the both
selectivities become almost constant above 6 wt%
of ionophore content. The effect of the KTpClPB
content in the membrane was also examined (Fig.
5). As the content of KTpClPB increases, the Cs+

selectivities over Na+ and K+ decrease. The
Cs+/K+ selectivity becomes almost constant be-
low 50 mol% of KTpClPB; whereas the Cs+/
Na+ selectivity increases somewhat below 50
mol% of KTpClPB, reaching a log KCs,Na

Pot value of
−5.06 at 8.0 mol% of KTpClPB. When the
lipophilic salt was not incorporated in the mem-
brane, the electrode did not gave a stable re-
sponse. The presence of KTpClPB in the
membrane is needed in order to maintain the
conductivity of membrane. However, it is antici-
pated that when KTpClPB is present in excess,
free KTpClPB which is not accompanying the
ionophore acts as an ion-exchanger and reduces
the Cs+ selectivity.

cients expressed as log KCs,M
Pot are presented in Fig.

3. The ISEs based on those ionophores exhibit a
selectivity for Cs+ over all of other cations tested.

Compound 1, which is a calix[4]arene diben-
zocrown-6, exhibits a quite high Cs+ selectivity
relative to Na+ (log KCs,Na

Pot = −4.88). This selec-
tivity is superior to those for a calix[6]arene hex-
aester [9] and for a calix[4]arene crown-6
compound without phenylene groups in the
polyether ring [10]. Thus it is found that the
incorporation of phenylene groups into the
polyether ring of a calix[4]arene crown ether com-
pound enhances the Cs+/Na+ selectivity.

Compared with 2, which has a dibenzocrown-7
ring, the log KCs,M

Pot values noted for 1 when M=
Na+ and K+ are more negative by 0.39 and 0.46,
respectively. Further enlargement in the size of
dibenzocrown ether ring to dibenzocrown-8 pro-
duces a further decrease in the selectivities for
Cs+ relative to Na+ and K+. However, for
Cs+/Li+ selectivity, ionophore 2 which possesses
a dibenzocrown-7 ring is somewhat superior to 1.
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Fig. 3. Selectivity coefficients expressed as log KCs,M
Pot of ISEs based on 1-4 for Cs+ over other cations. The membrane conditions

were the same as those in Fig. 2.

Measurement of the pH dependence of the
electrode response was performed for 1-ISE. The
pH of the sample solutions was adjusted by use of
1.0 M NaOH and 1.0 M HCl. The emf remained
constant in the pH range of 3–10 in the CsCl
concentration range 10−3 to 10−5 M (Fig. 6).

4. Conclusion

An ISE based on newly prepared calix[4]arene
dibenzocrown-6 1 exhibits a high Cs+ selectivity
over other alkali metal cations and alkaline earth
metal cations. Especially it showed an excellent
log KCs,Na

Pot value of −4.9 to −5.1 which is supe-

rior to those so far reported. Radioactive cesium
with a long half-life is present in nuclear fuel
reprocessing wastes which are usually high salinity
media mainly with NaNO3 [13]. Thus,
calix[4]arene dibenzocrown-6 compounds, which
have high Cs+/Na+ selectivities, may offer a new
possibility for practical sensing and separation of
Cs+ in such radioactive wastes.

Fig. 4. Effect of the content of ionophore in the membrane
upon the Cs+ selectivity for 1-ISE. The membrane conditions
were the same as those in Fig. 2 except that various ionophore
contents were used.

Table 1
Effect of membrane solvent in 1-ISEa

log KCs,Na
PotMembrane solvent log KCs,K

pot

−4.88 −2.16NPOE
−4.68 −1.95NPPE

−1.82−4.25Dioctyl sebacate
Dibenzyl ether −4.21 −1.75

a The membrane conditions were the same as those in Fig. 2
except that the membrane solvent was varied.
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Fig. 5. Effect of the content of KTpClPB in the membrane
upon the Cs+ selectivity for 1-ISE. The membrane conditions
were the same as those in Fig. 2 except that various KTpClPB
contents were used.

Fig. 6. Dependence of electrode response for 1-ISE upon the
pH of sample solutions at three different CsCl concentrations.
The membrane conditions were the same as those in Fig. 2.
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Abstract

High pressure liquid chromatography (HPLC) using an electrochemical (EC) detector electrode of pyrolytic
graphite coated with a film of ionomer Nafion and the water-insoluble surfactant didodecyldimethylammonium
bromide (DDAB) was used to achieve separation and detection of all six bromo- and chloro-acetic acids. The
Nafion-DDAB film preconcentrates the acid anions facilitating their electrochemical detection by direct reduction at
−1.2 V versus SCE. Detection limits were poorer than the EPA-approved GC-ECD method, but HPLC-EC avoids
the derivatization necessary for GC. The HPLC-EC method also detected tribromoacetic acid, which has not been
determined simultaneously with other halogenated acids by reported chromatographic methods. The HPLC-EC
method using a Nafion-DDAB-coated detector electrode gave comparable results to GC-ECD for the determination
of TCA in drinking water. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: High pressure liquid chromatography; Electrochemical detection; Derivatization; Drinking water

Haloacetic acids (HAAs) are found in industrial
wastes and as byproducts of water chlorination
[1–5] They are highly soluble in water and toxic
to humans [3], plants and algae [6]. Monochloro-
(MCA), dichloro- (DCA) and trichloroacetic
(TCA) acids are produced during water chlorina-
tion. The presence of bromide ions may lead to
monobromo- (MBA), dibromo- (DBA), and tri-
bromoacetic (TBA), bromochloroacetic, bro-

modichloroacetic, and dibromochloroacetic acids
[7,8].

Analysis of HAAs can be done by gas chro-
matography with electron capture detection (GC-
ECD), which is the standard method of the U. S.
Environmental Protection Agency (EPA) [9]. This
method involves several extractions with organic
solvent and chemical derivitization, and detection
limits are in the low ppb range. Extraction previ-
ous to GC analysis is not efficient for TBA [8],
which is a strong acid and remains in the acidic
aqueous phase. Analysis of this acid must be done
with another technique.

* Tel. +1-860-4864909; fax: +1-860-4862981; e-mail:
jrusling@nucleus.chem.uconn.edu.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (98 )00295 -1



H. Carrero, J.F. Rusling / Talanta 48 (1999) 711–718712

New strategies to avoid extraction and deriva-
tization in HAA analyses are desirable to increase
simplicity and economize analysis time. Alterna-
tive methods based on high performance liquid
chromatography (HPLC) have been proposed
[4,10,11]. These procedures do not require extrac-
tion or derivatization, and a conventional re-
versed-phase C18 column can be used. However,
UV detection at the wavelengths required (210 nm
or lower) is subject to interferences in natural
samples.

Reverse-phase ion pair chromatography has
been applied to separation of HAAs [10]. The
method employed Spherisorb C18 columns and
indirect UV detection, with a mobile phase con-
taining an ultraviolet-absorbing ion. The separa-
tion is effective for six acids but TBA was not
studied and TCA has a long retention time.

Analysis of HAAs by ion chromatography with
conductivity detection [4] had detection limits of 5
to 130 mg/l, still far above that of the GC-ECD
technique. Good separation was obtained for all
the acids studied except MCA and MBA which
elute together. TBA was not determined in the
analysis.

Electrodes coated with functional films de-
signed to improve amperometric detection [12] of
HAAs could make routine analysis of these com-
pounds by HPLC feasible. We recently used films
of the sulfonate ionomer Nafion and water-insolu-
ble double-chain cationic surfactants for incorpo-
ration of various proteins. Such films enabled
direct, reversible electrochemical studies of redox
proteins [13] and impedance detection of anti-
body–antigen binding [14]. Electrochemical prop-
erties of these films are related to the
self-organization of the surfactant molecules as
bilayers in hydrophilic pockets and on the surface
of the porous Nafion films.

Films of surfactant didodecyldimethyl ammo-
nium bromide without Nafion act as ion exchang-
ers [15], incorporating anions and blocking
cations from entry. For example, DDAB films on
electrodes preconcentrated metallophthalocyanine
tetrasulfonates (MPcTS4−) from solution by ion
exchange to make stable films with electrocata-
lytic properties [16]. Also, trichloroacetic acid was
preconcentrated 4-fold into DDAB films from 0.1
M KBr solutions [17].

The use of films in amperometric HPLC detec-
tors requires mechanically stability, good mass
and charge transport, permselectivity for the ana-
lyte and a linear, stable response. Simple DDAB
films had all of these properties except good me-
chanical stability under hydrodynamic conditions
[18]. However, film stability could be improved by
making composites of DDAB with Nafion [13]. In
this paper, we explore the use of Nafion-DDAB
films on carbon electrodes for the electrochemical
detection of HAAs following separation by
HPLC.

1. Experimental

1.1. Chemicals

Monobromoacetic acid (99%) and
trichloroacetic acid were from Janssen,
Monochloroacetic acid (99+%) and
dichloroacetic acid were from Sigma, tribro-
moacetic acid (99%), dibromoacetic acid and 2,2-
dichloropropionic acid (2,2-DCPA) were from
Aldrich. Gas chromatography grade 1-propanol
was from Burdick and Jackson, and distilled
‘Baker analyzed’ pentane was from Baker. Sulfu-
ric acid (99.999%), sodium hydroxide (99.99%),
sodium bromide (99+%) were from Aldrich and
‘Baker analyzed’ glacial acetic acid was from
Baker. Nafion was a 5% solution in ethanol from
Aldrich. Didodecyldimethylammonium bromide
(DDAB, 99+%) was from Eastman Kodak. Wa-
ter was purified with a Sybron-Barnstead Nanop-
ure system to a specific resistance ]16 MV cm.
All other chemicals were reagent grade.

1.2. Apparatus and procedures

A BAS-100B/W electrochemical analyzer (Bio-
analytical Systems) was used for voltammetric
studies. A gas-tight, three-electrode water-jack-
eted cell was used. The working electrode was a
4.5 mm diameter pyrolytic graphite (PG) disk
(HPG-99, Union Carbide) coated with a Nafion-
DDAB film. A platinum wire counter electrode
and a saturated calomel reference electrode (SCE)
were used. The temperature was controlled at
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25°C and the solutions were kept oxygen-free by
bubbling nitrogen prior to voltammetry in solu-
tions containing the analyte, 50 mM NaBr and
acetate buffer (0.1 M acetic acid adjusted to pH
5.5 with NaOH). NaBr helps stabilize DDAB in
its lamellar phase [15].

The HPLC system consisted of a Spectra
Physics SP8810 isocratic pump combined with a
BAS liquid chromatography CC-4 electrochemical
detector cell. The applied potential and the re-
sponse recorder was supplied by a BAS electro-
chemical analyzer similar to that used in
voltammetric studies. The acids were separated on
reversed-phase Econosphere (Alltech Corp.) 3mm
C18 silica column, 80 mm long×4.6mm i.d.. De-
tection was performed in the BAS CC-4 thin-layer
flow cell which contained the coated PG working
electrode, a stainless steel auxiliary electrode
block and a Ag–AgCl reference electrode. The
three electrodes were isolated from each other by
a 127 mm-thick TG-5M cell gasket. The mobile
phase was acetate buffer (pH 5.5) containing 50
mM NaBr.Elimination of oxygen from the mobile
phase improved S/N. To assure oxygen removal
from the HPLC mobile phase, a 1 l, three neck,
round-bottomed flask was used as mobile phase
reservoir. The flask hosted a mobile phase carrier
tube, a helium input line, and a condenser, sealed
from outside air. The degassing process was per-
formed by bubbling, stirring and heating the mo-
bile phase at 40°C. Then the solution was pumped
through the system and allowed to equilibrate at
room temperature. All tubing lines were stainless
steel and PEEK to avoid entry of oxygen. Quan-
tification was based on calibration curves made
with standards treated under identical conditions
as the samples.The gas chromatography system
was a Hewlett-Packard 5890A with electron cap-
ture detection (ECD). The system contained two
columns, DB-1701 and DB-5, 30 m×0.32 mm
(i.d.), that provided parallel information about
the sample. The HAAs were separated following a
temperature program, started by holding the tem-
perature at 60°C for 0.5 min, and then increasing
at a rate of 4°C/min up to a final value of 125°C
with a equilibration time of 1.00 min. The quan-
tification was based on the analyte relative re-
sponse (RRa) to 2,2-dichloropropionic acid which

was used as internal standard, using calibration
curves of RRa versus concentration.

1.3. Film preparation

Electrodes were prepared by sealing pyrolytic
graphite (PG) disks of 4.5 mm diameter into
Plexiglas blocks for HPLC detection, or into
polypropylene tubes for voltammetry. Prior to
coating, the PG electrodes were polished with
400-grit SiC paper and then successively polished
with 0.3 and 0.05 mm alumina on billiard cloth
using a metallographic polishing wheel [19]. Fi-
nally the electrodes were polished without alu-
mina on a clean, wet billiard cloth. The coating
procedure first deposited 10 ml of Nafion 0.1% v/v
in ethanol onto polished electrodes. Once the
ethanol was evaporated, 10 ml of a 10 mM
aqueous DDAB vesicle dispersion were spread
onto the Nafion coated PG [13]. Aqueous DDAB
dispersions were sonicated for 24 h to obtain the
vesicles. The films were dried and stored in a
closed container.

1.4. Sample preparation

Drinking water samples were prepared by using
two analyte preconcentration methods, direct
evaporation and solid phase extraction (SPE).
Procedures were adapted from Reimann and
coworkers [5] for samples to be analyzed by
HPLC-EC:
1. Evaporation method: 20 ml of water sample

were placed into a small petri dish, 2.0 ml
aqueous sodium bicarbonate (500 mg/l) was
added, and the solution evaporated at 60°C to
a volume of 2 ml.

2. SPE method: Sep-Pak, Accell QMA (Mil-
lipore) cartridges were equilibrated by inject-
ing 5 ml of NaCl solution (10%), followed by
a 20 ml of water sample injected by a syringe
pump at 1 ml/min. Following this, 3 ml dis-
tilled water were injected to wash out remain-
ing impurities. The acids were recovered from
the cartridge by eluting with 2 ml of 12.5 ml/ml
sulfuric acid.

Similar procedures with the following modifica-
tions were used in sample preparation for GC:
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1. Evaporation method. 10 ml of aqueous 1 mg/l
DCPA was added to the sample as the internal
standard. The sample was evaporated to dry-
ness, and the residue redissolved in 1.0 ml of
1-propanol containing 25 ml concentrated sul-
furic acid. The solution was transferred to a 10
ml glass vial, sealed and heated to 70°C for 2
h to esterify the HAAs. After cooling, 1.0 ml
of pentane and 10 ml of aqueous solution of
NaCl (10%) were added. The pentane phase,
which extracted the esters, was analyzed by
GC-ECD.

2. SPE method. Sep-Pak cartridges were condi-
tioned with 5 ml of aqueous NaCl (10%). 20
ml of water sample spiked with 10 ml of the
internal standard 2,2-dichloropropionic acid
(DCPA, stock 1 mg/l solution) were passed
through the cartridge at 1 ml/min. With the
acids trapped in the anion exchanger, 3 ml of
1-propanol were added to wash out remaining
impurities. To elute the acids, 2 ml of acidified
1-propanol solution containing 12.5 mg/ml
concentrated sulfuric acid was pumped
through the cartridge. The eluted solution col-
lected in a 10 ml glass-vial was acidified with
190 ml concentrated sulfuric acid, sealed and
heated at 70°C during 2 h to esterify the
HAAs. The resulting solution was diluted with
18 ml of NaCl (20%) and the esters extracted
with 1 ml of pentane. The pentane phase was
washed with additional 9 ml of sodium chlo-
ride and analyzed by GC.

2. Results

2.1. Voltammetry

Cyclic voltammetry at PG electrodes in pH 5.5
buffer with no analyte present showed that the
negative electrode potential window is extended to
about −1.35 V versus SCE for electrodes coated
with Nafion-DDAB films [20]. This is about 100
mV more negative than for bare PG.

Voltammetry of TCA shows (Fig. 1) a well-
defined irreversible reduction peak at −1.1 V
versus SCE on Nafion-DDAB-coated PG elec-
trodes. On bare PG, there is no clearly identifiable

peak for TCA, although a broad, small, ill-defined
current rise is observed near −1.2 V. Although a
larger, more negative peak is also observed on the
bare electrode, it is similar to that found in the
background. The second peak found for TCA is
similar to that observed in the background buffer
without TCA. Thus, Nafion-DDAB electrodes
gave a clear, analytically useful peak for TCA,
while bare PG did not.

The other chlorinated acetic acids also showed
favorable positive shifts in reduction peak poten-
tials on Nafion-DDAB-coated electrodes. Shifts in
reduction potentials of the three bromoacetic
acids on the Nafion-DDAB electrodes were less
significant. Nevertheless, all reduction potentials
were within the working window of the Nafion-
DDAB electrodes (Table 1), and the peak currents
were generally larger compared to bare PG elec-
trodes [20].

Voltammetric results indicated that the best
potential to afford simultaneous detection of all
the acids was about −1.2 V. A potential more
negative than that decreased the signal-to-noise
ratio.

2.2. HPLC-EC of standards

Under continuous flow of mobile phase
through the detector containing the Nafion-
DDAB electrode, peaks for multiple injections of
TCA decreased for the first 30 min, then stabilized

Fig. 1. Cyclic voltammograms of 1 mM TCA in pH 5.5
buffer+50 mM NaBr at 0.1 V/s.
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Table 1
Estimated detection limits for determination of haloacetic acids by chromatographic methodsa

Acid HPLC-ECc (−Ep, V/SCE)d Detection limit, mg/l

Ion exchange [4] GC-EDC [9]Ion-pair [10] Ion exclusion [4]

870 0.12000MCA 10000 (1.0)
8 16DCA 4000 (1.4) 0.0910000
5 80TCA 120 (1.1) N.D.b 0.06

2185 0.088000MBA 480 (1.2)
90 30DBA 160 (1.2) 15000 0.05

N.D.bN.D.bN.D.bN.D.bTBA 350 (1.1)

a Method headings given with references in superscripts.
b N.D., not detected.
c This work.
d Peak potential on Nafion-DDAB-PG from CV at 100 mV/s.

and gave reproducible responses for more than 7
h. Fig. 2 shows a typical response pattern for
TCA over 3.5 h.

Fig. 3 compares two chromatograms of the
same sample containing four HAAs detected on a
Nafion-DDAB-coated PG detector electrode and
on bare PG. Clearly, detection on the coated
electrode shows a more stable baseline and im-
proved signal-to-noise compared to bare PG.

The C18 3m column separated the six acids in
less than 7 min. Fig. 4 a shows a chromatogram
using the Nafion-DDAB coated detector for a

solution containing the six standard acids for an
injection volume of 10 ml. Fig. 4 b shows the
separation of a more dilute sample at higher
sensitivity and injection volume 100 ml. Skelly [11]
found that that the retention time of the anions
on a reversed phase column depends on the ionic
strength of the mobile phase. Surface active sites
on the stationary phase may play an important
role in this type of separation.

Table 1 compares detection limits for the six
HAAs studied by the HPLC-EC method with
several alternatives. Detection limits were esti-
mated as three times the average noise based on

Fig. 2. Typical variation in peak current response of the
Nafion-DDAB detector upon multiple injections of 5 mM
TCA as a function of time in a continuous flow system (no
column). Mobile phase: acetate buffer, pH 5.5+50 mM NaBr.
Detector: PG electrode coated with Nafion-DDAB film at
Eapp= −1.2 V versus SCE; flow rate 0.8 ml/min.

Fig. 3. HPLC with EC detection on bare and Nafion-DDAB-
coated detector PG electrodes for mixture of MBA, DCA,
MCA, and TCA with millimolar concentrations in parenthe-
ses, injection: 10 ml. Flow rate 0.8 ml/min; Eapp= −1.2 V
versus SCE.
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Fig. 4. HPLC showing the separation of six haloacetic acids
on Econosphere C18 3m column. Detector: PG electrode coated
with Nafion-DDAB film. Flow rate 0.8 ml/min. Eapp= −1.2
V. (a) Injection 10 mL; sample composition: (1) MBA, 0.5 mM.
(2) DCA, 10 mM. (3) DBA, 0.5 mM. (4) MCA, 20 mM. (5)
TCA, 0.5 mM (6) TBA, 0.1 mM. (b) Injection 100 ml; sample
composition: (1) MBA, 0.10 mM. (2) DCA, 4.0 mM. (3) DBA,
0.01 mM. (4) MCA, 4.0 mM. (5) TCA, 0.01 mM (6) TBA, 0.01
mM. Retention times are slightly different for the HAAs in the
two chromatograms because two Econosphere C18 3m columns
with different prior histories were used.

Fig. 5. HPLC showing detection of TCA in drinking water;
preconcentration by direct evaporation. Column: Econosphere
C18 3mm 80×4.6 mm. Mobile phase: pH 5.5+50 mM of
NaBr. Detector: PG electrode coated with Nafion-DDAB film.
Injection 100 ml; flow rate 0.8 ml/min; Eapp= −1.2 V.

the only one which can determine all six acids
simultaneously.

2.3. Comparati6e analysis of water samples

Drinking water samples from Windham Water
Works, Windham, CT were analyzed with the
HPLC-EC method using Nafion-DDAB coated
detector electrodes, and by the EPA’s GC-ECD
method. Two sample pretreatments, direct evapo-
ration and SPE, were also compared (see
experimental).

A typical HPLC chromatogram after sample
preparation by direct evaporation (Fig. 5) shows
that the HPLC-EC method detected TCA. Other
unknown peaks were observed, including a large

Table 2
Determination of haloacetic acids in drinking watera

AcidMethod Found, mg/l

SPE Evaporation

155917TCA 168913HPLC-EC
145914 125920GC-EDC TCA
163921 132915GC-EDC DCA
5.992.2MCA 6.093.0GC-EDC

a Source was Windham Water Works, Windham, CT. Three
replicate samples were analyzed for each determination.

100 ml injection volume. Detection limits were
generally lower than reported values for reversed-
phase ion-pair HPLC with indirect UV detection
[10], but higher than for ion exchange with con-
ductivity detection [4] or ion exclusion with UV
detection [4] and much higher than for GC-ECD
[9] (Table 1). However, the HPLC-EC method is
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peak at a retention time of about 2.4 min present
in all samples. Water samples spiked with HAAs
gave similar retention times as standards, but no
co-elution of the unknowns with added HAA
standards was observed. Bromoacetic acids were
not detected. The HPLC-EC analyses (Table 2)
found average concentrations of 168913 mg/l of
TCA in samples treated by the evaporation
method and 155917 in samples treated by the
SPE method.

The standard EPA GC-EDC method detected
all three chloroacetic acids in the water samples.
Values obtained for TCA by this method were
within two standard deviations of that found by
HPLC-EC using the Nafion-DDAB film detector.
No other halogenated acetic acids were found by
GC-EDC.

3. Discussion.

The direct reduction of haloacetic acids at the
EC detector involves a stepwise removal of halide
ions in a series of reductive dehalogenations
[21,22]. With a mobile phase pH of 5.5, all the
acids studied are ionized, and the haloacetic acid
anions are presumably attracted by the cationic
surfactants present in excess in the Nafion-surfac-
tant coating to provide preconcentration, as previ-
ously documented for TCA in DDAB films [17],
and facilitate the reduction. The surfactant excess
arises because while one layer of cationic DDAB
head groups bind to sulfonic acid sites in hy-
drophilic regions of the porous Nafion film, each
DDAB layer is hydrophobically associated with
an adjacent layer in a characteristic bilayer ar-
rangement [13]. DDAB may also bind to hydro-
phobic Nafion regions. Voltammetric studies
demonstrated that the Nafion-DDAB films shifted
the reduction potential of the chloroacetic acids to
more positive values (Fig. 1), decreasing interfer-
ences with background current.

The Econosphere 3 mm C18 column efficiently
separated the six chloro- and bromo-acetic acids
(Fig. 4). This column seems to be more effective
than other reversed-phase and ion-exchange
columns in separating HAAs. The separation of
haloacetic acids using a Varian micropak SP-C18-

5, 150 mm, column with a mobile phase of 80%
0.01 N of n-octylamine, pH 6.2 and 20% acetoni-
trile partially separated the HAAs [8]. MCA and
MBA were apparently not separated. An ion pair
method [10] using Spherisorb C18 columns and a
mobile phase containing benzyltrimethylammo-
nium and hexanesulfonate ions, potassium hydro-
gen phosphate and acetonitrile separated four of
the acids. Aqueous octylamine at pH 6.0 was used
to separate MCA, DCA, and TCA on a Partisil-
10 ODS column [11], but TCA took 19 min to
elute. Determination of HAAs by ion chromatog-
raphy [4] required the complementary use of ion
exchange and ion exclusion methods because of
analyte co-elution.

Detection in drinking water samples by HPLC-
EC was confined to TCA (Table 2, Fig. 5), but
values found were comparable to those found by
GC-ECD. GC-ECD is more sensitive than
HPLC-EC for the analysis of HAAs in water, and
also detected other chlorinated acids. However,
the HPLC-EC method using the Nafion-DDAB-
coated detector electrode is faster and avoids the
chemical derivatization step in sample prepara-
tion. Another advantage of the HPLC-EC
method is that it separates and determines all six
bromo- and chloro-acetic acids simultaneously,
provided their concentrations are sufficiently
large. The existing EPA GC-EDC method is not
applicable to TBA [9].
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Iñaki Berregi a,*, J. Senén Durand b, J. Alfonso Casado a

a Unity of Analytical Chemistry, Faculty of Chemistry, Uni6ersity of the Basque Country, 20009 Donostia/San Sebastián, Spain
b Department of Analytical Chemistry, Faculty of Sciences, U.N.E.D., 28040 Madrid, Spain

Received 10 April 1998; received in revised form 8 September 1998; accepted 16 September 1998

Abstract

The reactivity of the fluorescent reagent calcein with the trivalent cations of the rare earths has been spectrofluori-
metrically studied in aqueous solution. Optimum excitation and emission wavelengths were 492–497 and 519–522
nm, respectively. Optimum pH was in the range 6.0–9.2. The stoichiometry of the complexes was 1:1. A direct, rapid
and sensitive method for the determination of rare earth mixtures has been proposed with a detection limit of
4.49×10−8 M and a coefficient of variation of 0.82%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Calcein; Fluorexon; Rare earths; Spectrofluorimetry

1. Introduction

Calcein and its use were first described by Diehl
and Ellingboe in 1956 [1]. It is prepared by a
reaction between fluorescein, formaldehyde and
iminodiacetic acid and its structure is shown in
Fig. 1.

The molecule possesses both fluorescence and
acid–base properties of fluorescein and chelating
properties of ethylendiaminetetraacetic acid. The
fluorescence of calcein rises from zero at a pH
below 3 to a maximum at pH 6.5–8.5 and falls off
again at a higher pH, being zero at pH 12 and
above.

Calcein shows two different reactions toward
metal ions. In solutions of pH 6.5–8.5, in which
calcein shows a maximum in fluorescence, this is
quenched by the addition of copper, cobalt, ferric
ion, nickel and many other metal ions. In solu-
tions of high pH, in which calcein exhibits no
fluorescence, this is produced by the addition of
calcium, strontium, barium, and of magnesium if
the pH is not so high as to precipitate this cation
as the hydroxide [2].

The original application of calcein was as
metallochromic indicator in the EDTA titration
of calcium in the presence of magnesium at pH 12
[1,3,4]. It has been used in the direct fluorimetric
determination of calcium [5–7]. Other metals dif-
ferent from calcium have been also determined
using calcein, either by fluorimetric or spec-

* Corresponding author. Tel.: 34-943-448000; Fax: 34-943-
212236; e-mail: qapbeabi@sq.ehu.es.
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trophotometric methods [8–13], as well as other
non-metallic species like cyanide [14] and sulphate
[15]. The fluorescence and chelating properties of
calcein have been also reported in many articles in
the medical and biological fields, too numerous to
be mentioned here.

The present work studies the reactivity of cal-
cein with the rare earths, including yttrium, and
the possibility of using this reactivity for screening
of these metals. There are almost no references
about this subject, as only one article has been
found, which proposes a polarographic determi-
nation of total rare earths based on their complex
with calcein [16].

2. Experimental

2.1. Apparatus

Fluorescence intensities were measured on a
Shimadzu RF-540 spectrofluorimeter, using 1×1
cm quartz cells. The pH measurements were made
using a Radiometer PHM 82 pH meter, provided
with a combined electrode.

2.2. Reagents

All of the reagents used were obtained from
Merck and were of analytical grade. Solutions
were stored in polyethylene bottle.

Calcein. 1.29×10−3 M stock solution was pre-
pared by dissolving 0.0803 g of dried calcein (at
80°C for 2 h) in 0.1 M KOH with the help of an
ultrasounds bath, transferring the solution to a
100 ml flask and diluting to the mark with KOH
0.1 M. 1.29×10−4 M working solution was pre-
pared by diluting the stock solution with doubly

distilled water. Both solutions were stored in a
refrigerator and protected from light.

Rare earths. 1.29×10−2 M stock solution was
prepared by weighing the appropriate amount of
dried oxide (at 110°C for 2 h), treating it with 2
ml of concentrated HCl and �10 ml of water at
80°C with stirring, transferring the solution to a
50 ml flask and diluting to the mark with doubly
distilled water. 1.29×10−4 M working solution
was prepared by diluting the stock solution with
doubly distilled water, previously adding four
drops of concentrated HCl to avoid hydrolysis.

The oxides used included: La2O3, Pr6O11,
Nd2O3, Sm2O3, Eu2O3, Gd2O3, Tb4O7, Dy2O3,
Ho2O3, Er2O3, Tm2O3, Yb2O3, Lu2O3 and Y2O3.
For Ce(III), CeCl3 · 7H2O was used dried at 80°C.
The dissolution method given is general, however,
it has some exceptions. CeCl3 · 7H2O is dissolved
in pure water, without heating, and four drops of
concentrate HCl are added to avoid hydrolysis.
Tb4O7, Er2O3, Tm2O3 and Yb2O3 need 5 or 6 ml
of HCl (2 ml for the last one) and 2 h or more to
be dissolved. Lu2O3 needs 25 ml of concentrated
HCl and 3 h for its dissolution, being the most
difficult to dissolve.

Working solution for a global calibration curve.
This is a solution which contains equimolar quan-
tities of all of the rare earths except lanthanum,
the sum concentration (total rare earth) being
1.29×10−4 M. This is obtained by diluting 179
ml of the stock solution of each rare earth in 250
ml, previously adding 10 drops of concentrated
HCl to avoid hydrolysis.

Synthetic samples. These are obtained by the
same method of the previous case, but taking
different volumes from each stock solution (no
equimolar quantities):

Sample A: Ce 663, Pr 83.9, Nd 351, Sm 147, Eu
15.3, Gd 84.6, Tb 13.3, Dy 292, Ho 15.4, Er 30.3,
Tm 26.3, Yb 31.7, Lu 8.45, Y 736 ml.

Sample B: Ce 1183, Pr 118, Nd 345, Sm 53.9,
Eu 8.32, Gd 49.7, Tb 8.42, Dy54.0, Ho 13.3, Er
30.2, Tm 5.11, Yb 26.6, Lu 3.36, Y 601 ml.

Sample C: Ce 887, Nd 318, Sm 66.9, Eu 1.47,
Gd 56.7, Tb 12.0, Dy 66.6, Tm7.54, Yb 52.3, Lu
7.28, Y 1025 ml.Fig. 1. Structure of calcein
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Fig. 2. Excitation and emission spectra of the complex calcein–Gd(III) [calcein]= [Gd3+]=5.16×10−6 M, m=0.1, pH. (1) 1.03;
(2) 3.05; (3) 6.13; (4) 9.12; (5) 12.08.

Table 1
Excitation/emission wavelength and pH selected

Metal lexc (nm) lem (nm)Metal lexc (nm) lem (nm) pHpH

495 522La 492 519 8.6 7.1–9.0Dy
521494 6.1–9.1Ce Ho495 520 7.0–8.9
522 6.3–9.2Pr 495 521 6.4–9.1 Er 495

496 522Nd 495 522 6.2–9.1 Tm 6.1–9.2
521497 6.9–9.1Sm Yb495 522 6.0–9.1

7.2–9.2521Eu 495 522 6.3–9.1 Lu 497
7.3–9.2521497Gd Y494 522 7.0–9.0

– – –Tb 494 –521 6.1–9.1

Auxiliary solutions. The following solu-
tions were prepared by dissolving or diluting
the appropriate amounts of the product with

doubly distilled water: 5 M NH4Cl/NH3 buffer
of pH 8.6, 2.5 M KCl, 0.1 M HCl and 0.1 M
KOH.
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2.3. Procedures

Excitation and emission spectra. Solutions con-
taining 5.16×10−6 M of both calcein and triva-
lent rare earth and 0.1 M of KCl (to maintain a
constant ionic strength) were prepared. The pH
was ranged from 1 to 13 by adding HCl, KOH or
NH4Cl/NH3. Excitation spectra of the solutions
were recorded in a range 200–800 nm at an
emission wavelength of 516 nm. For emission
spectra, the range was from 400 to 800 nm and
the excitation wavelength equalled 494 nm.

Difference emission spectra. Solutions contain-
ing 5.16×10−6 M of both calcein and trivalent
rare earth and 0.1 M of KCl were prepared,
together with the corresponding blanks (equiva-
lent solutions without metal). The pH was ranged

Fig. 4. Difference emission spectra of the complex calcein–
Lu(III) [calcein]= [Lu3+]=5.16×10−6 M, lexc, 497 nm; m=
0.1, pH. (1) 4.29; (2) 5.29; (3) 8.12; (4) 10.21; (5) 11.11; (6)
12.25.

Fig. 3. Difference emission spectra of the complex calcein–
Ho(III) [calcein]= [Ho3+]=5.16×10−6 M, lexc, 494 nm;
m=0.1, pH. (1) 3.30; (2) 5.33; (3) 7.88; (4) 10.95; (5) 12.01.

from 1 to 13 by adding HCl, KOH or NH4Cl/
NH3. Emission spectra of the solutions were
recorded in a range 400–800 nm at the excitation
wavelength chosen for each metal (�495 nm),
and so were the difference spectra, i.e. the spec-
trum of each solution minus that of the corre-
sponding blank.

Variation of fluorescence with pH. Solutions
were prepared the same way as before. The
fluorescence was measured at the excitation/emis-
sion wavelength chosen for each metal (�495/521
nm), and also the difference DF was calculated,
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Fig. 5. Variation of fluorescence with pH [calcein]= [Yb3+]=5.16×10−6 M; m=0.1; lexc, 497 nm; lem, 521 nm.

Fig. 6. Variation of fluorescence with pH [calcein]= [La3+]=5.16×10−6 M, m=0.1; lexc, 492 nm; lem, 519 nm.

i.e. the fluorescence of each solution minus that of
the corresponding blank.

Stoichiometry of the complex. Mole-ratio
method. Solutions containing 5.16×10−6 M of
calcein, a concentration of trivalent rare earth
ranging from zero to three times that of the
calcein and 0.1 M of KCl were prepared. The pH
was fixed at 8.0 with NH4Cl/NH3 and HCl. Fluo-
rescence was measured at the excitation/emission
wavelength chosen for each metal (�495/521
nm).

Stoichiometry of the complex. Continuous-vari-
ations method. The same procedure as before
except that solutions contained concentrations of
calcein and trivalent rare earth ranging from 0 to

5.16×10−6 M and from 5.16×10−6 to 0 M,
respectively.

Calibration curve. Solutions containing 5.16×
10−6 M of calcein and a concentration of triva-
lent rare earth ranging from 0 to 5.16×10−6 M
were prepared. A pH was fixed at 8.6 with 1 M
NH4Cl/NH3 (ionic strength equalling 0.8) and
fluorescence was measured at an excitation/emis-
sion wavelength of 495/521 nm. The global cali-
bration curve was obtained in the same way,
using the aforementioned total rare earth.

Sample analysis. Three synthetic samples were
prepared containing 5.16×10−6 M of calcein and
a concentration of total rare earth equal to
1.55×10−6 M for sample 1, 2.58×10−6 M for
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sample 2 and 3.61×10−6 M for sample 3, ob-
tained by the dilution of synthetic samples A, B
and C, respectively. A pH was fixed at 8.6 with 1
M NH4Cl/NH3 (ionic strength equalling 0.8) and
fluorescence was measured at an excitation/emis-
sion wavelength of 495/521 nm.

3. Results and discussion

3.1. Excitation and emission spectra

Many excitation bands were observed but the
most important one was situated at 494 nm,
which was chosen as the excitation working wave-
length, see Fig. 2 for Gd(III). In the emission
spectra, a single band placed at 520 nm was
observed. The other rare earths gave similar spec-
tra. The excitation wavelength selected for each
metal is given in Table 1.

3.2. Difference emission spectra

This gives an idea of the reactivity between
calcein and metal ion, so that the greater the
difference, the greater the reactivity. See Fig. 3 for
Ho(III).

A single attenuation band was obtained with a
minimum at 521 nm, indicating that holmium
quenches the fluorescence of calcein. This mini-
mum was selected as the emission working wave-
length. The other rare earths gave similar results.
The emission wavelength selected for each metal
is given in Table 1.

With lanthanum, lutetium and yttrium, an exal-
tation band was also observed at an acid pH with
a maximum at 505 nm (516 nm with lanthanum),
as it can be seen in Fig. 4 for Lu(III), but its
intensity was much lower. Hence, the attenuation
band was taken into account only to choose the
emission working wavelengths.

3.3. Variation of fluorescence with pH

The plot of DF as a function of pH is shown in
Fig. 5 for Yb(III). The quenching of the fluores-
cence of calcein by this metal was given here as
negative values of DF. Greater absolute values
of DF indicate greater reactivity between calcein
and ytterbium. The greatest reactivity was
achieved at pH 6.9–9.1, which was chosen as the
working pH in the following steps. Similar results
were obtained with the other rare earths. The pH
selected for each of them is given in Table 1.
Lanthanum is the only one whose greatest reactiv-
ity is not a pH interval but a punctual pH of 8.6,
as it can be seen in the DF–pH plot for this metal
(Fig. 6).

3.4. Influence of ionic strength and buffer
concentration

When ionic strength was ranged from 0.4 to 1.2
by modifying the NH4Cl/NH3 buffer concentra-
tion from 0.5 to 1.5 M, DF increased slightly. A 1
M buffer concentration was used later in the
calibration curves, guaranteeing a good fixing of
pH.

3.5. Influence of time

The DF value of calcein–metal solutions pro-
tected from light remained constant for at least 7
h. When the solutions were exposed to light,

Fig. 7. Stoichiometry: mole-ratio method [calcein]=5.16×
10−6 M; pH 8.0; m=0.1; lexc, 496 nm; lem, 522 nm.
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Table 2
Calibration curves—equations and parametersa

CV(%) LD(M)Metal Equation R sb LQ(M)

2.86 6.90×10−7La F=67.601−5.1788×106 c−8.4627×1011 c2 0.99741 1.94×10−61.33
7.76×10−71.65 1.57×10−60.766F=66.152−7.2880×105 c−3.1071×1012 c2+2.9210×1017 c3 0.99925

3.37 1.70×10−7Ce F=66.565−1.7925×107 c+1.0235×1012 c2 0.99915 5.80×10−71.00
1.55 1.34×10−7Pr F=66.814−1.2796×107 c+3.2862×1011 c2 0.99964 0.571 4.51×10−7

1.04×10−71.11 3.48×10−7Nd 0.423F=66.404−1.2271×107 c+3.7280×1011 c2 0.99977
0.563 1.60 1.18×10−7 3.99×10−7Sm F=66.818−1.4308×107 c+5.5472×1011 c2 0.99967

1.03 6.75×10−8Eu F=66.464−1.5539×107 c+8.1550×1011 c2 0.99987 0.348 2.27×10−7

1.36×10−71.93 4.60×10−7Gd 0.660F=65.206−1.4684×107 c+7.3835×1011 c2 0.99950
2.04×10−76.04×10−8Tb F=66.365−1.9830×107 c+1.5892×1012 c2 0.99985 0.397 1.32

1.29 5.37×10−8Dy F=67.230−2.1281×107 c+1.8228×1012 c2 0.99987 0.379 1.81×10−7

8.97×10−82.29 3.05×10−7Ho 0.637F=65.635−2.1481×107 c+1.8934×1012 c2 0.99962
0.584 2.17 7.80×10−8 2.64×10−7Er F=66.266−2.2629×107 c+2.0479×1012 c2 0.99970

2.24 8.20×10−8Tm F=65.906−2.2408×107 c+2.0488×1012 c2 0.99966 0.608 2.78×10−7

2.39×10−71.92 7.06×10−8Yb 0.529F=66.633−2.2607×107 c+2.0647×1012 c2 0.99975
0.392 1.47 5.19×10−8Lu F=66.070−2.2777×107 c+2.0874×1012 c2 1.75×10−70.99986

2.70×10−77.97×10−8Y F=64.165−2.0324×107 c+1.7689×1012 c2 0.99970 0.536 1.90
1.51×10−70.264Lnc 0.82F=64.465−1.7717×107 c+1.1487×1012 c2 4.49×10−80.99993

a F, fluorescence; c, molar concentration of metal.
b Fluorescence unities.
c Ln, total rare earths.

Table 3
Fluorescence values obtained for different percents of metal

Metal Metal/calcein relation (%)a

100900 10 7020 8030 40 50 60

18.325.4La 67.6 64.7 61.4 57.5 53.3 48.6 43.4 37.9 31.8
1.35.410.0Ce 66.6 57.5 15.249.2 41.2 34.0 27.1 20.8

25.0 19.6 14.5Pr 66.8 9.560.2 54.0 47.8 41.9 36.0 30.3
17.5 13.0Nd 66.4 22.160.1 27.054.2 48.3 42.7 37.2 31.9

22.4 17.2 12.4Sm 66.8 7.859.5 52.7 46.0 39.7 33.6 27.8
8.011.916.2Eu 66.5 58.6 21.051.3 44.3 37.9 31.8 26.1

21.8 17.2 13.0Gd 65.2 9.157.8 50.9 44.2 38.1 32.2 26.8
6.48.611.6Tb 66.4 56.5 15.547.6 39.4 32.3 25.8 20.2

14.2 10.4 7.7Dy 67.2 56.7 6.047.2 38.6 31.1 24.5 18.8
5.26.79.2Ho 65.6 55.0 12.845.5 36.9 29.4 22.8 17.2

11.3 7.7 5.4Er 66.3 4.055.1 45.1 36.1 28.3 21.5 15.8
6.0 4.8Tm 65.9 8.354.8 11.745.0 36.1 28.4 21.7 16.1

11.9 8.5 6.2Yb 66.6 55.4 5.045.5 36.6 28.8 22.1 16.4
4.15.37.6Lu 66.1 54.8 11.044.8 35.8 28.0 21.2 15.5

13.8 10.4 7.9Y 64.2 54.1 6.445.1 36.9 29.8 23.5 18.2

a [calcein]=5.16×10−6 M in all of the solutions.

DF increased gradually with time. Consequently,
solutions were always protected from light before
measuring the fluorescence.

The solutions were not stable by exposing them

to the light source of the apparatus, and an
increasing of DF was observed. Therefore, the
fluorescence measurements were carried out
quickly.
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Table 4
Summary of several methods for the fluorimetric determination of rare earths

Metal ReferenceReagent LD (nM)

Tb [21]1,2,4,5-Tetracarboxylic acid/benzene 200
532 Sm6-Hydroxysalicylic acid/EDTA [22]

Lu507-Iodo-8-hydroxyquinoline-5-sulfonic acid [23]
308 Dy [24]6-Hydroxysalicylic acid/EDTA
10 Lna1,10-Phenanthroline/EDTA [25]

Ce [26]10Paracetamol
200 Sm1,10-Phenanthroline/benzoylacetone [27]

Tb [28]1,4-Bis(1-phenyl-3-methyl-5-oxopyrazole-4) butanedione 500
45 LnCalcein Present method

a Total rare earths.

Table 5
Analysis of synthetic samples

CV (%)sbSample number Fa [Ln], M real [Ln], M found Recovery (%)

1.08×10−899.4 0.7011 1.54×10−640.0 1.55×10−6

98.8 8.43×10−92 26.8 2.58×10−6 0.3312.55×10−6

102.2 1.65×10−83 14.8 3.61×10−6 3.69×10−6 0.448

a Mean of three values.
b Calculated in M unities for three determinations.

3.6. Stoichiometry of the complexes

Mole-ratio method. Results are presented in
Fig. 7 for Tm(III). The points obtained fitted two
straight lines, being the cut point at [Tm]/[Calcein]
near 1, which corresponds to a 1:1 stoichiometry.
The other rare earths gave similar results.

Continuous-variations method. The experimen-
tal points obtained fitted two straight lines, being
the cut point at x near 0.5, which corresponds to
a 1:1 stoichiometry. All of the rare earths gave
similar results, except lanthanum, lutetium and
yttrium. With these metals, points were fitted by
three straight lines, and therefore, two cut points
were obtained at x near 0.5 and x=0.24, the first
one corresponding to the metal:calcein 1:1 stoi-
chiometry seen before, and the other one to a 3:1
stoichiometry.

As the 1:1 stoichiometry was common to all of
the rare earths, the same concentration of calcein
and metal ions were used in most of the
measurements.

3.7. Calibration cur6es

In the previous sections, it has been observed
that the reactivity of calcein with rare earths is very
similar. In fact, only lanthanum shows significant
differences. The determination of total rare earths
requires the selection of common measure condi-
tions, taking into account those chosen for each
metal. The conditions selected were an excitation/
emission wavelength of 495/521 nm and pH 8.6.

Individual calibration curves were made for
each metal at the common measure conditions in
order to compare them afterwards. Similar curves
were obtained with all of the rare earths. The
model which fitted the experimental points best
was the second degree polynomial. The corre-
sponding equations as well as different parameters
obtained from them are given in Table 2 [17,18],
i.e. multiple correlation coefficient (R), standard
deviation of residuals (s), coefficient of variation
(CV), limit of detection (LD) and limit of quanti-
tation (LQ).
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The calibration curve of lanthanum is signifi-
cantly different from the others as it has inverse
concavity. Moreover, it is the only case where the
third degree polynomial model fits better the ex-
perimental points than the second degree one, as
shown by comparing the parameters in Table 2.

To detect the possible interference of one rare
earth toward the others, different solutions were
prepared containing calcein 5.16×10−6 M and
different proportions of metal/calcein, from 0 to
100%, and their fluorescence were measured at the
optimum conditions selected previously. Results
are presented in Table 3.

To decide on the existence of an interference,
two statistical criteria were applied to each
column of the table, i.e. Dixon’s Q [19] and the
Box and Whisker Plot [20]. Both of them gave
results stating that lanthanum is the only element
that gives fluorescence values significantly differ-
ent from the other rare earths. The different be-
haviour is the reason why lanthanum was
considered as an interference and was not in-
cluded in the global calibration curve, which was
carried out with equimolar quantities of the other
rare earths (= total rare earth) in the same condi-
tions as the individual curves. This calibration
curve is also given in Table 2 under the symbol
Ln. The curve is similar to that obtained with
terbium, which shows that rare earths mixture
does not have any special effect towards calcein
because it behaves as if it were a single rare earth
with concentration equal to the sum of all of
them.

Table 4 lists the results of several methods used
previously for the spectrofluorimetric determina-
tion of rare earths. It can be seen that the method
proposed in this paper is one of the most
sensitive.

3.8. Analysis of synthetic samples

The determination of total rare earths was
made in three synthetic samples, free from lan-
thanum. The composition of these samples was
carried out according to rare earth contents of
some rocks of the earth’s crust [29]. Results are
presented in Table 5.

Using the global calibration curve, the concen-
tration corresponding to each fluorescence was
calculated and compared with the real one. Re-
coveries and coefficients of variation obtained
show that both accuracy and precision are quite
satisfactory.

It is important to remark that the samples did
not have equimolar mixtures of rare earths, like in
the global calibration curve, and the relative pro-
portion of the metals differed in the three sam-
ples. In spite of this, good results were obtained,
which indicates that the calibration curve can be
used for rare earth mixtures of different composi-
tions. The method is, therefore, valid to determine
total rare earths and can be used for rapid screen-
ing of these metals with a limit of detection of
4.49×10−8 M.

From the results presented, it can be concluded
that calcein is a very suitable reagent and that the
fluorimetric screening of rare earths with calcein is
a direct, rapid and sensitive method.
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Abstract

A revision on intra-laboratory testing of accuracy of analytical methods from recovery assays is given. Procedures
based on spiked matrices and spiked samples are presented and discussed. © 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction

The accuracy of an analytical method is a key
feature for validation purposes [1,2]. Four princi-
pal methods have been proposed to the study of
accuracy of analytical methods [3–5]. They are
based on: (i) the use of certified reference materi-
als (CRM); (ii) the comparison of the proposed
method with a reference one, (iii) the use of
recovery assays on matrices or samples and, (iv)
the round robin studies (collaborative tests).

CRMs, when available, are the preferred con-
trol materials because they are directly traceable
to international standards or units. The procedure
consists in analyzing a sufficient number of CRMs

and comparing the results against the certified
values [4,6,7]. The Community Bureau of Refer-
ence of the Commission of the European Commu-
nity (BCR, Bureau Communautaire de
Référence), the Laboratory of the Government
Chemist of Middlesex (LGC), the National Insti-
tute of Standards and Technology of USA (NIST)
and the National Institute for Environmental
Studies of Japan, provide a general coverage of
certified reference materials [8–10]. Nevertheless a
series of shortcomings and limitations for CRMs
have been pinpointed [11], specially: Their cost,
the small amounts that may be purchased and the
narrow range covered of matrices and analytes.

The performance of a newly developed method
can be assessed by comparing the results obtained
by it with those found with a reference or com-
parison method of known accuracy and precision
[12–16].

* Corresponding author. Tel.: +34 5 4557173; fax: +34 5
4557168; e-mail: agonzale@cica.es
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The use of Collaborative studies to control
methodological bias is a very important topic
[17,18]. However proficiency testing and round
robin studies will not be considered here, this
paper dealing with the internal (intra-labora-
tory) control of accuracy.

Unfortunately, within the realm of environ-
mental, toxicological and pharmaceutical analy-
sis, neither CRMs nor alternate methods are
available for new contaminant, toxic and drug-
related analytes. Accordingly, the remaining
methods to check method accuracy, that is, the
recovery assays are the tools of the trade for
the study of accuracy in pharmaceutical analy-
sis.

The aim of the present paper is to revise,
outline and discuss the suitable procedures for
testing accuracy in pharmaceutical analysis from
recovery assays. For the sake of illustration
some examples taken from literature are dis-
cussed.

2. General overview on recovery assays

Before embarking us in the body of the sub-
ject, some terminology should be established.
According to the IUPAC paper (1990) on
nomenclature for sampling in analytical chem-
istry [19,20] we will use the term test portion as
the quantity of material removed from the test
sample which is suitable in size to measure the
concentration of the determinant by using the
selected analytical method. The test portion
may be dissolved with or without reaction to
give the test solution. An aliquot (fractional
part) of the test solution is then measured by
following the analytical operating procedure.
The test portion consists of analyte plus matrix
[21].

Accordingly, if a test portion of weight m is
dissolved into a total volume V, the test solu-
tion will have a concentration c=m/V which is
the sum of the analyte concentration (x) plus
the matrix concentration (z).

Consider now the newly proposed analytical
method which is applied to dissolved test por-
tions of a given sample within the linear dy-

namic range of the analytical response (Y).
This response may be expressed by the follow-
ing relationship involving both analyte and ma-
trix amounts [22]:

Y=A+Bx+Cz+Dxz (1)

where A, B, C and D are constants
A is a constant that does not change when

the concentrations of the matrix, z, and/or the
analyte, x, change. It is called the true sample
blank [23] and may be evaluated by using the
Youden sample plot [24–26], which is defined
as the ‘sample response curve’ [23]. By using
our terminology, the application of the selected
analytical operating procedure to different test
portions, m, (different mass taken from the test
sample) produces different analytical responses
Y as outputs. The plot of Y versus m is the
Youden sample plot and the intercept of the
corresponding regression line is the so called
Total Youden Blank (TYB) which is the true
sample blank [23–30]. As will be discussed be-
low, when a ‘matrix without analyte’ is avail-
able the term A can be more easily determined.

Bx is the fundamental term that justifies the
analytical method and it is directly related to
the analytical sensitivity [31].

Cz is the contribution from the matrix, de-
pending only on its amount, z. When this term
occurs, the matrix is called interferent. In gen-
eral this kind of interference is very infrequent,
because a validated analytical method should be
selective enough with respect to the potential
interferences appearing in the samples where
the analyte is determined [32]. The USP mono-
graph [33] defines the selectivity of an analytical
method as its ability to measure accurately an
analyte in presence of interference, such as syn-
thetic precursors, excipients, enantiomers and
known or likely degradation products that may
be present in the sample matrix. Accordingly,
the majority of validated methods do not suffer
from such a direct matrix interference. Anyway,
as it will be discussed below, the method accu-
racy may be tested even when faced with inter-
ferent matrices.

Dxz is an interaction analyte/matrix term.
This matrix effect occurs when the sensitivity of
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the instrument to the analyte is dependent on the
presence of the other species (the matrix) in the
sample [31]. For the sake of determining analytes,
this effect may be overcome by using the method
of standard additions (MOSA) [23–30].

Certain types of samples, of which pharmaceu-
tical dosage forms are just an example, enables
the sample matrix to be simulated by a laboratory
preparation procedure with all the excipients
present in their corresponding amounts except the
analyte of interest. In other cases, the sample
matrix may be a synthetic mixture of naturally
complex substances such as an analyte-free body
fluids from unmedicated patients. In both cases, it
is said that the placebo is available and recoveries
are obtained from spiked placebos. The term
placebo was used by Cardone [28] to refer to
free-analyte materials. However in order to avoid
confusion and unify the jargon, the word matrix
(or blank matrix) will be used throughout the
text. Sometimes, however, it is not possible to
prepare a matrix without the presence of analyte.
This may occur, for instance with lyophilized
materials, in which the speciation is significantly
different when the analyte is absent [3]. In these
cases, the matrix is not available and the MOSA
must be applied [23–30] the recoveries being ob-
tained from spiked samples. In spiked matrices or
spiked samples, the analyte addition cannot be
blindly performed. Addition should be accom-
plished over the suitable analyte range.

Some analytes when incorporated naturally into
the matrix are chemically bound to the con-
stituents of the matrix. In such cases, the mere
addition to the sample or matrix will not mirror
what happens in practice. It is recommended that
the analyte is added to the matrix and then left in
contact for several hours, preferably overnight,
before applying the analytical method to allow
analyte/matrix interactions to occur [34]. Spiked
samples or matrices are also called fortified ones,
the concentration of analyte added being the cor-
responding ‘fortification level’. In the following
the two procedures for demonstrating accuracy
from recovery tests, namely, spiked matrices and
spiked samples will be outlined. For the sake of
generality, in all cases the coefficient C of Eq. (1)
will be considered significant.

3. Recovery tests from spiked matrices

The recovery test is carried out from spiked
matrices over the analyte range of interest, gener-
ally 75–125% of the expected assay value (label
claim or theory), holding the matrix at the nomi-
nal constant level z=z0. The analytical response
when analyte is added follows the equation

Y=A+Bx+Cz0+Dxz0

= (A+Cz0)+ (B+Dz0)x=A %+B %x (2)

where A % and B % are the intercept and the slope of
the calibration line in the matrix environment
which are constant because B, C, D and z0 are
also fixed.

By using this calibration function, several
amounts of analyte are added to the matrix. From
the analytical signal at each addition i, Yi, the
amount of analyte found is estimated as x̂i=
(Yi−A %)/B %. The recovery (Rec) may be estimated
as the average of the individual recoveries ob-
tained at each spike i (Reci= x̂i/xi). Alternatively,
a regression analysis of found versus added ana-
lyte concentrations may be performed, and the
slope may be taken as the average recovery as it
will be discussed in Section 5.

4. Recovery tests from spiked samples

In a way similar to the preceding section, the
application of the MOSA on the test portions
(matrix plus analyte) is performed. An important
requirement for this technique is that all solu-
tions, unspiked and spiked test portions be diluted
to the same final volume. If we carry out analyte
additions, x, on the final solution of a given test
portion of concentration c0=x0+z0 (x0 is the
concentration of analyte coming from the sample,
present in the final solution), then the analytical
response will be:

Y=A+B(x0+x)+Cz0+D(x0+x)z0=

(A+Cz0)+ (B+Dz0)(x0+x)=

A %+B %(x0+x)=

A %+B %x0+B %x=A¦+B %x (3)
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Note that both A¦ and B % are constant because A,
B, C, D, x0 and z0 are also constants. By using
this calibration function, from the analytical sig-
nal at each addition i, Yi, the amount of analyte
found is estimated as x̂i= (Yi−A¦)/B %. This is an
estimation of the added analyte concentration (xi)
instead of the total analyte concentration (x0+
xi). A crucial requirement is that, the total final
analyte concentration obtained for the maximum
amount of analyte spiked should remain within
the linear range obtained at the method develop-
ment step. The remainder is the same as it was
discussed above.

5. Evaluation of the recovery from spiked
matrices or samples and significance tests for
assessing accuracy

The calculation of recoveries from spiked ma-
trices or samples may be performed (i) by com-
puting the individual recoveries for each spiked
amount (fortification level) of analyte, and evalu-
ating the recovery as average; and (ii) from linear
regression analysis of added versus found data.

5.1. Method of the a6eraged reco6ery

In this case, for each fortification level or ana-
lyte spike i, we have the concentration added of
analyte xi. From the calibration graph, the esti-
mated concentration of analyte x̂i is obtained. An
individual recovery is then calculated as Reci= x̂i/
xi. The mean recovery, Rec, is calculated as aver-
age of the individual ones

Rec=
1
n

%
i=n

i=1

Reci (4)

The average recovery may be tested for signifi-
cance by using the Student t-test, the null hypoth-
esis being that the recovery is unity (or 100 in
percentage) and the method is accurate.

t=
Rec−1

sRec/
n
(5)

with

sRec=
D%i=n

i=1 (Rec−Reci)2

n−1
(6)

n being the number of spike levels.
If the t value obtained from Eq. (5) is less than

the tabulated value for n−1 degrees of freedom
at a given significance level, then the null hypoth-
esis is accepted and the method is accurate.

5.2. Regression analysis of added 6ersus found
data

Both in spiked matrices or samples, a regression
analysis of estimated (found) against spiked
(added) analyte concentration is performed. These
studies are not new, indeed. In a landmark paper
[35], Mandel and Linnig studied the accuracy in
chemical analysis using linear calibration curves,
by applying regression analysis to the linear
relationships

xfound=a+bxadded (7)

here xfound and xadded refer to the above concen-
trations of analyte estimated (x̂) and spiked (x).
The theory predicts a value of 1 for the slope, b,
and a value of 0 for the intercept. However, the
occurrence of systematic and random errors in the
analytical procedure may produce deviations of
the ideal situation [36]. Thus, it may occur that
the straight line has a slope of 1 but a non-zero
intercept, coming from a wrongly estimated back-
ground signal, and reflecting the need for a blank
correction in the calibration graph. Another pos-
sibility is that the slope is significantly different
from unity, indicating a source of proportional
error in the proposed analytical method. The plot
may present curvature or even may exhibit pecu-
liar behaviour in case of analyte speciation.

Once the parameters a and b were calculated
from the linear fit xfound versus xadded, and before
to evaluate the recovery, diagnostic checking of
the residuals (responses–model predictions), that
is, xfound−a−bxadded at each spike level, should
be applied to assess model fit validity [37]. Certain
underlying assumption have been outlined for the
regression analysis such as the independence of
the random error, homoscedasticity and Gaussian
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distribution of the random error [38]. If the model
represents the data suitably, the residuals should
be randomly distributed about the value predicted
by the model equation with normal distribution. A
plot of the residuals on a normal probability paper
is a useful technique [39]. If the error distribution
is normal, then the plot will be linear. On the other
hand, examinations of plots of residuals against
the independent variable (here xadded) may be of
great help in the diagnosis of the regression models
[40]. Some systematic patterns indicated that the
model is incorrect in some way. A sector pattern
indicates heteroscedasticity in the data [41,42]. A
non linear pattern indicates that the present model
is incorrect [43]. Residuals also may be used to
detect outliers. A very straightforward way is to
consider as outlier any calibration point whose
residual is greater than twice the value of the
standard deviation of the regression line, although
the use of jackknife residuals or the Cook distance
method are more accurate tools for detecting
outliers [44].

The heteroscedasticity revealed by residual anal-
ysis of the added versus found data comes from the
heteroscedasticity in the responses (Y) of the cali-
bration curve which is propagated to the estimates
xfound. In such a case, instead of using ordinary
least squares methods to fit the calibration straight
line, the use of weighted least squares is advised.
The weights wi are given by wi=1/s i

2, where si is
the standard deviation of the responses, replicated
at the concentration of analyte xi [41,42,45].

Non-linear patterns detected by residual analy-
sis of the added versus found plots arise because
the calibration graph used for estimating the ana-
lyte concentration is by far non-linear. Curved
patterns suggest the inclusion of a quadratic term
in x2 in the calibration function. In these situa-
tions, suitable non-linear calibration curves should
be established in order to obtain unbiased esti-
mates of xfound. Three methods are available for
this purpose, namely the method of the linear
segments, the method of the three-parameter func-
tion and the method based on polynomial func-
tions [46,47].

After the validity of the fit has been appraised,
then statistical comparison of a and b with their
idealistic values, 0 and 1, must be performed.

Conventional individual confidence intervals for
the slope and the intercept once their standard
deviations sb and sa are calculated, based on the
t-test (ta= �a �/sa ; tb= �b−1�/sb), although fre-
quently used by the workers [48–50], can lead to
erroneous conclusions because these tests, when
carried out independently of each other ignore the
strong correlation between slope and intercept
[51]. Instead of these individual tests, the elliptic
joint confidence region (EJCR) for the true slope
(b) and intercept (a) derived by Working and
Hotelling [52] and adopted by Mandel and Linnig
[35] is recommended, whose equation is

n(a−a)2+2
�% xi

�
(a−a)(b−b)

+
�% x2

i
�

(b−b)2=2s2F2, n (8)

where n is the number of points, s2 the regression
variance and F2, n the critical value of the
Snedecor–Fisher’s statistic with 2 and n=n−2
degrees of freedom at a given P% confidence level,
usually 95% [53,54].

The centre of ellipse is (a, b). Any point (a, b)
which lies inside the EJCR is compatible with the
data at the chosen confidence level P. In order to
check constant (translational) or proportional (ro-
tational) bias, the values a=0 and b=1 are
compared with the estimates a and b using the
EJCR. If the point (0, 1) lies inside the EJCR, then
bias are absent [13] and consequently, the recovery
may be taken as unity (or 100% in percentile scale).
This can be done from easy calculations as de-
scribed in Appendix A.

Once the recovery is computed (from one or
another procedure), it should be checked for fulfi-
lling the accuracy criteria according to the AOAC
guidelines [55] as indicated in Table 1. Note that
for trace analysis, e.g. drug residues in tissues,
recoveries about 50% is often the best that can be
achieved.

6. Worked example

For the sake of illustration, a case study was
selected. It deals with the recovery of trigonelline
in coffee extracts from ion chromatography.
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Trigonelline is determined in green and roasted
coffee extracts by an ion chromatography pro-
cedure using as stationary phase polybutadi-
ene–maleic acid (PBDMA) coated on silica, 2
mmol l−1 aqueous hydrochloric acid (pH 3) as
eluent and UV detection at 254 nm. Test solu-
tions were prepared by refluxing test portions
of 3 g of dried coffee (green or roasted) with
hot water (80°C) for 1 h. The extract was
filtered and diluted to 250 ml. For trigonelline
analysis, the test solution is diluted 1:5 (V/V)
and 3 ml of the resulting solution is passed
through a C18 SPE cartridge and then, the elu-
ent is also passed to collect a total volume of
10 ml. An aliquot of this later solution was
filtered through a 0.45 mm filter unit and subse-
quently injected on the HPLC system [56].

Owing to the lack of suitable certified refer-
ence materials, the validation methodology was
based on recovery assays from spiked extracts
of green and roasted coffees. Roasted coffees
have trigonelline contents within 0.50–0.85%
(w/w, dry basis). The corresponding extracts
will present trigonelline concentrations in the
range 60–102 mg l−1, which corresponds to
15–25.5 mg trigonelline. Six spikes, additions
or fortification levels were selected. Spiked ex-
tracts were allowed overnight and then ana-
lyzed. The added and found amounts of
trigonelline are shown in Table 2.

The individual recoveries are also indicated in
Table 2 at each fortification level. The averaged
recovery is 0.9997 and its standard deviation,
0.0094. By applying Eq. (5), the observed t
value is 0.078. The critical value for 5 degrees
of freedom at a 95% confidence level is 2.015,

Table 2
Recovery study of trigonelline on coffee extracts

ResidualEstimated xfoundxadded xfound Rec

0.145 5.02 1.004 4.88
−0.059.940.98910 9.89

14.94 15.00 −0.0615 0.996
−0.2520.0620 19.81 0.990

25.1225.30 0.181.01225
1.007 30.18 0.0430.2230

xadded and xfound refer to the amounts (in mg) of trigonelline
added and found by analysis in the different extracts.

and therefore, the null hypothesis is accepted
and the recovery do not differ statistically from
100%. The same conclusion could be drawn
from comparison of the averaged recovery in
percentile scale, 99.97, with the ranges provided
by Table 1. Considering that trigonelline con-
tents in coffee are of 0.5–0.85%, the third row
of the table (\0.1%) is selected and the corre-
sponding recovery range is 95–105%. The aver-
aged recovery 99.97 lies within this interval and
consequently, meets with the requirements of
the AOAC guidelines.

On the other hand, the regression approach
can be carried out. The plot of xadded versus
xfound was linear with an intercept of −0.18
and a slope of 1.012. The correlation coefficient
was about 0.9999 and the regression variance
s2=0.0355. In Table 2 the estimated values of
xfound and the corresponding residuals are pre-
sented. Residual analysis did not show any
pathology with the exception of a large value
(−0.25) for the point corresponding to the ad-
dition of 20 mg. However, the absolute value
of this residual is lesser than twice the standard
deviation of the regression line (s=0.1884) and
hence cannot be considered as outlier. A plot
of the residuals on a normal probability paper
was fairly linear, which ratifies the model valid-
ity.

In order to test if simultaneously the slope
and intercept are not different from the idealis-
tic values a=0 and b=1, the procedure base
on the EJCR was considered as it is explained

Table 1
Analyte recovery depending on the concentration range

Analyte concentration (%) Recovery range (%)

]10 98–102
97–103]1

]0.1 95–105
90–107]0.01

]0.001--]0.00001 80–110
60–115]0.000001

]0.0000001 40–120
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in Appendix A. Thus, by taking the critical value
for the Snedecor–Fisher statistic at a 95% confi-
dence level F2, 4=6.94, we obtain b1=0.2304B1,
and b2=1.7770\1. This indicates that the point
(0, 1) lies inside the EJCR and then, the intercept
may be considered to be zero and the slope to be
unity, which leads to that the recovery can be
considered as 100%.

Appendix A

The equation of the isoprobability ellipse is
given by (8). One very easy way to determine if
the point (0, 1), corresponding to the joint null
hypothesis a=0 and b=1, lies inside the ellipse
(and therefore the null hypothesis is accepted) is
to consider the intersections of the straight line
a=0 and the ellipse: Only when the point (0, 1)
lies inside the ellipse, the straight line a=0 and
the ellipse intersect at two points (0, b1) and
(0, b2) fulfilling that (for b2\b1): b2\1 and
b1B1 simultaneously. Otherwise, the point (0, 1)
is outside the ellipse.

If in Eq. (8) we set a=0 and z=b−b, the
following expression is obtained:�% x2

i
n

z2+
�

2a % xi

n
z+ [na2−2s2F2, n ]=0

(9)

after the following changes

L=% x2
i

M=2a % xi

N=na2−2s2F2, n (10)

the roots for z will be

z1=
−M+
M2−4LN

2L

z2=
−M−
M2−4LN

2L
(11)

and consequently, b1=b−z1 and b2=b−z2,
which are the parameters needed to check if the
point (0, 1) lies inside or outside the EJCR.
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Book Review

Instrumental Methods in Food Analysis, J.R.J.
Pare and J.M.R. Belanger (editors), Elsevier, Am-
sterdam, 1997, xvii+487 pp. US $287.50. ISBN
0-444-81868-5.

The preface to this book makes the valid point
that, despite dramatic developments in tools to
access information, there are serious deficiencies
in terms of communication between various fields.
Food chemistry is one such area and this book
attempts to solve the problem by inviting contri-
butions from food scientists and from analytical
chemists. The book is aimed at the laboratory
based technician and the graduate student, but
will also be of interest to analytical chemists who
wish to stay informed about new applications of
modern instrumental techniques.

The book has 11 chapters, covering: chro-
matography (general aspects, HPLC and GC),
FTIR, AA, AES, AFS, NMR, MS, electroanalyt-
ical techniques, capillary electrophoresis, mi-
crowave assisted processes and supercritical fluid
extraction. All chapters have extensive and up-to-
date bibliographies and are illustrated with plenty
of useful tables, figures and diagrams. One feature

that I like about the book is that it assumes only
basic knowledge of each technique and will there-
fore be accessible to food scientists with different
backgrounds. The result is a rather long book,
but one that is a mine of information and a useful
source of reference.

Although this book is about instrumental meth-
ods I feel it would have been useful to have
included a chapter on sampling. This subject is of
great importance in the analysis of foods and is
an area that (unfortunately) receives only scant
attention in most analytical texts. Although the
book does give some excellent advice on sample
preparation there is insufficient attention given to
methods of sampling and sources of error created
by improper sampling techniques.

B.A. McGaw
The Robert Gordon University,

School of Applied Sciences,
St. Andrews Street,

Aberdeen, Scotland AB24 1HG,
UK.

Tel.: +44-1224-262819
Fax: +44-1224-262828
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Book Review

Self-assembling Complexes for Gene Delivery,
A.V. Kabanov, P.L. Felgner and L.W. Seymour
(editors), Wiley, Chichester, 1998, xvii+442 pp.,
£70.00. ISBN 0-471-97269X (paperback).

This is an excellent book dealing with a field of
study which is the topic of much research activity
in recent times. There are 56 contributors to the
contents of this book working in scientific institu-
tions and universities in Europe and the USA.
This work provides an in-depth study of current
developments in the field of gene therapy which
has captured the imagination of both researchers
and the general public throughout the world be-
cause of its enormous potential therapeutic value.
Gene therapy represents a departure from tradi-
tional medicine, which has in the past been di-
rected towards treating metabolic diseases by
correcting biochemical imbalances or overcoming
symptoms. Gene delivery, on the other hand, tries
to correct genetic diseases by providing replace-
ment copies of the defective genes and hence to
produce a true cure by removing the root cause.
However the search for effective gene delivery
systems has not been very successful up to the
present time. Little, if any, therapeutic success has
been achieved in spite of many clinical trials hav-
ing been performed throughout the world. Find-
ing a suitable synthetic vector for gene delivery
has been a major problem in recent years, al-
though there are several others associated with the
nature of the vector itself. This book provides a
focus on nonviral self-assembling systems. Work-
ers in the field have directed their attention to
developing new and novel synthetic vectors for
gene therapy. Biologists and chemists working in
pursuit of gene therapy strategies will find this
book interesting and informative.

This book has been written for scientists and
researchers in this field. There are eight parts to
the book each of which is comprehensively refer-
enced. Part 1 deals extensively with the principles
of self-assembly covering topics of the polymor-
phism of nucleic acids, structure of polycation-
DNA complexes and self-assembly of
bacteriophage. Part 2 explains the natural mecha-
nisms for gene delivery to cells. Part 3 describes
novel systems using cationic liposomes, such as
novel supramolecular assemblies for gene therapy,
taking lipospermines and polyethylenimine from
in vitro to in vivo, and a terplex system for
delivery of DNA and oligonucleotides. The
longest part is part 4 dealing with polyelectrolyte
DNA complexes. Topics covered include the char-
acterization of polycation complexes with DNA,
cationic block copolymers as self-assembling vec-
tors for gene delivery, gene transfer using Star-
dust™ dendrimers, as well as other interesting
innovations. Systemic biodistribution of drug de-
livery systems is the title of part 5 investigating in
vitro and in vivo availability of liposomes and the
pharmacokinetics of macromolecules and syn-
thetic gene delivery systems. Part 6 has four sec-
tions providing in depth coverage of the targeting
of conjugates for gene delivery. New approaches
to gene delivery are provided in part 7. This part
deals with semi-synthetic systems for gene delivery
as well as sustained-release gene delivery systems
which is a particular topic of interest of this
reviewer. The use of microspheres and nano-
spheres for DNA delivery using biodegradable
polymers are described. The final part (part 8) is a
review of the clinical evaluation involving gene
therapy. It provides results to date of the clinical
trials applying gene therapy in cystic fibrosis, and

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (98 )00283 -5
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also clinical observations of cancer treatment us-
ing nonviral gene therapy.

The topics are neatly illustrated throughout the
book and all 442 pages are packed with detailed
information. Each part is extensively referenced
with some of the references even as recent as 1997.
The editors have done a fine job in arranging the
topics in this excellent book in a systemic fashion.

D.L. Munday
The Robert Gordon University,

School of Pharmacy,
Schoolhill,

Aberdeen, Scotland AB10 1FR,
UK.

Tel.: +44-1224-262500
Fax: +44-1224-262555
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Book Review

Equilibria and Dynamics of Gas Adsorption on
Heterogeneous Solid Surfaces, W. Rudzinski, W.A.
Steele, and G. Zgrablich (editors), in Studies in
Surface Science and Catalysis, Vol. 104, 1997,
xvii+890 pp., Elsevier, Amsterdam, ISBN 0-444-
82243-7

Our present atomic model of gas adsorption on
solid surfaces, heavily obscured for over a cen-
tury, has been revealed by the great pioneering
scientists, Langmuir, Freundlich, Roginski, Zettle-
meyer, etc. as they stripped veil after veil from
this mysterious subject. The denouement has been
tantalizing and fitful, as theories and observations
have not always been in accord. The final veil will
no doubt be lowered with the aid of computer
simulations if the proper choice of gas–solid in-
teraction potentials and their parameters can be
found.

Volume 104 in the series of Studies in Surface
Science and Catalysis is a mighty work encom-
passing a wide field of gas adsorption on hetero-
geneous surfaces. The preface gives the reader a
wonderful and historical glimpse of the whole
field. Each of the seventeen chapters is both infor-
mative and authoritative, having been written by
35 leading exponents on gas adsorption. Though
each chapter focuses on a particular area, the
threads of equilibria (thermodynamics), kinetics

(dynamics, statistical rate theories) and surface
heterogeneities (geometric, energetic, structural)
are interwoven throughout the book.

Almost every significant theory, model, princi-
ple, and technique is described, and almost every
significant reference quoted, however, this work is
not an encyclopaedia but a logical, well-balanced
and well-written collection of detailed and critical
essays on the complex nature of gas adsorption
on various types of heterogeneous surfaces. Some
sections can be read easily, even by the faint-
hearted, but the conceptual and highly-mathemat-
ical portions would be appreciated by only the
professional and dedicated surface scientist.

Volume 104 is a very worthy successor to the
other volumes in the series, and I cannot imagine
any reputable university, research institute, or
commercial company with an interest in surface
science not having a copy in their library. The
book is expensive, but it is well worth it.

J.B. Craig
University of Aberdeen,

Department of Aberdeen,
Meston Walk,

Aberdeen,
Scotland AB24 3UE,

UK.
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Abstract

The advantages of combined cold-trapping of cheese volatiles and solid-phase microextraction-GC are demon-
strated. This method is simple, cheap, compatible with classic identification equipment, and allows in-situ sampling.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: SPME; Cryo-trapping; Food volatiles; Headspace sampling

1. Introduction

For food and particularly for cheese, aroma
perception is one of the foremost criteria of a
consumer for its preference. To analyse a prod-
uct’s flavour by gas chromatography (GC), it is
necessary to extract the compounds from their
matrix. Many of the flavour compounds are
present only at very low concentrations and hith-
erto several methods for collection, enrichment,
and injection of volatile compounds from a solid
matrix have been developed. Different methods of
distillation have been investigated, including high-
vacuum distillation with a cryo-trap [1] and steam
distillation under reduced pressure [2]. However
these methods can produce artefact from thermo-
labile substances and a loss of some volatile com-
pounds. At the end of the 1970’s, several
headspace techniques (static and dynamic) ap-

peared to study food aroma [3,4]. They are based
on the equilibrium between sample phase and
headspace around. The static method allows di-
rect injection into a GC column, whereas the
dynamic method includes a concentration step by
purging sample and trapping volatiles. Cold or
adsorbent traps can be used independently or
integrated in the GC.

Solid-phase microextraction (SPME) is a new
technique developed by Arthur and Pawliszyn [5].
SPME allows extraction and concentration of
volatiles or semi-volatiles from the sample matrix
(usually a water sample also used in headspace),
and a good transfer to gas chromatograph using a
splitless universal injector without modification
(except the eventual use of a specific liner). This
system is cheap and solvent-free and was used
recently in food aroma analysis including a study
of free fatty acids [6], truffle [7], beverages [8,9],
fruit juices and drinks [10], and cheese [11].

In this work, the volatile fraction of camembert
cheese is used to evaluate our method. Camem-

* Corresponding author. Tel.: +33 0247 366970; fax: +33
0247 366566.
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bert cheese aroma has been studied by several
authors and \100 compounds were identified
[14] including ketones, esters, aldehydes, alcohols,
sulfur compounds, fatty acids, aliphatic and aro-
matic compounds [15,16] (Table 1). Suggestions
that 1-octen-3-ol was responsible for the mush-
room odour note [15], 2-phenylethanol and b-
phenyl-ethyl acetate for the floral note [15,17] and
some sulfur compounds for the garlic note [15,16]
were confirmed by aroma extract dilution analysis
(AEDA) [18]. Our preliminary experiments and
the work of Chin et al. [11] showed that direct
headspace SPME analysis of cheese gives a lim-
ited abundance of significant compounds for its
flavour. It was thus important to concentrate the
sample.

We studied a new method based on SPME
following a first step of concentration using cryo-
trapping. Cryo-trapping leads to an intermediate
water sample, easy to handle and to conserve [12].

This cryo-trapping-SPME method presents two
steps of concentration. Cryo-trapping allows the
extraction of volatiles from the solid matrix by
changing the equilibrium between sample and
head-space above, to be increased. A good con-
centration effect is also obtained because the coat-
ings used in SPME have strong affinities for
organic compounds (important values of partition
coefficient) [13].

2. Experimental

2.1. Sample preparation

Camembert cheese (45% fat in dry matter) was
purchased at a local market and stored at −18°C
before use. Ten grams of frozen cheese was cut
and placed in a 250 ml flask which was held at
60°C in a water bath. This flask was fitted to
another flask immersed in liquid nitrogen and
connected to a vacuum pump. Volatiles and water
were simultaneously trapped during a 45 min
period. This frozen sample can be immediately
transferred to GC or conserved for future
analysis.

2.2. SPME and transfer to GC

The frozen sample was allowed to warm at
room temperature, the SPME fibre (100 mm
poly(dimethylsiloxane) coating, non-bonded or 85
mm polyacrylate, partially crosslinked) was intro-
duced into the septum closed vial containing trap-
ping sample and remained for 4 min in the
aqueous phase (cryo-trapping SPME) or above
the aqueous phase (cryo-trapping headspace
SPME).

During this time, the solution was stirred to
homogenise and to increase volatile extraction.
Indeed, the equilibration time is determined by
diffusion through a thin static aqueous layer adja-
cent to the fibre. It is very difficult to remove this
thin layer of water even when water is stirred
rapidly to enhance the mass transfer of analytes.
After trapping, the fibre is immediately inserted in
the GC injector for desorption.

2.3. GC and GC-MS

2.3.1. GC conditions
For the trapping transferred by SPME syringe,

the chromatographic separations were performed
using a Varian 3300 instrument (Walnut Creek,
CA), with a split-splitless injector with a special
SPME liner (80 ml), and equipped with an FID
(300°C). This chromatograph was interfaced to a
Spectra-Physics (San Jose, CA) SP 4400 integra-
tor for data processing and recording.

A 30 m×0.32 mm id ×0.25 mm film thickness
(cross-linked surface bonded methyl silicone),
fused-silica DB-1 J & W Scientific (Folsom, CA)
was used for separation of aroma components.

The conditions were as follows: carrier gas,
helium; column flow rate, 1.0 ml min−1; SPME
fibre desorption during 3 min at 200°C; oven
temperature program, 40°C increased at 2°C
min−1 to 200°C.

2.3.2. GC-MS conditions
A Hewlett-Packard (Palo Alto, CA) HP 5890 II

instrument was used for chromatographic separa-
tions with the same GC conditions as above.

Total ion chromatogram (TIC) and mass spec-
tra were recorded using a Hewlett-Packard HP
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Table 1
Identification of compounds found in Camembert cheese

Retention time (min.) Identification meansaPeak Compounds Abundance

MS 471201.94Methanethiol1
11520Rt, MS2 Propanal 02.09

1485Rt, MS02.172-Propanol3
Rt, MS 34484 2,3-Butanedione 02.39
Rt 14305 Ethyl acetate 02.60

03.54 Rt, MS6 2-Pentanone 341
04.04 Rt, MS 2953-Methyl-1-butanol7

Dimethyl disulfide 04.18 Rt, MS 387298
701Rt, MS05.33Hexanal9

05.59 Rt, MS10 Butyl acetate 187
07.99 Rt, MS11 Isoamyl acetate 1134

7890Rt, MS08.242,4-Dithiapentane12
08.56 Rt, MS13 2-Heptanone 13167

1509Rt, MS08.99Heptanal14
Rt, MS 765815 2-Heptanol 09.39
Rt, MS 96016 Dimethyl trisulfide 11.96

13.08 Rt, MS17 1-Ethyl-3-methyl benzene 604
13.60 3245Rt, MS1-Octen-3-ol18

3.82 Rt, MS19 2-Octanone1 1872
4843Rt, MS14.49Octanal20

14.72 Rt, MS21 Ethyl caproate 5593
15.79 Rt22 Decane 273

1559Rt, MS16.74D-Limonene23
19.55 Rt, MS24 8-Nonen-2-one 21694

436654Rt, MS20.482-Nonanone25
Rt, MS 4091126 2-Phenyl ethanol 21.21
Rt, MS 9857427 2-Nonanol 21.63

22.25 Rt28 Undecane 1085
25.76 Rt, MS 12386Naphthalene29
27.50 Rt30 7836Tris(methylthio) methane

54989Rt, MS28.35Ethyl caprylate31
31.00 Rt, MS32 Phenyl ethyl acetate 17655
32.75 Rt, MS33 1-Methyl naphthalene 4085

8187Rt, MS33.522-Methyl naphthalene34
Rt 397635 Damascenone 34.12

34.60 Rt, MS36 2-Undecanone 170563

a Rt, retention time; MS, mass spectrometry.
Volatiles of camembert cheese obtained by cryo-trapping followed by SPME non-polar fibre (100 mm) for 4 min.

5989 A ‘Mass Engine’ with an HP UX worksta-
tion in electron ionisation mode (EI) at 70 eV.

3. Results and discussion

Comparison of the chromatograms of cryo-
trapping SPME (Fig. 1A) with cryo-trapping
headspace SPME (Fig. 1B) points out a weak loss
of sensitivity for cryo-trapping headspace SPME,
which is in agreement with the theory [13].

The chromatogram shows the presence of many
compounds, 31 have been identified by mass spec-
trometry (MS). We can notice high levels of a few
medium molecular weight compounds. As a rep-
resentative sample of cheese aroma can be ob-
tained with a reduced number of compounds [19],
our identifications are in agreement with the work
of other authors. Particularly these results are
comparable to those of Dumont et al. [15,16] and
of Moinas et al. [20,21] who used different meth-
ods of sample preparation and transfer.
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The reproducibility of the method was deter-
mined by six replicate samples of the same cheese.
Table 2a shows the coefficient of variation (% CV)
for 14 compounds chosen for their regular peak
shape. An acceptable variation of the value of %
CV (6,39–24,07) for the peaks is observed [22].

To estimate the sampling time necessary to
extract volatiles of cheese, sampling time of 4 and
10 min were tested (Table 2b). Similar results with
quantitative differences were obtained. A sam-
pling time of 10 min allowed the level of charac-
teristic compounds of aroma already present at 4
min (especially the less volatile ones) to be in-
creased. It is thus not necessary to wait the equili-
bration time of 10 min.

Moreover, to characterise acidic components,
non-polar (poly(dimethylsiloxane)) and polar
(polyacrylate) fibres were compared (Table 2c).
With the polyacrylate fibre, a loss of abundance
of most of the compounds was observed. It could
introduce qualitative differences for minors com-
ponents. The choice of the poly(dimethylsiloxane)
coating is hence preferable.

This extraction method using cryo-trapping al-
lowed the characterisation of the important com-
pounds already described as potent odourants of
camembert cheese [18], like methanethiol and sul-
fur compounds (garlic note), 2,3-butanedione, 1-
octen-3-ol (mushroom odour), b-phenyl ethyl
acetate (floral note) and 2-undecanone. This
method is thus suitable for the characterisation of
the aroma of cheese.

As SPME does not require any particular
equipment, it may be possible to use general
purpose hyphenated systems like gas chro-
matograph-mass spectrometry (GC-MS) or gas
chromatograph-fourier transform infrared (GC-
FTIR). SPME is especially convenient to GC-
FTIR because there is no solvent and no water
injection.

Besides, last year we showed that cryo-trap-
ping/high-performances-liquid-chromatography
(HPLC) was shown to be a good analytical
method for thermolabile compounds [23]. Then
the recent apparition of a SPME-HPLC interface
should increase the sensitivity of this method.

4. Conclusion

In comparison with other methods, the first
step of our method allows samples in-situ to be
easily prepared. Moreover the frozen extracts are
preserved and can be carried with simple and
inexpensive equipment.

SPME analysis of these samples can be fully
automated, and thus rapidly done. The method is
cheap and compatible with any gas chro-
matograph or hyphenated technique (GC-MS,
GC-FTIR) without modification [23], and can be
used for many natural materials such as plants,
insects and foods.
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Table 2
Reproducibility of the method a, comparison of sampling
time a,b, and comparison of fibre coatings a,c on a selected
list of relevant compounds for cheese aroma

Polar fibrePeak RT Non polar fibre
(min.)

10 minb4 mina 4 minc

Mean % CV Abundance Abundance

233630931.94 10.485031
144518.561678 14962.60

617 14.305.33 518 209
15.46 11387 101439.39 10329
13.80 3366 —14.72 5122

142172602513.9319.55 24142
20.48 11.45475488 712569 206754
21.21 392759040020.4946082

13602914.92 8529811192221.63
1107025.76 21.89 26155 12995
10226 24.0727.50 15721 4769
58445 5514128.35 13002413.92

915138318.3932.75 541
805733.52 06.39 16114 9886
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Abstract

Sample preparation including sonication and solid phase extraction has been developed for the determination of
carbonyl compounds in atmospheric aerosol. Aerosol samples were sonicated in acidified acetonitrile containing
2,4-dinitrophenylhydrazine (DNPH) to form hydrazone derivatives of aldehydes and ketones. Water was added to the
extract to increase its polarity. Then the solution was passed through an octadecyl or phenyl solid phase extraction
cartridge. The concentrated hydrazone derivatives were eluted with tetrahydrofuran, the eluate was evaporated to
dryness then dissolved in acetonitrile/water mixture and finally analysed by RP-HPLC with UV detection at 360 nm.
The absolute detection limits of the individual carbonyl compounds range from 0.4 to 5.8 ng. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Aldehydes; Ketones; Atmospheric aerosol; Solid phase extraction

1. Introduction

Knowledge on the chemical composition of the
atmosphere can help to understand atmospheric
processes. Interest in the role of organic com-
pounds in these processes has been increased
rapidly. Aldehydes and ketones represent a reac-
tive class of organic compounds. These com-
pounds are emitted into the atmosphere by both
anthropogenic (combustion of organic matter)
[1–4] and natural (emission of plants) [5] primary
sources and are also produced by the photochem-

ical oxidation of alkanes, alkenes and aromatic
hydrocarbons [2]. The carbonyl compounds play a
role in the formation of photochemical ozone [6],
N- and S-containing compounds [2,7,8].

In the past decade several methods have been
developed for the determination of aldehydes and
ketones in the gas phase [9–11] and the liquid
phase [4,8] of the atmosphere. However, hardly
any data can be found in the literature on the
concentration of carbonyl compounds in atmo-
spheric aerosol [3]. In our work a sample prepara-
tion method for the determination of carbonyl
compounds in atmospheric aerosol samples was
developed.* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Effect of HCl concentration on derivatisation.

2. Experimental

2.1. Sol6ents and standards

Acetone, acetonitrile and tetrahydrofuran (su-
per purity solvents) were purchased from Romil,
England, benzaldehyde (puriss p.a.), butyralde-
hyde (puriss), 2-octanone (purum) and pelarg-
onaldehyde (purum) from Fluka, Switzerland.
Concentrated HCl and 2,4-dinitrophenylhy-
drazine (puriss) were obtained from Reanal, Hun-

gary. A carbonyl-DNPH mix (TO11/IP6A,
Supelco, USA) containing 15 hydrazone deriva-
tives were used for the identification of the car-
bonyl compounds in aerosol samples. HPLC
grade water was supplied by a Milli-Q water
purifier system (Millipore, USA).

2.2. Instruments

Analysis of the hydrazone derivatives was per-
formed by HPLC. The solvent delivery system

Fig. 2. Total amount of carbonyls in the extracts.
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Table 1
Data of calibration lines

r2Equation of the calibration lines [R ]=Au�s,Component Molecular
weight [C ]= mmol ml−1

0.9993R=−1.53×10−4+17.7�CAcetaldehyde 44
56 R=−1.06×10−4+19.2�CAcrolein 0.9990

R=4.62×10−4+17.3�C 0.999558Acetone
58 R=−5.52×10−5+17.8�C 0.9993Propionaldehyde
70 R=−7.45×10−5+18.5�CCrotonaldehyde 0.9988

R=−1.09×10−5+18.5�C 0.998872Butyraldehyde
R=5.03×10−5+19.3�C 0.9984Isovaleraldehyde 86

0.9983R=−7.22×10−5+17.5�CValeraldehyde 86
100 R=−1.68×10−4+17.5�CHexaldehyde 0.9985
106 R=−2.27×10−4+19.6�CBenzaldehyde 0.9976

0.9981R=−3.26×10−4+18.2�Co-Tolualdehyde 120
R=−6.45×10−4+18.9�C 0.9992m,p-Tolualdehyde 120

128 R=1.58×10−4+18.2�C2-Octanone 0.9955
R=−3.04×10−4+18.3�C 0.99861342,5-Dimethylbenzaldehyde
R=1.93×10−4+16.9�C 0.9987Pelargonaldehyde 142
18.2AVERAGE slope of the calibration lines [Au�s

(mmol ml−1)−1]
4.36%RSD of the slopes

consisted of a Jasco PU-980 HPLC pump with a
Jasco LG-980-02 ternary gradient unit maintain-
ing a flow rate of 1.5 ml min−1. For the separation
of the hydrazone derivatives a gradient elution
was applied: 100% A from 0 to 3 min then linear
gradient to 100% B from 3 to 13 min, then linear
gradient to 100% C from 13 to 21 min then 100%
C from 21 to 28 min, where eluent A=water/ace-
tonitrile/tetrahydrofuran 60/35/5 v/v, eluent B=
water/acetonitrile 40/60 v/v and eluent C=100%
acetonitrile. 20 ml of sample was injected onto a
Waters nova-pak C18 column (l=150 mm,
I.D.=3.9 mm, dp=4 mm) by using a Rheodyne
7010 injector valve. The hydrazone derivatives
were detected at 360 nm with a Waters 490E
programmable multiwavelength detector. Data ac-
quisition and processing were accomplished by a
Waters maxima 820 chromatography software.

2.3. Sampling

Samples were collected at two locations in Hun-
gary: in Veszprém and in K-puszta. Veszprém,
with about 60000 inhabitants, is situated in west-
ern Hungary. Both the town and the region are
free from major industrial sources. Samples were

collected on the top of the student hostel of
University of Veszprém on glass fibre filters
(Whatman GF/F) at a flow rate of 1 m3 h−1 for
60 h. K-puszta is a background air monitoring
station in the Great Hungarian Plain. Samples
were collected on quartz filters with a high volume
sampler (60 m3 h−1) for 22 h.

The samples were protected from light and air
and were stored in a refrigerator until analysis.

2.4. Sample preparation

Aerosol samples were sonicated in acetonitrile
containing 2,4-dinitrophenyl–hydrazine (DNPH),
water and hydrochloric acid. The extracting
solution was composed as follows: 19 ml
acetonitrile, 1 ml acetonitrile saturated with
DNPH, 1 ml water and 0.9 ml 0.5 M HCl
(resulting in a HCl concentration of 0.02 M).

The hydrazone derivatives were concentrated
by solid phase extraction (SPE) on octadecyl
(C18) and phenyl cartridges (Bakerbond, 3ml, 500
mg). Cartridges were activated with 4 ml acetoni-
trile, then conditioned with acetonitrile/water
mixture. Thirty millilitres of the aerosol extracts
were diluted with water and passed through the
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Table 2
Absolute detection limits with and without solid phase extraction on C18 cartridge

Component With SPE (ng)Enrichment factorWithout SPE (ng)

0.4639Formaldehyde 18
36 81Acetaldehyde 0.44
42 89Acrolein 0.47

88 0.4136Acetone
0.5883Propionaldehyde 48

90 0.73Crotonaldehyde 66
66 82Butyraldehyde 0.8

132 91Benzaldehyde 1.5
132 94Isovaleraldehyde 1.4

1.681Valeraldehyde 132
144 92o-Tolualdehyde 1.6
168 93m,p-Tolualdehyde 1.8

1.9872-Hexanone 168
168 84Hexaldehyde 2.0
168 932,5-Dimethylbenzaldehyde 1.8

90 1.91682-Heptanone
86 1.52-Octanone 132

2.086C8-Aldehyde 168
168 80C9-Aldehyde 2.1
198 73C10-Aldehyde 2.7

60 3.9234C11-Ketone
5.840C12-Aldehyde 234

SPE cartridge. After sample loading the cartridge
was dried, then the concentrated hydrazones were
eluted with 3 ml tetrahydrofuran. The eluate was
evaporated to dryness, dissolved in 300 ml acetoni-
trile/water=1/1 and injected into the HPLC sys-
tem. Factors affecting the efficiency of SPE are
detailed later.

3. Results and discussion

It must be emphasised that sampling of atmo-
spheric aerosol by using a single filter may intro-
duce both positive and negative errors. Positive
error may arise from the adsorption of gas phase
compounds on the filter while negative error may
result from the loss of volatile compounds during
sampling. Nevertheless, the aerosol samples col-
lected on a single filter can be used for studying
extraction efficiency.

3.1. In6estigations on the composition of the
extracting solution

The usual way to form the hydrazone deriva-
tives of carbonyl compounds is the reaction of
carbonyls with DNPH in acidic aqueous solution.
In our case, however, extraction and derivatisa-
tion were combined. Aldehydes and ketones are
more soluble in organic solvents than in water
therefore extraction was performed in acetonitrile.
Since the efficiency of derivatisation depends on
the acidity of the medium [12], the HCl concentra-
tion of the extracting solution was changed from
0.004 to 0.5 M. The efficiency of derivatisation at
different HCl concentrations was tested with five
compounds representing a shorter chain aldehyde
(butyraldehyde) and ketone (acetone), a longer
chain aldehyde (pelargonaldehyde (=nonanal))
and ketone (2-octanone) and an aromatic alde-
hyde (benzaldehyde). A standard solution of the
five test compounds was prepared, then derivati-
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Fig. 3. Amount of individual carbonyls in the extracts of the sample KP51.

sation was performed and the hydrazone deriva-
tives were quantified by HPLC. Results are sum-
marised in Fig. 1. It can be seen that with increasing
HCl concentration the conversions of the aldehydes
were not influenced significantly but decreasing
conversions for the two ketones were obtained.
Efficiencies of \90% were obtained for all com-
pounds when the HCl concentration wasB0.02 M.
Based on these results the following extraction and
derivatisation solution was suggested: 19 ml ace-
tonitrile, 1 ml acetonitrile saturated with DNPH, 1
ml water and 0.9 ml 0.5 M HCl (resulting in a HCl
concentration of 0.02 M).

3.2. Study on the efficiency of extraction

Samples collected in Veszprém (VP) and K-
puszta (KP51 and KP54) were extracted in an
ultrasonic bath with 2×15 ml extracting solution
(as described above) for 2×20 min. Concentra-
tions of the hydrazone derivatives in the first and
the second extract were compared. After analysing
the first sample set it became evident that there were
numerous carbonyl compounds in the aerosol ex-
tract and only some of them could be identified and
quantified. Therefore, a better solution was to

quantify all the carbonyl groups instead of the
individual compounds. Since one carbonyl group
reacts with one DNPH molecule, the total concen-
tration of carbonyl groups can be determined if the
total concentration of the hydrazones is known.
The total concentration of the hydrazones can be
determined from their UV absorption at 360 nm
assuming that the absorption coefficient of the
hydrazones is independent from the remaining part
of the molecule. It means that the slope of the
calibration lines of the different hydrazone deriva-
tives is independent from the molecular weight. The
validity of this assumption was examined for 15
carbonyl compounds with molecular weight from
44 to 142 amu. Results are summarised in Table 1.

It was found that the slopes of the calibration
lines were around 18.2 AU�s (mmol ml−1)−1

independently from the molecular weight. Since the
intercepts were close to zero it could be stated that
the calibration lines for these compounds were
almost identical. It means that the total concentra-
tion (in mmol ml−1) of the hydrazones can be well
estimated from the total area (AU�s) of all the
peaks in the chromatogram. Thus, the total amount
of the carbonyl groups can be determined in the
first and the second extract. This calculation was
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Fig. 4. Recovery of carbonyl-DNPH derivatives from test solution (V, 150 ml; 10% acetonitrile; n, 6).

performed for our samples and the results are
depicted in Fig. 2.

It can be seen that only about one fifth of the
carbonyls are detected in the second extract. This
ratio was confirmed by the results obtained for the
identified compounds (Fig. 3). On the basis of this
observation it can be concluded that sonication
with 2×15 ml solution for 2×20 min is sufficient
for quantitative extraction.

3.3. Enrichment of the hydrazone-deri6ati6es

The carbonyl compounds can be extracted from
the atmospheric aerosol samples as described pre-
viously. However, the concentrations of the hydra-
zone-derivatives in the extract are to low for
reliable quantitative analysis. So, the enrichment of
the derivatives has to be performed. Reduction of
the volume of the extract by evaporation cannot be

suggested for two reasons: The concentration of
HCl is increasing as acetonitrile evaporates from
the extract and the strongly acidic solution cannot
be injected onto the octadecyl-silica stationary
phase. Furthermore, degradation of some deriva-
tives in acidic medium was observed in our exper-
iments and by other researchers as well [12].

Instead of evaporation of the extract solid phase
extraction can be used for sample concentration.
SPE cartridges with octadecyl and phenyl station-
ary phases have been tested. These cartridges can
be used to concentrate less polar compounds from
polar medium. Therefore, the polarity of the extract
should be increased by dilution with water before
applying SPE. In order to reach high recoveries of
the hydrazones the acetonitrile content should be
optimised. First, a standard solution of carbonyl
derivatives was prepared with 10 (v/v)% acetonitrile
content and SPE was performed both on C18 and
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Fig. 5. Recovery of carbonyl-DNPH derivatives from test solution (V, 150 ml; 20% acetonitrile; n, 6).

phenyl stationary phases. Recoveries of the indi-
vidual derivatives are shown in Fig. 4.

The recoveries on C18 stationary phase ex-
ceeded 80% up to carbon number 7 and de-
creased dramatically for the higher molecular
weight carbonyls. This can be explained with the
loss of activity of the C18 stationary phase.
Similar results were obtained on the phenyl car-
tridge but the recovery of the longer chain car-
bonyls decreased to a lesser extent. The loss of
activity of the stationary phase can be avoided
by increasing the acetonitrile content. Therefore,
the experiment was repeated with 20 (v/v)% ace-
tonitrile content. Recoveries can be seen in Fig.
5. Higher recoveries were obtained on both sta-
tionary phases for the C8–C12 carbonyls but
the recovery of formaldehyde and acetaldehyde
decreased significantly (especially in case of the

phenyl cartridge). This was caused by the in-
creased eluent strength of the solution as a con-
sequence of the higher acetonitrile content.
Further increase of the acetonitrile content re-
sults in decreasing recovery of the lower molecu-
lar weight carbonyls and increasing recovery of
the higher molecular weight carbonyls. So, 20
(v/v)% acetonitrile content can be a good com-
promise when enrichment of carbonyl deriva-
tives from formaldehyde to C12-aldehyde is to
be performed.

In Table 2 the absolute detection limits of the
method with and without SPE are summarised.
It can be seen that the detection limits without
SPE range from 18 to 234 ng for formaldehyde
and C12-aldehyde, respectively. With SPE these
values (corrected for recovery) can be reduced
to 0.46 and 5.8 ng, respectively.
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4. Conclusion

A sample preparation method has been devel-
oped for the determination of carbonyl com-
pounds in atmospheric aerosol. Extraction and
derivatisation were performed simultaneously in
the following solution: 38 ml acetonitrile, 2 ml
acetonitrile saturated with DNPH, 2 ml water and
1.8 ml 0.5 M HCl. Quantitative extraction of the
carbonyl compounds was achieved by sonication
with 2×15 ml of this solution for 2×20 min.
The hydrazone derivatives could be concentrated
on octadecyl or phenyl solid phase extraction
cartridges with 20 (v/v)% acetonitrile as organic
modifier. Enrichment factors of 40–90 could eas-
ily be reached and absolute detection limits from
0.4 to 5.8 ng were achieved.
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Abstract

A method has been developed for the determination of seven arsenic species in mussel tissues by liquid
chromatography—hydride generation—UV photo-oxidation and detection by inductively coupled plasma mass
spectrometry. In order to determine the different species, two ion-exchange columns (anionic and cationic) were used
with phosphate and nitric acid/ammonium nitrate as mobile phases, respectively. The optimisation of the conditions
for separation, photo-oxidation and hydride generation is described. For each of these species, the limits of detection
and repeatability are reported with the entire system coupling. This system was applied to the analysis of certified
reference material (CRM 278) and mussels collected from Barcelona harbour. Extractions were achieved in
methanol/water (1:1) using low-power focused microwaves as leaching process. As expected, arsenobetaine was the
main compound extracted from both materials; the typical concentrations found were between 1 and 7 mg kg−1.
Other organoarsenical compounds, probably arsenosugars, were extracted in a concentration range of 0.3–1.5 mg
kg−1 in both cases. Amounts of dimethylarsinate (DMA) were found to be significant in the CRM 278, but very low
in mussels from Barcelona harbour. The low limits of detection of the coupled system allow us to quantify low
contents of other species (As(V), arsenocholine and monomethylarsonate (MMA)). © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Arsenic speciation; Liquid chromatography; Inductively coupled plasma mass spectrometry; Focused-mi-
crowaves

1. Introduction

The determination of arsenic species in marine
biological samples is an important research topic

because of their different toxicity levels [1,2]. Ar-
senic may occur in the environment in inorganic
forms such as arsenite and arsenate, which are the
most toxic compounds [3,4]. High concentrations
of organic forms, in a typical range of 1–100 mg
kg−1, have been reported in algae and marine
animals due to accumulation and biotransforma-

* Corresponding author. Tel: +343 4021283; fax: +343
4021233; e-mail: rubio@zeus.qui.ub.es

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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tion processes [5]. The less toxic compounds such
as monomethylarsonate (MMA) and dimethy-
larsinate (DMA) are sometimes detected in trace
amounts in seafood products. The non-toxic or-
ganic forms are generally arsenocholine, arseno-
betaine and dimethylarsinylribosides (arseno-
sugars). These two latter compounds are the
major biosynthesis products in marine animals
with arsenobetaine as final by-product [6,7]. In
order to achieve separation of arsenic species,
liquid chromatography (LC) by reversed phase
and ion-exchange processes is commonly used
[8–10]. Detection by inductively coupled plasma
mass spectrometry (ICP/MS) offers many advan-
tages, especially low limits of detection and large
dynamic range [11–13]. Furthermore, the high
selectivity of ICP/MS is well suited to the analysis
of biological samples. A hydride generation (HG)
derivatization process may be involved to improve
the sensitivity for these natural sample analysis
and to minimize matrix and interference effects in
the ICP/MS [14–18]. Some inorganic and organic
compounds can be reduced directly to their corre-
sponding volatile arsines. However, reduction of
arsenobetaine, arsenocholine and arsenosugars
cannot be achieved directly by a typical hydride
generation reaction. Thus, these species must be
quantitatively transformed into hydride-forming
compounds before reduction. Several efficient
coupled systems with on-line microwave decom-
position before hydride generation have been re-
ported [19,20]. Our previous studies demonstrate
on-line UV photolysis of organoarsenical com-
pounds to be a successful method allowing hy-
dride generation [21]. This paper deals with the
application of the coupled system LC-UV-HG-
ICP/MS to the speciation of arsenic compounds
extracted from mussel tissues (mytilus edulis).
Some of these bivalves were collected from
Barcelona harbour (BHM), whereas the certified
reference material (CRM 278) was studied to
compare and validate our results with respect to
previous results [22,23]. Extractions were per-
formed in methanol/water (1:1) by using low-
power focused microwaves as leaching process
[24].

2. Experimental

2.1. Apparatus

A Perkin–Elmer 250 LC binary pump with a
Rheodyne model 7125 injector and a 20 ml injec-
tion loop was used. An anion-exchange Hamilton
PRP X-100, spherical poly(styrene-divinylben-
zene) trimethylammonium exchanger and a
cation-exchange Hamilton PRP X 200, spherical
poly(styrene-divinylbenzene) sulfonate exchanger,
both 10 mm particle size (250 mm×4.1 mm i.d.),
were used with guard columns packed with the
same stationary phases.

The photoreactor system combines a Heraeus
TNN 15/32 low-pressure mercury vapour lamp
(254 nm, o.d. 2.5 cm, length 17 cm, 15 W) and a
PTFE tubing (length 12 m i.d. 0.5 mm). More
details are described elsewhere [14]. A computer
controlled microburette (Microbur 2031, Crison)
was used to introduce the peroxodisulfate solution
onto the photoreactor.

The hydride generation was performed with a
Perkin–Elmer FIAS 400 and a gas–liquid separa-
tor equipped with a PTFE membrane. The sample
channel was connected to the outlet of the LC/
UV system.

A Perkin–Elmer Elan 6000 ICP-MS instrument
was used. Peak heights and areas were calculated
from a custom developed software running with
Matlab language. The operating conditions are
given in Table 1.

A Prolabo microwave digester, (model A301,
2.45 GHz), equipped with a TX32 programmer

Table 1
ICP/MS operating conditions

Perkin–Elmer ICP/MS Model Elan 6000

Measured mass (amu) 75
Resolution (amu) 0.7

ArgonGas
6.5Lens voltage (V)

1000ICP RF power (W)
NickelSample cone
NickelSkimmer cone

Dwell time (ms) 1000
1000Total acquisition time (s)
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Table 2
Digestion program for total arsenic determination by focused microwaves

H2O2 volume (ml) Time (min)No. Step HNO3 volume (ml) Power (W)

5 40—101
— 10— 70—

60105—2
40153 3 —

was used. Powers of 20–200 W can be applied in
steps of 10 W. This system works under atmo-
spheric pressure with microwave energy focused
into the vessel.

A Hettich centrifuge was used for the extraction
procedure.

2.2. Reagents and standards

All the solutions were prepared using doubly
deionized water (Culligan Ultrapure GS) of 18.3
MV cm resistivity.

Standard solutions (1000 mg l−1 [As]) of ar-
senic compounds were prepared and standardized
with respect to As(III) by ICP-MS measurements.
Arsenite, As2O3 (Merck) primary standard was
dissolved in NaOH (4g l−1); arsenate,
Na2HAsO4.7H2O (Carlo Erba), monomethylar-
sonate, (CH3)As(ONa)2.6H2O (Carlo Erba),
dimethylarsinate, (CH3)2AsNaO2.3H2O (Fluka)
and trimethylarsine oxide (TMAO, Hot Chemi-
cal) were dissolved in water. Solutions of arseno-
choline (AsChol), (CH3)3As+CH2CH2OHBr−

and arsenobetaine (AsBet), (CH3)3As+
CH2COO−, were supplied by the ‘Service Central
d’Analyse’, CNRS (Vernaison, France).

Phosphate buffers prepared from NaH2PO4

(Suprapur, Merck) and Na2HPO4 (Suprapur,
Merck) were used with the anion-exchange
column. Solutions of nitric acid 65% (Suprapur,
Merck) and ammonium nitrate (Merck, pro anal-
ysis) were used for mobile phases with the cation-
exchange column. Mobile phases were filtered
through a 0.22 mm nylon membrane.

Acetonitrile (gradient grade, Merck) and
dimethylsulfoxide (DMSO) were used for column
washing.

Peroxodisulfate solutions (K2S2O8, Fluka, pu-
rity\99.5%) were prepared in sodium hydroxide
(NaOH, Suprapur, Merck). Sulfuric acid at 10%
(H2SO4, Suprapur 96%, Merck) and sodium boro-
hydride (NaBH4, Fluka, tablets, purity\97%) in
NaOH (Suprapur, Merck), used for reduction
were prepared daily. The NaBH4 solution was
filtered through a 0.45 mm cellulose acetate
membrane.

Methanol (gradient grade for HPLC, Merck)
was used for extraction processes. Nitric acid 65%
(Suprapur, Merck) and hydrogen peroxide 32%
(Suprapur, Merck) were used to perform total
arsenic determinations.

C18 snap-cap cartridges (300 or 600 mg of sor-
bent, Lida) were used for clean-up.

2.3. Procedure for determination of total As

Five hundred milligrams of lyophilized mussel
tissue are placed in an open reflux vessel and
focused microwaves are applied. For each mate-
rial, three independent digestions are carried out.
The appropriate digestion program is adjusted by
addition of concentrated nitric acid and hydrogen
peroxide (see Table 2). The final digested solution
(a few ml) is diluted in water to 50 ml and filtered
before analysis by direct ICP/MS.

2.4. Procedure for extraction processes

Five hundred milligrams of lyophilized mussel
tissue and 20 ml of methanol/water (1:1) are
placed in an open reflux vessel. Focused mi-
crowaves are applied at 50 W for 5 min. After
decantation, the sample extract is centrifuged at
2500 rpm for 10 min to achieve the liquid–solid
separation. The resulting liquid extract is evapo-
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Fig. 1. LC-UV-HG-ICP/MS coupled system.

rated to complete dryness (12 h) at room tempera-
ture (all methanol must be removed before ion-ex-
change LC separation) and dissolved in 10 ml of
water. This dense solution is filtered through a
polysulfonic membrane with 0.2 mm of porosity
and a sample of filtered fraction is defatted by
clean-up. The C18 cartridge is conditioned by
passing (1 ml min−1) 5 ml of methanol and 5 ml
of water through the sorbent successively. Then, 5
ml of sample are passed through the clean-up
cartridge (1 ml min−1) and the resulting extract is
analysed with the LC-UV-HG-ICP/MS system.

2.5. Procedures for speciation analysis

A 20 ml volume of extract is injected onto the
ion-exchange column with the optimal gradient
and a flow-rate of 1 ml min−1. When the anion-
exchange column is used, the separation is
achieved at pH 6 with a gradient of two phos-
phate mobile phases, NaH2PO4/Na2HPO4, 5
mmol l−1 (sol A) and NaH2PO4/Na2HPO4: 100
mmol l−1 (sol B). The gradient programme is
then, 100% A for 2 min, decreasing to 50% in 0.1
min and maintained for 3 min, then increasing to
100% A in 0.1 min and maintained for 7 min. The
two mobile phases chosen to operate with the
cation-exchange column were HNO3 4 mmol l−1

(sol A) and HNO3 4 mmol l−1/NH4NO3 20 mmol
l−1 (sol B). The corresponding gradient is 100% A
for 2 min, decreasing to 20% in 0.1 min and
maintained for 4 min, then increasing to 100% A

in 0.1 min and maintained for 8 min. Columns are
equilibrated with the corresponding mobile phase
(sol A) for at least 60 min before analysis.

Then, the eluate is carried onto the photoreac-
tor with addition of peroxodisulfate solution and
then introduced into the hydride generation sys-
tem with addition of NaBH4 and H2SO4 solu-
tions. The final eluate reaches the gas–liquid
separator and is then transferred to ICP/MS de-
tector with the optimal argon flow. A scheme of
the coupled system is shown in Fig. 1.

3. Results and discussion

3.1. Photo-oxidation and hydride generation
conditions

The combination of the photoreactor volume
and the total flow of peroxodisulfate solution and
mobile phase (1.2 ml min−1), meant that the
sample was in contact with UV irradiation for 2
min. In these conditions, all arsenic species were
successfully transformed in As(V) before the hy-
dride generation step [25]. For this, the FIAS
system operated in continuous mode. When only
inorganic arsenic and methylated forms are
present in the sample, the photo-oxidation reac-
tion is not necessary because these species form
hydrides directly. However, excepted for As(III),
the signal obtained for methylarsines (in our con-
ditions) is worse than with photo-oxidation.



T. Dagnac et al. / Talanta 48 (1999) 763–772 767

To optimize hydride generation, we established
NaBH4 and H2SO4 flows to 3 and 5 ml min−1,
respectively. The AsBet responses without column
suggested the system sensitivity was proportional
to the NaBH4 concentration. But values above
0.5%, or higher flows affect gas–liquid separation
and cause plasma extinction. Sensitivity was not
improved by decreasing three times the reactor
volume in which reduction occurred. The reaction
rate of arsine formation is then very high. Taking
into account the total flow of reducing agent,
acid, peroxodisulfate and mobile phase, the resi-
dence time of arsines in the reactor was about 4 s.
The argon flow in the gas–liquid separator also
influenced the residence time and the dilution of
arsines in the reactor, transfer line and plasma.
The optimal argon flow was determined daily by
ICP/MS measurements of background levels of
arsenic. Thus, the hydride system consisted of
both reagents NaBH4 0.5% (in NaOH 0.25%) and
H2SO4 10%, with a PTFE reactor (900×1 mm
i.d) and the argon flow ranges between 0.70 and
0.80 ml min−1.

3.2. Quality parameters

Preliminary studies have been carried out with
the PRP X-100 column to test the repeatability of
the chromatographic responses (peak areas) of the
arsenic species. Responses of MMA, DMA,
As(III) and As(V) did not change after the analy-
sis of 50 biological extracts, whereas arseno-
choline and arsenobetaine responses were
affected. Furthermore, the excellent linearity of
these two compound responses without LC
column (R2=0.9991 and R2=0.9999, as a func-
tion of concentration), guaranteed the rest of
coupled system to be perfect. Repeated injections
of not defatted biological samples markedly
changed the column behaviour (Fig. 2). By con-
sidering the discrepancies between AsChol and
AsBet peak areas obtained with and without
column, curves derived from Langmuir isotherms
are adjusted (Fig. 3). The response linearity sug-
gested that adsorption processes were probably
involved. Hereby, the limits of detection (LOD)
were dramatically increased and quantification by
the method of standard additions gave erroneous

results. As a result, the column was treated in an
attempt to restore performance. The possible con-
taminants from sample matrix, such as fats and
oils, were removed by washing the column with
an acetonitrile /water solution (1/1) and several 20
ml injections of DMSO [26]. The perfect linearity
of AsChol and AsBet responses between 1 and
100 mg l−1 (R2=0.9989 and R2=0.9995), indi-
cated the column performance has been retrieved
after this cleaning. Performance was then moni-
tored before running extract analysis by injecting
an AsBet 0.5 ppb solution. The absence of the
AsBet peak on the corresponding chromatogram
indicated the need to clean the column as
described.

Quality parameters were determined for six spe-
cies with the entire coupled system. LOD were
calculated from concentrations corresponding to
the background level plus three times its standard
deviation (Table 3). The repeatability was calcu-
lated from five replicate injections of a sample
(Table 3). The LOD and repeatability for As(III)
were calculated by using the entire coupled system
but switching off the UV lamp. The quality
parameters for AsBet, MMA, DMA and As(V)
were obtained by using the gradient separation.

Fig. 2. Organoarsenical responses with the anion-exchange
PRP X-100 column.
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Fig. 3. Organoarsenical residual responses with the anion-exchange PRP X-100 column.

The LODs are much lower than those com-
monly encountered without the derivatization
process and ICP/MS detection [11,13,27,28]. The
highest values for the six compounds correspond
to AsChol and As(V) with 2.6 and 2.4 pg of As,
respectively. But during the As(V) elution, the
arsenic present in phosphate solutions causes the
background level to increase with the mobile
phase gradient. Moreover, the AsChol peak shape
can also explain its relatively high LOD. An
extremely low value of 0.5 pg is obtained for
As(III), due to its higher yield in arsine generation
than in As(V).

The repeatability, expressed as the % RSD val-
ues of peak areas, was calculated for each com-
pound with arsenic containing solutions of 4–7 mg
l−1, included of 50 and 100 times the LOD of
each species. The values obtained ranged from 1
to 3% and can be considered satisfactory, espe-
cially owing to the great number of parameters
governing the LC-UV-HG-ICP/MS system
performances.

3.3. Analysis with anion-exchange separation

The chromatograms corresponding to CRM
278 and BHM extracts are given in Fig. 4. The
separation between species is well performed with
our operating conditions. On the CRM 278 corre-
sponding chromatogram, six peaks can be num-
bered, whereas on BHM one, only five peaks are
observed. In both cases, arsenobetaine is the ma-
jor compound extracted, as expected, but the
presence of other cationic species cannot be ex-
cluded. An unknown compound (U1), with a
retention time very close to that of MMA, seems
to reach great proportions in both materials. Ac-
cording to Gailer and Larsen [6,7,29], an arsenic-
containing ribofuranoside such as a dimethyl-
arsinylriboside is the most likely structure for the
compound U1. Traces of MMA and of a cationic
species are observed in CRM 278. Traces of As(V)
and another unknown (U2) compound with a
retention time close to DMA one are present in
both materials. In an attempt to complete the
speciation of inorganic arsenic, an analy-
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Table 3
Quality parameters obtained with the LC-UV-HG-ICP/MS coupled system and a with 20 ml injection loop

ConcentrationsRepeatability RSDR2LODSpecies
(mg As l−1) (1–100 mg As l−1) (%) with peak areas (n=5) (mg As l−1)

3.12 4.7AsBet 0.065 0.99945
0.99967 1.77AsChol 0.13 5.9

0.670.99959 4.80.10DMA
7.12.51MMA 0.061 0.99961
7.41.13As(V) 0.12 0.99966
1.00.025 0.99994As(III)a 0.96

a Values acquired with the UV lamp switch off.

sis was carried out without photo-oxidation (Fig.
5). The absence of As(III) (coeluted with AsBet)
was demonstrated and only As(V), DMA, and
MMA could have been detected.

3.4. Analysis with cation-exchange separation

On the CRM 278 and BHM chromatograms
(Fig. 6), seven peaks can be observed but with
distinct relative proportions in terms of material.

In order to identify the corresponding com-
pounds, the retention times of seven arsenic spe-
cies were determined (the same previous six
species plus the TMAO). Moreover, the CRM 278
and BHM extracts were spiked with these same
substances. As suggested from the anion-exchange

Fig. 5. Chromatogram corresponding to BHM extract with
anion-exchange separation and without photo-oxidation. In-
jection loop of 20 ml and gradient of two phosphate mobile
phases at pH 6.

Fig. 4. Chromatograms corresponding to CRM 278 and BHM
extracts with anion-exchange separation. Injection loop of 20
ml and gradient of two phosphate mobile phases at pH 6.
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Fig. 6. Chromatograms corresponding to CRM 278 and BHM
extracts with cation-exchange separation. Injection loop of 20
ml and gradient of two nitric acid mobile phases.

3.5. Quantitati6e results

All the quantifications were obtained by the
method of standard additions on the extract frac-
tion previously defatted by clean-up. Quantitative
results are summarized in Table 4, which contains
the total arsenic values and the mass of each
arsenic species per gram of dry material. The
accuracy in total arsenic determinations for initial
mussel tissues is checked by analysing the CRM
278. The value obtained is very close to the cer-
tified one. Total extraction yields are calculated
by summing the mass of each extracted com-
pound and not by considering the total arsenic in
the residuals of extraction.

Concentrations of AsBet and coeluted cationic
compounds were calculated with AsBet additions
and U1 arsenosugar contents were calculated with
MMA additions. For CRM 278 and BHM mate-
rials, the yield of extracted arsenic were 41.1 and

Fig. 7. Chromatogram corresponding to BHM extract with
isocratic cation-exchange separation. Injection loop of 20 ml
and nitric acid mobile phase.

separation, As(V), DMA and AsBet were clearly
identified. The relative areas of the arsenosugar
U1 obtained with the PRP X-100 column indi-
cated it was here eluted between the two methy-
lated compounds. As described in recent studies
with cation-exchange separation on bivalve ex-
tracts [7,29], U1 is probably a phosphorous-con-
taining arsenosugar. Additionally, an isocratic
elution (with sol A) of the BHM extract was
performed to optimize the separation of cationic
compounds. Without the mobile phase gradient,
the run time was then extended to 25 min, but
two retained coeluted cationic compounds were
separated (Fig. 7). The unknown species U3 might
be another dimethylarsinylriboside of low molecu-
lar weight and with hydrolyzed structure. The
next compound eluted showed the same retention
time as AsChol and the presence of this com-
pound has been reported in mussels [12] but with
a very low concentration (30 ng g−1). Finally,
none cationic unknown compound is eluted with
the TMAO retention time.



T. Dagnac et al. / Talanta 48 (1999) 763–772 771

Table 4
Quantitative results for arsenic extraction in mussel tissues

U1 As(V)Mussel material AsBet + cationic Total AsDMA Extraction yield
(mg g−1)(%)b(mg g−1)species (mg g−1) (mg g−1)(mg g−1)

41.194.3 5.85a90.02CRM 278 1.4090.24 0.52990.078 0.37490.028 0.12090.031
87.193.7 10.5190.08BHM 7.4590.37 0.24790.037 1.3890.10 0.08090.012

a CRM 278 certified value: 5.990.2 mg g−1.
b Resulting from the sum of species mass.

87.1%, respectively. The value for CRM 278 is
close to other results obtained with this material
(46.4%) with successive ultrasonication and cen-
trifugation steps as extraction process [22]. How-
ever in the present study, the time of sample
preparation by using focused microwaves is ex-
tremely reduced.

In an attempt to explain the wide difference
between the arsenic extracted in the two materi-
als, each step of material preparation could be
discussed. For instance, BHM were not sub-
jected to high temperatures whereas the CRM
278 mussels were cooked under pressure at
120°C [30]. Thus, none rigorous comparison of
extractable arsenic is possible in these mussel tis-
sues. However, the number and the nature of
species appear to be similar irrespective of the
both mussel materials. In addition, a first ap-
proach of the species recuperation on BHM
after clean-up showed 15% of arsenic com-
pounds was lost. A more complete study will be
presented elsewhere for each species.

These results confirm that AsBet (and minor
cationic products) is the main species, especially
in BHM. In this case, a quantitative approach
was performed by using the cation-exchange
column and the cationic species ratio (AsChol+
U3) reaches 7% of the previous estimated AsBet
amount (with anion-exchange column). The pro-
portion of arsenosugar (U1) is significant in
both materials (15%) and analogous to DMA
ratio in CRM 278 mussels; but DMA appears
with low concentration in BHM.

4. Conclusions

The LC-UV-HG-ICP/MS coupled system has
been here demonstrated to be very powerful for
arsenic speciation in mussel tissues. The limits of
detection are much lower than those commonly
encountered without derivatization process be-
fore ICP/MS detection. The use of both anion-
exchange and cation-exchange separations is
recommended for better identification of the
species. However, the study emphasized that the
PRP X-100 column performance was altered by
repetitive analysis of raw biological extracts. We
suggest an alternative method based upon the
systematic clean-up of the extract previous to
analysis to avoid column alteration.

The two main species extracted from both
mussel materials are AsBet and an unknown
organoarsenical compound, likely a phospho-
rous-containing arsenosugar. Quantitative extrac-
tions were performed by focused microwave-
assisted leaching which dramatically reduced the
time of sample preparation. The extractable ar-
senic in the CRM 278 was found to be close to
the results previously obtained for this material.
The optimisation of arsenic extraction in mus-
sels is in progress by investigating the influence
of microwave power and residence time in the
microwave field.
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Abstract

Raman spectroscopy has been applied to the analytical determination of inosine nucleoside in nucleotides. Spectral
characteristics of aqueous solutions of lithium, potassium and magnesium salts of inosine 5%-monophosphoric acid are
described. Two characteristic bands located at 1553 and 1593 cm−1 whose frequencies are not sensitive either to the
nucleotide concentration or to alkaline cations present in the medium, have been used for this purpose. The
concentration ranges over which the method was applicable were 2.5–80 and 11.5–80 mg ml−1 of inosine using the
1553 and 1593 cm−1 bands, respectively, with relative standard deviations of 2.5 and 4.0% and detection limits of
0.25 and 1.16% (w/w). As the above bands are not generated by the standard nucleobases, this method can be applied
to the quantitative determination of inosine in transfer ribonucleic acids. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Inosine; Raman spectroscopy; Organic analysis; Nucleotides

1. Introduction

Inosine is a guanine derivative without the
N(2)H2 amino group and is also a constituent of
some transfer nucleic acids in which it is thought
to occupy the 5%-terminal position in a number of
anticodon triplets [1].

The Raman analytical characterisation of this
nucleoside rests, hence, on the fact that the physi-
ological role of these nucleic acids is dependent on

the chemical composition of the polynucleotide
chains and their local structures. The use of Ra-
man spectroscopy for the above analytical pur-
pose requires a detailed understanding of the
vibrational modes and the influence of the ionic
medium on their frequencies and intensities. As
metal ions such as alkali and alkaline earth metal
ions are present in the body, nucleic acids and
nucleotides may occur as complexes coordinate
with the above ions. In a previous work dealing
with crystalline metal salts of inosine 5%-
monophosphoric acid [2], some Raman bands
were found to be influenced by the binding of

* Corresponding author. Tel.: +34 1 5616800; fax: +34 1
5645557; e-mail: pcarmona@pinar1.csic.es

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Raman spectrum of K2(IMP).5H2O in aqueous solution, 30% (w/w). The asterisked band corresponds to KNO3 used as
internal standard.

some alkaline and alkaline earth metal ions. This
is particularly true for the imidazolic band located
near 1480 cm−1 and the nsPO3

2− band appearing
in the 1000–900 cm−1 range. Generally speaking,
metal cation-nucleic acid interactions and their
effects on nucleic acid structure have been investi-
gated by a variety of techniques including circular
dichroism, UV-visible, NMR and vibrational
spectroscopy [3–10].

Raman spectroscopy has the capability of
showing many nucleoside bands and revealing
metal binding sites. In addition, an advantage of
Raman spectroscopy, besides of being a non-de-
structive technique, is that water (the biological
medium) is a good solvent because of its weak
Raman scattering. This technique, hence, is em-
ployed here for the determination of inosine in
nucleotides in aqueous solution, which requires
the previous knowledge of Raman bands non-per-
turbed by metal cation-nucleotide interactions. In
this connection, aqueous solutions of Li(I), Na(I),
K(I) and Mg(II) salts of inosine 5%-monophospho-
ric acid have been used to assess also binding sites
and to use an appropriate characteristic Raman
bands for the quantitative estimation of inosine.
Apart from the fact that these nucleotide salts are
soluble in water, their cations are used to be the
counter ions with charge opposite to that of nu-
cleic acid phosphate groups, which justifies the

study of aqueous solutions of these compounds.
To our knowledge, no previous work dealing with
the determination of inosine in nucleotides or
nucleic acids using Raman spectroscopy has been
carried out.

2. Experimental

2.1. Sample preparations

All chemicals were analytical-reagent grade or
equivalent and were used without further purifica-
tion. Inosine 5%-monophosphoric acid, H2(IMP),
was purchased from Sigma Chemical and was
used as supplied.

The Li(I), Na(I) and K(I) salts of H2(IMP) were
prepared by the addition of the respective hydrox-
ide solutions to hot solutions (45°C) of the free
H2(IMP) acid to obtain a 1:1 acid to hydroxide
mole ratio. Ethanol was, then, added drop by
drop in order to induce the precipitation of
Li2(IMP).3H2O, Na2(IMP).8H2O and K2(IMP).
5H2O. The magnesium salt, Mg(IMP).3H2O, was
prepared by the same procedure as mentioned
above, but without addition of ethanol. All of
these compounds are soluble in water and were
characterised by means of elemental analysis.
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Table 1
Raman bands observed for metal salts of inosine 5%-monophosphoric acid in aqueous solution

AssignmentCompound

K2(IMP) Mg(IMP)Li2(IMP) Na2(IMP)

1689 m nC.O1692 m 1692 m 1692 m
1593 m 1593 m1593 m 1593 m n Six-membered ring

1553 vs1553 vs n Six-membered ring1553 vs1553 vs
1518 m 1518 m 1518 m n Purine ring1518 m

1474 m 1470 m1473 m 1474 m nN(7)—C(8)+dC(8)—H
1420 m1422 m n Purine ring1422 m1421 m
1380 m n Purine ring1381 m 1380 m 1380 m

n Purine ring1350 m1350 m1350 m1350 m
1321 m 1322 m1322 m 1321 m n Purine ring
1135 w 1135 w1136 w 1135 w nC—O+nC—C ribose

nC—O+nC—C ribose1076 w1073 w1073 w1072 w
nsPO3

2−985 vw978 s 978 s 978 s
930 sh nPO3

2−

916 w909 w nC—O+nC—C ribose909 w910 w
880 w nC—O+nC—C ribose882 w 876 w 876 w

nC—O+nC—C ribose850 w850 w850 w850 w
820 w 822w820 w 820 w nP—O
735 sh 735 sh735 sh 735 sh Purine ring+ribose

724 s723 s Purine ring+ribose723 s723 s
628 w 628 w628 w 628 w Ribose

s, Strong; vs, very strong; m, medium; w, weak; sh, shoulder.

2.2. Raman spectroscopy

Raman spectra were measured on a Jobin–
Yvon Ramanor U-1000 spectrometer with the
514.5 nm excitation line from a Spectra-Physics
model 164 argon ion laser. Signals from a photo-
multiplier tube obtained through photon-counting
electronics were fed to a Tandon personal com-
puter for storage, display, plotting and processing.
The acquisition time per spectral element was 1 s
and each spectrum, measured in the 1800–500
cm−1 range, consisted of 1300 data points. The
spectrometer resolution was generally set to 3
cm−1 and the band frequencies, calibrated with
plasma lines from the laser, were accurate to
within 91 cm−1. Samples were transferred into
glass capillary tubes and their spectra were ob-
tained from the average of at least five scans. The
excitation power was controlled at about 200 mw
for each aqueous solution. Spectral data were
generated in binary code and converted in ASCII
for processing in standard graphics software.

Quantitative analysis was carried out to evalu-
ate inosine nucleoside. For calibration, standard
aqueous solutions containing K2(IMP).5H2O were
prepared, and the concentration range used was
between 5 and 30% (w/w). In order to apply this
method to evaluation of inosine nucleobase in
polynucleotides, the calibration graphs are given
in function of nucleobase weight percentage. The
intensity of the bands characteristic of inosine
residue was measured relative to the 1048 cm−1

band of KNO3 which was used as internal stan-
dard at 1 M concentration.

3. Results and discussion

3.1. Spectral analysis of the solutions

The observed Raman bands of an aqueous
solution of the potassium salt of H2(IMP) (Fig. 1)
are listed in Table 1. Due to the nature of vibra-
tional modes we present the results in three dis-
tinct spectral regions.
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Fig. 2. Raman spectra in the 1750–1400 cm−1 region of (from top to bottom) Li2(IMP).3H2O, K2(IMP).5H2O and Mg(IMP).3H2O
in aqueous solution, 30% (w/w).

Most of the observed bands in the 1800–1200
cm−1 region are due to the in-plane vibration
modes of inosine base. The band near 1692 cm−1

is usually assigned to the nC(6).O motion. This
frequency can be considered as due to this nucle-
obase vibration itself in the absence of any inter-
action with metal cations, as previously shown [2]
for the sodium and potassium salts of H2(IMP).
This and the other visible bands of sodium and
potassium salts in aqueous solution appear practi-
cally at the same frequencies (Table 1). The
nC.O band of these two salts, however, shifts to
1689 cm−1 for aqueous solutions of the magne-
sium salt (Fig. 2). The 1593, 1553 and 1518 cm−1

bands do not exhibit any significant intensity
change and frequency shifting as a function of the
cation present in solution and have been assigned
to hexagonal ring stretching vibrations [11,12].
Therefore, these bands seem to be good candi-
dates to be used for the quantitative estimation of
inosine. Unlike these bands, the one with medium
intensity appearing near 1472 cm−1 shifts to
lower frequencies in the presence of magnesium
ions (Fig. 2). Since this band was assigned to the
purine ring N(7)—N(8) stretching and C(8)—H
bending vibrations, cation binding throughout the
N(7) site perturbs this band. The N(7)-binding of
the Mg(II) ion was also demonstrated by proton
NMR results obtained in DMSO solution [13].

The medium intensity bands centred at about
1420, 1380 and 1322 cm−1 were assigned to the
purine ring vibrational frequencies [12], the latter
remaining practically with the same frequency and
relative intensity in the presence of different alka-
line cations (Figs. 1, 3 and 4). However, this band
is considerably overlapped with another one lo-
cated near 1350 cm−1 and is not characteristic of
this nucleoside. Thus, guanosine spectra show a
vibrational mode very near this frequency [12] and
consequently the Raman line at 1322 cm−1 can
not be used for quantitative determination of
inosine.

The Raman spectra in the 1200–800 cm−1

range are dominated by phosphate and ribose
vibrations, one of the most prominent bands be-
ing that generated by the nsPO3

2− motion. This is
located near 980 cm−1 (Figs. 1 and 3) in the
spectra of aqueous solutions of the alkaline salts.
In contrast, this nsPO3

2− medium intensity band
commonly observed in these compounds de-
creases drastically in the solution of the magne-
sium salt (Fig. 4, Table 1). This results from the
removal of the PO3

2− symmetry, probably caused
by direct metal–phosphate binding. This struc-
tural detail is in agreement with a previous study
of this salt in the solid state [2].

The conformational structure of the ribofura-
nose ring is not affected by the different cations.
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Fig. 3. Raman spectrum of Li2(IMP).3H2O in aqueous solution, 30% (w/w).

Fig. 4. Raman spectrum of Mg(IMP).3H2O in aqueous solution, 30% (w/w).

The Raman spectra of these compounds show a
nP-O phosphoester band of medium intensity
near 820 cm−1, this frequency value falling in the
range which is characteristic of the C(2%)-endo
ribofuranose ring conformation [14]. Previous
studies of aqueous solutions of nucleotides [1] also
revealed that this ribofuranose ring conformation
is favoured for purine nucleotides. The shoulder
at 735 cm−1 is generated by the C(2%)-endo-anti
conformation of inosine [2]. However, this band
overlaps with the adenine ring-breathing band
appearing near 730 cm−1 and is not appropriate
for quantitative determination of this inosine
structure.

3.2. Quantitati6e study

Although curve-fitting of the spectral profiles in
the 800–700 cm−1 range provides relative intensi-
ties of the 735 cm−1 band for quantitative estima-
tion of the C(2%)-endo-anti conformation, this
would not be feasible for polynucleotides contain-
ing adenine, due to the band overlapping de-
scribed above. Therefore, the 1553 and 1593
cm−1 bands are more appropriate from the point
of view of the quantitative determination of
inosine nucleoside. Moreover, the relative intensi-
ties of these bands per mol of solute are not
affected by the nucleoside concentrations used
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Fig. 5. Calibration graph of inosine nucleoside using the 1553 cm−1 Raman band. Data also present s values at each point.

Fig. 6. Calibration graph of inosine nucleoside using the 1593 cm−1 Raman band. Data also present s values at each point.

here. This can be said because normalisation of
solution spectra of different concentrations leads
to spectral profiles having the same relative inten-
sities. As these two bands are common to differ-
ent ribofuranoside conformational structures, the
method described here is intended for quantitative
estimation of total inosine in aqueous solutions of
nucleotides.

The calibration graphs (Figs. 5 and 6Table 2) fit
the least squares equations: I1553=0.142c+0.018
and I1593=0.033c−0.009, where c is inosine con-
centration expressed as weight percentage of nu-
cleobase, and I1553 and I1593 are the intensities of
the 1553 and 1593 cm−1 bands relative to the
intensity of the band at 1048 cm−1 due to potas-
sium nitrate used as an internal standard. The
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Table 2
Analytical parameters

1553 cm−1 1593 cm−1Parameter
band band

0.142 0.033Slope
0.018 −0.009Intercept

Correlation coefficient 0.982 0.989
1.160.25Detection limit

(% w/w)
sr (%) 2.5 4.0

concentration levels of 1.30, 2.61, 3.92, 5.23, 6.54
and 7.84% (w/w). The values of this parameter are
represented as error bars on the intensities in Figs.
5 and 6, and the mean values of the relative
standard deviations (sr) were found to be about
2.5 and 4.0%.

3.3. Applications to nucleotide mixtures

As inosine nucleoside is present in ribonucleic
acids, a detailed study of interference effects was
carried out with respect to nucleosides constitut-
ing these nucleic acids. As Fig. 7 shows, the
inosine nucleotide Raman band at 1553 cm−1 is
well separated from the adenosine and cytidine
nucleotide bands near 1578 and 1529 cm−1, re-
spectively. There can be, however, a very small
overlapping between the 1553 cm−1 inosine nu-
cleotide Raman band and the 1575 cm−1 one
originated by guanosine nucleotides. Therefore,

detection limit, defined as the concentration that
produces a peak height two times that of the
background noise, was 0.25 and 1.16% (w/w) for
the 1553 and 1593 cm−1 bands respectively. The
precision (repeatability) of the Raman spectral
measurements (noise) was determined as the stan-
dard deviation (s) for four independent determi-
nations of each standard solution at the

Fig. 7. Raman spectra of aqueous solutions (30% w/w) of mononucleotides: (From top to bottom) inosine 5%-monophosphate,
potassium salt; guanosine 5%-monophosphate, sodium salt; adenosine 5%-monophosphate, sodium salt; cytidine 5%-monophosphate,
sodium salt; and uridine 5%-monophosphate, sodium salt.
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we have studied the influence of guanosine 5%-
monophoshate (GMP) by preparing aqueous so-
lutions of 0.01 M inosine 5%-monophoshate (IMP)
and by increasing the concentration of the GMP
potential interferent to give an error of 93% in
the analytical Raman inosine signal at 1553
cm−1. The maximum tolerance ratio, expressed as
the maximum GMP/IMP molar ratio tested, was
found to be 25. Therefore, the selectivity of the
method is good and permits the sensitive determi-
nation of inosine nucleoside, either in real samples
of mononucleotide mixtures resulting from a pre-
vious hydrolysis of transfer ribonucleic acids or in
these ribonucleic acids themselves, where the
GMP/IMP molar ratio is not as high as 25. A
preconcentration of biological samples is needed,
for sensitivity reasons of this Raman technique,
so that the inosine nucleotide concentrations fall
in the above range. The sensitivity, however, can
be significantly improved with multichannel detec-
tors.

In conclusion, on the basis of measurements
from the Raman spectra for aqueous solutions of
alkaline and alkaline-earth metal salts of inosine
5%-monophosphoric acid, the 1553 and 1593 cm−1

Raman bands appear to be characteristic of
inosine nucleoside and well separated from those
of standard nucleobases. As these bands are gen-
erated by six-membered ring vibrations and cation
binding occurs at the imidazolic N(7) position,
these bands are not influenced by cations in bio-
logical medium where alkaline and alkaline-earth
ions are present in proportions higher than 98%.
Determinations of inosine were performed in
standard solutions of the above mononucleotide.
It was found that inosine concentrations can be
calculated from the Raman spectra with an aver-
age relative error of about 3%, and such determi-
nations were also found to be feasible for
solutions in which the concentrations are in the

range 2.5–80 mg ml−1 and 11.5–80 mg ml−1

using the 1553 and 1593 cm−1 bands, respec-
tively. As these bands are not present in the
spectra of the standard nucleobases, the above
method can be applied for the quantitative deter-
mination of inosine in transfer ribonucleic acids.
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Abstract

A broad chemometric study was made on structural data from non-fused and non-p-complexed pentafulvenes
obtained both from the Cambridge structural database (CSD) and from several studies to synthesise new fulvene
compounds. Three main differentiated pentafulvene groups can be established considering bond distances extracted
from the CSD database. Structural data for the new 1-mono and 1,4-disubstituted 2,3,6-trioxypentafulvenes and
1,4-disubstituted-6-amino-2, 3-dioxypentafulvenes reveal different structural behaviours due to their high functional-
ity. The chemometric techniques employed comprise principal component analysis, cluster analysis, selection of
essential variables (Procrustes rotation) and isoprobability curves, all of them giving essentially the same general
chemical conclusions. © 1999 Published by Elsevier Science B.V. All rights reserved.

Keywords: Pentafulvenes; Principal component analysis; Isoprobability curves; Selection of variables

1. Introduction

Pentafulvene is an isomer of benzene but with a
very different electronic structure. In particular,
its ground state presents a strong polyolefinic
character as compared to the aromaticity associ-
ated to the benzene ring. The p-conjugation de-
gree in substituted pentafulvenes is markedly
dependent on the chemical nature of the sub-

stituents. For example, 6-alkyl or 6-arylsubsti-
tuted pentafulvenes are polyolefinic whereas
6-aminosubstituted pentafulvenes have a partial
cyclic electronic delocalisation. Because of this,
pentafulvenes have been studied from a theoreti-
cal point of view. On the other hand, these com-
pounds have been widely used in the synthesis of
unsaturated polyciclic systems and organometal-
lics. Recently, the non-linear optical properties of
some of them have been analysed.

Besides the importance of the study of the
fulvenic skeleton to gain knowledge on its elec-
tronic distribution and, so, on its chemical reac-
tivity and some other properties, there are not

* Corresponding author. Tel.: +34 81167000; fax: +34
81167065; e-mail: andrade@udc.es

1 Part of this work was previously presented as an Invited
Lecture (JMA) at the 5th. Symposium on Analytical Sciences,
Nice, June 2–4, 1997.
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many works covering the fulvene structural (geo-
metrical) data [1]. This situation is, indeed, in
contradiction with the important works related
with either its synthesis and reactivity data [2–7].

Consequently, in the present paper we made use
of one previous, exhaustive bibliographical com-
pilation [8] to get data for non-fused pentafulvene
structures providing they were obtained using dif-
fraction techniques. The Cambridge structural
database (CSD database)—version 5.09, April
1995—was considered with great detail [8].

A first search was made considering connectiv-
ity, i.e. searching for structures containing the
core pentafulvene structure as it is plotted with
alternated single and double bonds. Several re-
strictions had to be taken in order to avoid fused
fulvenes (e.g. benzofulvenes or pentalenes). Fulve-
nes belonging to p-complexes were also discarded.
A second additional search was to look for one
ring formed by five atoms of carbon showing sp2

hybridisation and which is linked to another sp2

atom of carbon. Several substituted cyclopentadi-
ene molecules containing fulvenic structures were
found.

Unfortunately, not all the structures we have
found were described with enough quality to in-
clude them in a statistical study of their geometric
parameters. Here, only those structures attaining
several prerequisites: the (average) intensities
should have been measured using a difractometric
analysis and with a good fitting index, R(F)5
0.075, as well as showing good precision on the
bond distances (sC�CB0.01 Å). The 35 structures
finally considered in this work are summarised in
Table 1. Also shown in Table 1 is the pentaful-
vene skeleton, from which the six bond distances
considered through the present work are C1�C2,
C3�C4, C5�C6, C2�C3, C1�C5 and C4�C5.

Additionally to the fulvenes obtained in the
CSD-database, an additional set of 13 substituted
molecules based on the fulvene structure has been
considered. All of them where synthesised from
1972 up to now by one working group at the
Institut Quimic de Sarria (IQS) facilities [9–14].
They are 1-mono and 1,4-disubstituted 2,3,6-tri-
oxypentafulvenes and 1,4-disubstituted-6-amino-
2,3-dioxypentafulvenes (the last 13 structures in
Table 1, labelled as IQS). All the detailed struc-

tures, raw data and some chemical ideas have
been presented in the paper mentioned above [8]
and, so, it was decided not to repeat them here.

Without doubt, to relate the electronic proper-
ties to the structural data is an important point
for establishing (maybe, predict) chemical and
physical behaviours. Accordingly, and with the
aim of getting a deep insight onto the underlying
groups of compounds (different skeletal charac-
teristics), several chemometric techniques were ap-
plied. The first stages involved the CSD dataset
whereas the last ones where made considering the
new substituted pentafulvenes, also. First, a prin-
cipal component analysis (PCA) was made to
determine variable relationships and differences as
well as to visualise sample groups (if any). Then,
cluster analysis is applied to sharply define the
sample subsets and to confirm the PCA
conclusions.

After these two studies and once the existing
groups have been defined, a natural step forward
could be to select the minimum set of original
variables which best account for sample differ-
ences. Finally, a simplified algorithm to classify
new samples into pre-existing groups (namely,
isoprobability curves) was used considering the
structural data of newly-synthesised substituted
pentafulvenes in order to see if their behaviour
correspond to some pre-defined type of fulvenes.

2. Multivariate analyses of the Cambridge
structural database (CSD)

2.1. Principal component analysis

The CSD data set formed from the searching
strategies consisted of 35 samples. Regarding the
original variables, two groups of structural char-
acteristics were analysed: bond angles and bond
distances, being the results presented here those
considering the six bond distances. Previous stud-
ies made using the angles data set did not conduct
to satisfactory conclusions [8].

Autoscaling was selected as data pretreatment
in order to avoid that bond distances with larger
variances would obscure the general trends.
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Table 1
Summary of the fulvenic structures used in the present studies

Origin Ref. codea CommentsSample c

CSD BIFTOZ Polyolefinic1
Polyolefinic with some cyclic delocalisationBPYCPY102 CSD

CSD CBCYIQ103 Polyolefinic with some cyclic delocalisation
CSD CBPYHP4 Polyolefinic with some cyclic delocalisation

CLFULV01 PolyolefinicCSD5
CSD CPPCPD106 Not clearly defined, polyolefinic

DACNCP Extended delocalisation7 CSD
CSD DBNCPD108 Extended delocalisation
CSD DMAFUL9 Cyclic delocalisation (p-donors in C6)

FMAFUL10 Extended delocalisation10 CSD
CSD FULHPF11 Polyolefinic

GEZKOL Polyolefinic with some cyclic delocalisationCSD12
CSD HFULCA13 Extended delocalisation

JEDAIC Polyolefinic14 CSD
CSD JEHHEJ15 Polyolefinic with some cyclic delocalisation

PolyolefinicCSD16 JEJDAD
CSD JENNIZ17 Polyolefinic
CSD KAPBOS18 Polyolefinic with some cyclic delocalisation

KEMPAT Polyolefinic with some cyclic delocalisationCSD19
KICYOK Polyolefinic20 CSD

PolyolefinicKUMRIT21 CSD
CSD LAGLAG22 Cyclic delocalisation
CSD MOXCPA23 Extended delocalisation

MPYBRA It has a great electronic delocalisationCSDOutlier
NMEFUL Cyclic delocalisation (p-donors in C6)24 CSD

Extended delocalisationPALDIM25 CSD
QQQACM01 Cyclic delocalisation (p-donors in C6)26 CSD
SATNIK Polyolefinic27 CSD

CSD SENDUK28 Polyolefinic with some cyclic delocalisation
Not clear, cyclic delocalisationCSD29 VAFREZ

VARYUI Polyolefinic with some cyclic delocalisation30 CSD
CSD VARZOD31 Polyolefinic with some cyclic delocalisation

VAVHIJ PolyolefinicCSD32
VAXWUM Polyolefinic33 CSD

PolyolefinicVERSIU34 CSD
IQS FEC-MAN35 Cyclic delocalisation
IQS FEE-AN36 Cyclic delocalisation

Cyclic delocalisationFEE-COA37 IQS
FEE-MA Cyclic delocalisation38 IQS

IQS FEE-SBA39 Cyclic delocalisation
MMFEE-MAN Cyclic delocalisationIQS40

IQS MMFEE-DAN41 Cyclic delocalisation
MMFEE-MA Cyclic delocalisation42 IQS

IQS FEE43 Polyolefinic
PolyolefinicIQS44 MFEE

MACF-M Polyolefinic45 IQS
MAFE Polyolefinic46 IQS

IQS MMFC-M47 Polyolefinic
Codification of the bond distances for the fulvene structures

The column labelled ‘Comments’ summarises the main chemical behaviour.
(+) Synthesised at the IQS-facilities.
a CSD reference code.
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Fig. 1. Distinctive electronic delocalisation proposed for MPYBRA (the outlying sample for the CSD dataset).

After one previous study, sample c24-named
MPYBRA-presented quite high score figures
when plotted against all the remaining samples
and, so, it was considered to be an outlier; it was
discarded and the PCA was repeated. MPYBRA’s
outlying behaviour reveals that its structure must
be quite different from the other ones. Therefore,
a distinctive ring electronic delocalisation has to
be proposed given rise to three canonical forms
that can be considered for understanding this
structure and its behaviour (Fig. 1).

Table 2 presents the unrotated loadings derived
from the final PCA. It can be observed that PC1
is strongly related to the overall six variables
though an interesting pattern should be noted.

Double bonds (vars. B3, B4 and B6) load positive
weights, whereas single bonds (vars. B1, B2 and
B5) load negative values. Clearly, there is an
opposition between single versus double bonds
(Fig. 2).

The second PC is mainly related to B1 (C1�C5
bond) which revealed that this bond had a differ-
ent particular variation as it was confirmed when
the original data was studied.

PC3 is related to the C5�C6 bond, revealing
that it has a special variability we should account
for (Fig. 2) and that it can represent the molecules
with extended delocalisation.

Fig. 3 shows a very interesting pattern when
scores are plotted. There is a distinct group
(marked with cube icons) grouping all the samples
whose chemical behaviour can be defined as most
similar to the non-substituted fulvene, i.e. like
polyolefinic structures. Sample c6, namely CP-
PCPD10, is a bit far from the main group. This
compound shows a clear bond alternation but with
smaller single- double bond length differences. This
fact implies a greater contribution of the polar
canonical forms in the structure description (Fig.
4) although it has to be maintained in the ‘poly-
olefinic’ group.

The ‘polyolefinic group’ is formed also by
BIFTOZ, CLFULV01, FULHPF, GEZKOL,

Table 2
Unrotated loading factors for the CSD database (after exclud-
ing MPYBRA)

Variable (code) PC1 PC2 PC3

C1.C2 (B4) −0.1700.3290.866
0.895C3.C4 (B6) 0.247 −0.249

C5.C6 (B3) 0.921 0.015 −0.088
−0.835 0.133 −0.503C2—C3 (B5)
−0.577C1—C5 (B1) 0.778 0.229
−0.927 −0.043 −0.176C4—C5 (B2)

7.2513.2571.49Explained variance (%)
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Fig. 2. Loading distribution in the PC1–PC2–PC3 subspace for the six original variables.

JEDAIC, JEHHEJ, JEJDAD, JENNIZ, KAP-
BOS, KEMPAT, KICYOK, KUMRIT, SAT-
NIC, SENDUN0 , VARYUI, VARZOD, VAVHIJ,
VAXWUM and VERSIU. Some score ranges can
be imposed for this group: PC1 ranges from 0 to
−2; PC2, from −1.5 to 1.25 and PC3 from −1
to 1.5.

The second group (cone icons, Fig. 3) is formed
by BPYCPY10, CBCYIQ10, CBPYHP, DMA-
FUL, LAGLAG, NMEFUL, QQQACM01,
VAFREZ and, eventually, FMAFUL10. They
have slightly different structural characteristics al-
though the main point in common is that all of
them exhibit some cyclic delocalisation. There-
fore, we might call this group ‘cyclic conjugation’.

Sample c10, FMAFUL10, seems to be rather
different from its ‘partners’ and further comments
can be presented. It possesses geometric charac-
teristics close to the samples forming the third
group (explained below) except that the two sub-
stituents in C1 and C6 imply a certain degree of

molecular asymmetry and, consequently, resulting
in larger bond distances (getting close similarity to
the second group). This sample is not definitely
assigned to one group into the PCA subspace
lying between cyclic delocalisation and extended
delocalisation. We think it would be better
classified into the former group.

The score values for the cyclic group are: PC1
ranges from 0.75 to 2; PC2, from 0.4 to 1.5 and
PC3, from 0 to 1.5.

The third group of the CSD samples comprises
DACNCP, DBNCPD10, HFULCA, MOXCPA
and PALDIM. All of them have characteristics of
p-delocalisation in the carbon atom C6. In these
compounds, an extended conjugation is also
present but it is not cyclic. All five present hydro-
gen bonds, either symmetrical (DACNCP and
DBNCPD10) or asymmetrical (PALDIM, MOX-
CPA, HFULCA). The scores intervals are: PC1,
from 1.25 to 2.5; PC2, from 0 to −2.5 and PC3,
from 0 to −0.5.
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Fig. 3. Scoreplot for the CSD dataset where the three main groups of fulvenes are fairly well characterised.

The main difficulty when studying the three
groups is that samples c10 (FMAFUL10) and
c26 (QQQACM01) are too close to the ex-
panded delocalisation group. This is not so
strange as discussed above for FMAFUL10 and
because QQQACM01 presents a rather important
wringing (34°) and an exocyclic bond enlarge-

ment. Therefore, samples c10 and c26 are hard
to classify following a single chemometric crite-
rion. According to the chemical structures and
taking into account all the considerations we have
presented, we decided to include both of them in
the cyclic delocalisation group since it comprises
several slightly different types of molecules.

2.2. Cluster analysis

Cluster analysis was used as a way to confirm
the three groups of the CSD data. Fig. 5 depicts
the dendrogram obtained using the Euclidean dis-
tance as a measure of similarity (autoscaling the
original data matrix) and the average linkage
method as the clustering method. Essentially iden-
tical results were obtained using the first score

Fig. 4. Proposed structure for CPPCPD10 (CSD sample c6)
which has an intermediate behaviour from the polyolefins and
the cyclic delocalisation.
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Fig. 5. Cluster analysis for the CSD dataset: P, polyolefinic; CD, cyclic delocalisation; ED, extended delocalisation.

coordinates as variables or when using the k-means
algorithm (dendrograms not presented here).

The dendrogram depicts a clear differentiation
between the polyolefinic samples (cluster P) and all
the remaining samples suffering from electronic
delocalisation. Cluster P reveals that some samples
showing a ‘typical polyolefinic behaviour’ (from
BIFTOZ to JEJDAD) are slightly different from
the other ones where some cyclic delocalisation can
be observed (from CPPCPD10 to VAVHIJ). Un-
fortunately, such differentiation is not sharp since
VAXWUM, VAVHIJ and VERSIU (a priori typ-
ical of the polyolefinic behaviour) have been in-
serted onto the subgroup on the right side. Clearly,
sample c6 (CPPCPD10) belongs to the poly-
olefinic cluster, as the score plot suggested.

Cluster CD (cyclic delocalisation) confirms that
QQQACM01 and FMAFUL10 were correctly
evaluated when explaining the PCA-scores and it
comprises all the samples belonging to this class.

Cluster ED (extended delocalisation) groups all
the samples with a clear extended delocalisation
behaviour.

2.3. Selection of the most significant 6ariables

After identifying several groups of samples, a

‘natural’ step forward could be to concentrate only
on those variables which better differentiate such
groups. Without doubt, as chemists, we are more
interested in working with original variables rather
than with abstract variables as, e.g. principal com-
ponents. One of the most powerful techniques to
carry out this task is Procrustes rotation, which was
already used to deal with industrial [15] and envi-
ronmental data [16]. It could be briefly summarised
as a technique that excludes original variables on
the grounds of redundancy. Each variable is deleted
in turn, a new principal component subspace is
recalculated and compared with the original one by
means of translation, rotation and stretching and
residuals are summed up. The variable giving the
less amount of residuals is the less influential one
and can be discarded. The process is repeated until
q variables are kept (q equals the optimum number
of PCs). In this work no spectacular results should
be expected since there are only six initial variables
to deal with, better benefits would be obtained if
more variables were to be considered in other
works.

Three components were considered for descrip-
tive purposes in the previous studies (Table 2)
and, moreover, it was also found that this same
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Table 3
Prediction of the IQS-fulvenes behaviour using isoprobability curves after modelling with the CSD structural database, % of
probability for each sample and type

‘a priori’ type Class predictionIQS-Sample

Extended delocalisation Cyclic delocalisation Polyolefinic

14.720.00Cyclic delocalisation 0.381
0.00 0.002 Cyclic delocalisation 0.38
0.00 0.303 Cyclic delocalisation 0.01

0.990.00 0.00Cyclic delocalisation4
0.00 1.315 Cyclic delocalisation 0.00

23.77 0.026 Cyclic delocalisation 0.00
2.06 11.647 Cyclic delocalisation 0.00
0.91 20.29 0.00Cyclic delocalisation8

0.07 0.969 Polyolefinic 0.00
0.00 0.0010 Polyolefinic 3.84

0.000.00 38.16Polyolefinic11
0.00 0.0012 Polyolefinic 16.15

0.00 16.1513 Polyolefinic 0.00

number should be chosen as the optimal number
of factors to search for the minimum subset of
‘essential variables’ characterising this particular
data set. This fact could be fairly well anticipated
because three components are just good enough
to describe our system. One note of caution has to
be drawn here since descriptive purposes (e.g. see
groups) are significantly different from ‘predictive’
objectives we will consider in next sections (e.g.
discriminate and differentiate groups). Both
points of view constitute two rather different ob-
jectives [17].

Accordingly, taking three principal components
and applying the algorithms depicted above for
Procrustes rotation, three variables were retained,
namely B6 (C3�C4), B5 (C2�C3) and B1 (C1�C5).
Each variable represents one of the three groups
of variables described above for the PCA (see Fig.
2, loading plot). Nevertheless, using either Fig. 2
or Table 3 to select the ‘best subset’ of original
variables is not a simple task, indeed. These three
variables clearly characterise the fulvene structure:
B6 characterises the C�C bonds; B5, the single
ones and B3, the exocyclic delocalisation. It seems
logical that variable B1 needs to be retained in
spite of being B5 (C2�C3 bond) representative of
the single bonds due to the particular C1�C5

behaviour, which do not follows the same struc-
tural pattern as the other single bonds.

Fig. 6 shows the sample subspace before and
after variable selection. Clearly, the three selected
variables account for the most important informa-
tion since, again, three well-defined groups are
seen, being totally coincident with the beforehand
discussed ones. All groups are rather well defined
and even sample c6 (mentioned when discussing
PCA) was correctly grouped according with our
criterion. Only sample c10 (FMAFUL10) and
c26 (QQQACM01) seem to be misclassified be-
cause they are included in group 3 (extended
delocalisation). Nevertheless, remember that
FMAFUL10 and QQQACM01 (to a lesser ex-
tent) have an intermediate chemical behaviour
and can not be definitely included in any of the
two classes.

3. Multivariate classification of the
pentasubstituted IQS-synthesised fulvenes using all
the variables

3.1. Principal component analysis

One of the simplest ways to elucidate if the
IQS-fulvenes have similar characteristics than the
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Fig. 6. Plot of the PC1-PC2 score subspace before and after variable selection. The 3-dimensional drawing corresponds to the PCA
of the reduced dataset (compare with Fig. 3).

CSD-database ones is to repeat the PCA study
and project the IQS-samples onto the CSD facto-
rial space. Therefore, Fig. 7 depicts how the IQS-
samples become distributed in the original CSD
PC1-PC2 subspace. None of them gets included in
the extended delocalisation group of the CSD-
samples, which is consistent with their structures.

IQS-samples c1–8 are 1,4-disubstituted-6-
amino-2,3-dioxypentafulvenes, all of them having
a significant cyclic electronic delocalisation and,
thus, they are correctly classified. IQS-samples
c9 and 10 (FEE and MFEE) are chemically very
similar though they are assigned to two different
groups. In principle, they should be considered as
polyolefinics, which is obtained for MFEE but
not for FEE which, in turns, is placed close to the
cyclic delocalisation group. The rest of the sam-
ples (c11–13, tetrasubstituted fulvenes) are con-
sidered as of the polyolefinic type. Note how the
IQS-samples occupy an intermediate zone be-

tween the polyolefinic and the cyclic delocalisa-
tion behaviours which was not present in the CSD
dataset. This sounds reasonable because the IQS-
samples are much more branched that the CSD
ones, some of them exhibiting a push-pull system
which brakes the cyclic delocalisation towards a
no-cyclic delocalisation.

3.2. Cluster analysis

One straightforward method to classify new
samples consists on merging data from both the
CSD database and from the new synthesised sam-
ples and repeating the cluster analysis. Fig. 8 gives
the following results (autoscaled data, euclidean
distance, average linkage):

(1) no IQS-pentasubstituted fulvene was in-
cluded into the extended delocalisation group
(cluster ED), as expected since the presence of a
donor group at C6 generates some cyclic delocali-
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Fig. 7. IQS samples (*) projected onto the CSD sample score subspace (�).

sation, mainly when the donor groups directly
linked to the ring concentrate the electronic
charge in it.

(2) FEE-AN, FEE-COA, FEE-MA, FEE-SBA,
MMFEE-MAN, MMFEE-DAN, MMFEE-MA
(all of them 1,4-disubstituted-6-amino-2,3-
dioxypentafulvene) are correctly enclosed in clus-
ter CD (cyclic delocalisation) which is consistent
with their bond distances.

(3) FEE and MFEE (1,4-disubstituted 2,3,6-tri-
oxypentafulvenes), MAFC-M, MAFE and
MMFC-M (all three 1-monosubstituted 2-3-6-tri-
oxypentafulvenes) are considered as having a
polyolefinic behaviour (cluster P). This classifica-
tion is correct for all these molecules, particularly
for the three last ones thanks to their exocyclic
bond lenght (typically olefinic) and to the C1�C5
bond length. Also the C1�C2 distance is quite
similar to the polyolefinic-type fulvenes consid-
ered from the CSD database.

The polyolefinic characteristics are not clear for
FEC-MAN which, a priori, should be considered
into the cyclic delocalisation group. The main

reason for this wrong classification might be that
when a PCA is made this sample lies rather close
to the polyolefinic group; nevertheless, a clear
reason was not found and it was simply consid-
ered as a misclassification of the clustering
method.

3.3. Classification using isoprobability cur6es

The main idea behind the mathematical treat-
ment involved into the isoprobability curves could
be exemplified using the following analogy. Let us
suppose one working area (e.g. a plane) where
several groups of objects are distributed according
with their cartesian coordinates, namely X,Y.
Then, a new object whose coordinates are X %,Y %
will be assigned to the group to which most
closely relais. Class-modelling techniques make a
mathematical description of each class, indepen-
dently from other classes.

The discriminant frontiers from class-modelling
models have been assigned to different probability
(density) functions like the triangular, rectangular
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Fig. 8. Cluster analysis made after merging the CSD and IQS samples: P, polyolefinic; CD, cyclic delocalisation; ED, extended
delocalisation.

or Gaussian distributions. Generally, the proba-
bility function (density function or potential
curve) for any given group of samples has been
obtained as the sum of each of the density func-
tions associated to each sample from the group.
This fact would imply that each sample has to be
measured several times to estimate its mean and
standard deviation. For obvious reasons, this is
not always practical. An alternative could be to
grossly estimate the probability function for each
sample group.

The main hypothesis assumed by our simplified
model is that samples from each group are homo-
geneously distributed into the PC1–PC2 space
and that they can be separated by potential func-
tions (isoprobability functions). In this work, iso-
probability functions will follow a bivariate
Gaussian distribution. If new samples are to be
classified, they have to be projected onto the
initial PC1–PC2 space; several constants recalcu-
lated and, after that, the samples will be assigned
to the groups based upon each of the calculated
probabilities. This approach is a natural simplifi-
cation of the equivalent determinant method from

Forina et al. [18,19] and it is quite similar to the
conceptual ideas of the well known SIMCA class-
modelling technique [20].

Therefore, the first two PCs are used to calcu-
late isoprobability curves for each of the three
CSD-groups and, then, to assign each IQS-sample
to any of them according with the probability of
belongingness. The results are summarised in
Table 3 and show an excellent global prediction
excepting, again, for sample c2 (FEE-AN).
Without doubt, the usage of this simplified mode
of potential curves allows an objective classifica-
tion for the IQS-samples resulting in better per-
formance than the rather subjective PCA-score
visualisation or the cluster analysis, which is gen-
erally more difficult to interpret.

The unique mismatch arose just in the sample
where several comments were made both in the
PCA and cluster analysis, i.e. for the IQS-sample
c2 (FEE-AN) which lies in a half way between
the polyolefinic and the cyclic delocalisation
groups. Overall, the probability assigned to this
sample to belong to the polyolefinic group is
rather low and it can be suspected that this
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unique sample could be considered as a new
group (i.e. a new intermediate chemical be-
haviour). Something similar can be viewed for
sample c9 although in this case, a positive
classification was achieved.

4. Multivariate classification of the
pentasubstituted IQS-fulvenes using only the three
selected variables

All the studies presented thereafter were made
after B6 (C3�C4), B5 (C2�C3) and B1 (C1�C5)
were found to be the three essential variables to
characterise our system.

4.1. Principal components

Only the three mentioned variables were con-
sidered to perform a new PCA study on the
CSD-dataset and, then, to project the IQS-data
onto the PC1–PC2 subspace. It can be seen in
Fig. 9 that the differentiation between the ex-
panded and cyclic delocalisation is not so obvi-
ous as before (Fig. 3). The main reason is that
each retained original variable is associated to
one unique PC (which of course is coherent
with their significance, as explained in the PCA

Fig. 9. IQS samples (*) projected onto the CSD-sample score
subspace (�) after variable selection.

study considering all the variables). So, any fur-
ther reduction of dimensionality will worsen the
discrimination between all the groups. Hence,
the best frontiers are to be seen on the PC1-
PC2-PC3 space (and using the reduce dataset
Fig. 6). Despite this, the three groups can al-
ready be distinguished without great difficulties.

Table 4
Prediction of the IQS-fulvenes behaviour using isoprobability curves after modelling the CSD structural database with only three
original variables (see text), % of probability for each sample and type

IQS-sample Class prediction‘a priori’ type

Extended delocalisation Cyclic delocalisation Polyolefinic

55.770.00Cyclic delocalisation 0.271
0.00 0.002 Cyclic delocalisation 0.03

0.008.190.00Cyclic delocalisation3
9.38 0.004 Cyclic delocalisation 0.28

16.19 0.005 Cyclic delocalisation 0.02
0.00 72.046 Cyclic delocalisation 0.00
0.00 0.0055.00Cyclic delocalisation7
1.02 30.238 0.00Cyclic delocalisation
0.00 8.889 Polyolefinic 0.03

0.000.00 0.46Polyolefinic10
0.00 0.0011 33.86Polyolefinic

0.00 50.7712 Polyolefinic 0.00
0.00 0.0013 31.31Polyolefinic
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Fig. 10. Cluster analysis made after variable selection and combining the CSD and IQS samples: P, polyolefinic; CD, cyclic
delocalisation; ED, extended delocalisation.

4.2. Cluster analysis

Fig. 10 reveals that applying the Euclidean
distance and the average linkage over the reduced
dataset exactly the same dendrogram as in Fig. 8
is obtained. This result is definitely more positive
that the PCA-scores projection where the ex-

panded and cyclic delocalisation became rather
close each other.

4.3. Isoprobability cur6es

Using the same three variables as above and
our simplified mode of isoprobability curves, a
satisfactory classification rate was obtained. The
predictions are shown on Table 4. The two ‘confl-
icting’ samples c2 and 9, namely, FEE-AN and
FEE were wrongly predicted which seems to be a
constant behaviour for sample c2. On the con-
trary, sample c9 is misclassified when only three
variables are considered. Nevertheless, its percent-
age of probability of belongliness to the cyclic
delocalisation (8.88 considering the three vari-
ables) is not much bigger as its counterpart for
pertaining to the olefinic group (0.96 considering
all the variables). As it was suggested before, the
IQS-sample c9 seems to be a very particular
one, maybe defining its own class.

All the remaining samples are correctly
classified and Fig. 11 represents the isoprobability
ellipses found for the reduced dataset projected
onto the PC1-PC2 space where they are defined as
well as the predicted IQS-samples.

Fig. 11. Isoprobability ellipses found after variable selection
for the CSD dataset. Also projected on them are the IQS
samples.
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5. Conclusions

Three main classes of fulvenes were found after
consideration of the skeletal data of 35 samples
(bibliographical searches) and 13 newly synthe-
sised ones (testing group). Different chemometric
techniques were used and it was verified that when
Procrustes rotation is applied to select the mini-
mum subset of original variables to deal with, a
good classification rate is maintained. Therefore,
the bond distances B6 (C3�C4), B5 (C2�C3) and
B1 (C1�C5) appear to be the three essential vari-
ables to characterise the fulvene structures. Also,
our simplified method of isoprobability curves is
very effective in assigning new fulvene structures
to each of the three main groups: parafinic, ex-
tended delocalisation and cyclic delocalisation.
When the reduced data set is used to repeat the
PCA, cluster and isoprobability studies, there are
some misclassifications which might be attributed
to the intermediate chemical behaviour of some
substituted pentafulvenes.
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Abstract

Heavy metals in soils have largely been used to evaluate the impact of motorised traffic in the vicinity of
motorways. Also in this field of work it is of paramount importance to analyse the vegetables grown in these areas
since their consumption is one of the main sources of metal intake by people; not in vain human food is directly or
indirectly derived from plants. Accordingly, a set of edible vegetable samples were first analysed and, then, classified
employing different multivariate chemometric techniques; among them, SIMCA and a simplified mode of potential
curves. The analytical variables were selected after a comprehensive study of roadside soil pollution where Pb, Cd and
Cu were found to be the main metallic pollution tracers. Different groups of vegetables were obtained which were
explained as a function of both the agricultural conditions (private versus commercial) and the different traffic
intensities supported by the cultivated areas. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Edible vegetables; Heavy metals; Roadside pollution; Potential curves

1. Introduction

The determination of heavy metals in soils as a
way of measuring and monitoring the impact of
vehicular traffic in the vicinity of highways,
highroads, streets, etc. has largely been satisfacto-
rily used [1–4]. Most of such works focused on
measuring heavy metal contents in soils surround-
ing roadways since they are greatly increased by
automobile fuel exhaust, tyres, mechanical fric-
tion, wear and tear, etc. [5–7]. Overall, another

important focus in this environmental work area
should be to establish the quality of the roadside
vegetables in terms of heavy metals in the light of
recent dietary guidelines which recommend the
increasing consumption of vegetables [8]. There
are a number of reasons for metal assessment,
namely toxicological and nutritional effects re-
lated to the concentrations present. Accordingly,
it seems that the most complete environmental
perspective would be achieved conducting both
types of works and, even, modelling the behaviour
of metals in the soil-plant system [9–11].

Therefore, we first performed a comprehensive
study of roadside soils considering heavy metals

* *Corresponding author. Tel.: +34 981 167000; fax: +34
981 167065; e-mail: alatzne@udc.es
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(Cd, Co, Cr, Cu, Fe, Mn, Ni, Pb and Zn) as well
as humidity, pH and LOI, in order to evaluate the
influence of motor vehicle emissions over the sur-
rounding areas. Four different sampling seasons
were carried out and several multivariate statisti-
cal tools were applied [12]. Two main factors were
found using principal component analysis (PCA);
the first one was clearly linked to the natural soils’
variability (including Fe, Co and Zn) whereas the
second one showed a definite relation with the
anthropogenic pollution sources (characterised by
Pb, Cd, Cu, Ni and Cr). Another tool, which
focused on selecting variables (Procrustes rota-
tion) to describe the sample patterns, revealed
that Pb, Cd and Co were the best subset of
variables that described the sample grouping very
well. Additionally, it was observed that Pb, Cd,
Cu and Zn were the variables for which the
sample scatter was more stable along the different
seasons.

Following this broad study, it was decided to
determine heavy metal contents in roadside veg-
etables taken close to the same areas considered in
the previous study and grown either in domestic
gardens and under commercial horticultural/agri-
cultural conditions. Three metals were selected as
the main pollution tracers: Pb, Cd and Cu, which
are a direct consequence of the above discussion.
Ash content was determined as well, which
reflects the degree of mineral nutrient enrichment.

The final objective was to classify all the veg-
etable samples in groups, employing different
chemometric multivariate techniques: PCA [13],
cluster analysis [14], SIMCA (soft independent
modelling of class analogy) [15] and a simplified
mode of potential curves [16]. Presumably, the
classification should be a function of the different
traffic intensities supported by the cultivated areas
under investigation.

2. Experimental

2.1. Sampling and sample treatment

A total set of 27 samples were taken in three
differentiated areas. One subset of eight samples
corresponds to one highway with huge traffic

intensity. A second set of 13 samples was obtained
from lands and private allotments supporting low
and medium traffic densities. A third group (six
samples) was specially collected on commercial
agricultural land where Lactuca sati6a constituted
the unique crop with a negligible motor vehicle
presence. Table 1 summarises the samples’ charac-
teristics. Only one sampling season was
considered.

When possible, vegetables from domestic allot-
ments were sampled because they can make a
significant contribution to the metals intake of
individuals and families. Moreover, gardens and
domestic allotments may be exposed to a higher
degree of environmental contamination than most
agricultural land. This is particularly supported
by the fact that a significant number of domestic
garden allotments are located alongside busy
roadways [17].

Two species of vegetables were taken, namely,
lettuces (L. sati6a) and cabbages (Brassica oler-
ácea). There are two main reasons: (a) they are
broadly cultivated either for commercial and do-
mestic purposes in our geographical region (Gali-
cia, NW Spain), and (b) they have been found to
accumulate relatively high concentrations of cad-
mium and other metals [17,18]. In all cases, and
for each species, random collection of edible por-
tions of material was undertaken from plants
located within a 1 m2 grid area and placed into a
clean polypropylene self-sealing bag. Samples
were scrubbled and washed in order to better
simulate the human intake conditions and, then,
cut and oven-dried at 60°C during 48 h and
milled. All these operations must be completed as
expeditiously as possible to avoid degradation
and/or sample contamination. Samples were dry-
ashed overnight at 450°C, dissolved with 2M HCl,
filtered and diluted to a known volume. Metal
concentrations in the final aliquots were deter-
mined using a Perkin–Elmer atomic absorption
spectrometer model 2380, an air-acetylene flame,
single element hollow cathode lamps and running
under the operational conditions summarised in
Table 2.

All reagents were analytical-grade and high-pu-
rity water (Milli-Q water system, Millipore,
Spain) was employed throughout. Working stan-
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Table 1
Description of the samples under study

Vegetable speciesSample number CultivationTraffic density (vehicles/day)

80 000 Private1 B. olerácea
Private80 0002 B. olerácea

80 000 Private3 B. olerácea
80 000 Private4 B. olerácea

B. olerácea 80 0005 Private
B. olerácea 80 0006 Private

80 000 Private7 B. olerácea
Private80 0008 B. olerácea

L. sati6a 10 000–15 0009 Private
L. sati6a 10 000–15 00010 Private

Private10 000–15 00011 L. sati6a
5 000 Private12 L. sati6a

L. sati6a 5 00013 Private
5 000 PrivateL. sati6a14

B. olerácea 5 00015 Private
5 000 Private16 B. olerácea

B. olerácea Neglible17 Private
PrivateB. olerácea18 Neglible

B. olerácea Neglible19 Private
B. olerácea Neglible20 Private

Neglible PrivateB. olerácea21
L. sati6a Neglible22 Commercial

Neglible Commercial23 L. sati6a
L. sati6a Neglible24 Commercial

CommercialL. sati6a25 Neglible
Neglible Commercial26 L. sati6a

CommercialNeglible27 L. sati6a

dard solutions were prepared by diluting appro-
priate aliquots from stock metal solutions (Pan-
reac, Spain) with 2M HCl.

The ash content was determined by total sam-
ple combustion in a mufle-furnace at 550°C. In
this way, ash content can be considered as a
measure of the sample total mineral content
(TMC) [19].

3. Results and discussion

3.1. Principal component analysis (PCA)

In order to study variable patterns as well as
sample grouping, a PCA was made using au-
toscaled data (no rotation was applied). Two PCs
were chosen as the most significant ones since
they explain up to 84% of the total initial vari-
ance. Table 3 presents the loading vectors for each
factor.

The first PC accounts for 52% of the initial
information and it is mainly defined by Cd and
TMC. This PC reveals its relation with the ele-
mental composition of the soil where the vegeta-
bles are produced and with the agricultural
practices. Therefore, this factor became revealed
as the most significant pattern to take into ac-
count. The second PC (32% of the variance),

Table 2
Operational set-up for flame AAS metal measurements

Cd Cu Pb

228.8Wavelenght, nm 324.8 217.0
Lamp current, mA 4 15 10
Spectral bandwith, nm 0.7 0.70.7
Air/acetylene flow-rate 5:1 5:1 5:1
Burner height, arbitrary scale 11 12 11

The aspiration nebulizer flow was 4.5 ml min−1.
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Table 3
Loading coefficients (only two significant figures are displayed)

Factor 1 Factor 2

0.88Cd 0.39
0.86 0.39TMC

Cu −0.38 0.81
−0.65 0.57Pb

petrol (Pb) and from mechanical abrasion and
normal wear and tear of essential components of
many alloys, pipes and wires in motor vehicles
(Cu). This PC allows further discrimination
within the above bulk of samples. As can be seen
in Fig. 1, PC2-scores B−0.5 discriminate one set
of samples (group C, only cabbages) arising from
domestic gardens which support low and/or negli-
gible traffic flow. They have low Pb and Cu
contents (averages of 4.10 mg g−1 and 5.21 mg
g−1, respectively). Samples c3 and 16 need some
further comments; both of them became included
in group C despite the fact that they were col-
lected on sites supporting medium (5000–15000
vehicles/day) and high (80000 vehicles/day) traffic
densities. Presumably, their inclusion here might
be explained by natural washing, local topogra-
phy, climatological conditions, etc.

Group B can be seen when PC1 scores range
from −1 to +0.5 and PC2-scores are \−0.5.
This group is formed by lettuces and cabbages
grown at domestic gardens supporting medium
and high traffic intensities. This group have sam-
ples showing medium–high values for Cu and Pb
(ranging between 7.38 and 19.42 mg g−1; 6.52 and
22.08 mg g−1, respectively) along with low values
in Cd (average, 0.48 mg g−1) and TMC (16%).

Two further comments will be of interest:
(a) Attention has to be drawn on sample c2

since it has the minimum cadmium content (0.20
mg g−1) though high concentrations for Pb and
Cu (15.29 and 12.38 mg g−1, respectively). More-
over, this sample was taken close to the highway
with huge traffic flow (see sampling section) thus
it should clearly represent the samples influenced
by road traffic. In contrast, group A (with almost
no traffic influence but supporting commercial
agricultural practices) showed the maximum val-
ues for cadmium. This fact justifies fairly well the
link established between PC1 and the agricultural
conditions (commercial versus private).

(b) When the species of the vegetables are con-
sidered, an interesting trend can be seen within
group B. That is, all the private lettuces (excepting
sample c9) are grouped altogether. This suggests
that the different vegetable species could led to a
further discrimination between samples.

associated to Cu and Pb, shows the clear effects
of the motor vehicle influence over the cultivated
areas.

In spite of cadmium being a metal generally
associated to oil or fossil fuel combustion, the first
PC reveals that the use of phosphatic fertilisers
was the more relevant source of this metal in our
vegetables because the highest figures we have
found corresponded to samples collected on com-
mercial farmland with a negligible motor vehicle
presence. In Fig. 1 it can be observed that this PC
distinguishes two essential blocks of samples: veg-
etables grown at private domestic gardens (left
side) and vegetables grown under commercial
agricultural conditions (group A). Using sample
scores, those samples on the right side showing
values higher than 1 on the 1st PC characterise
commercial lettuce samples. They have the maxi-
mum values for Cd and TMC (average values up
to 0.93 mg g−1 and 28%, respectively), and
medium for Cu and low for Pb (7.56 and 3.78 mg
g−1, respectively).

The remaining samples with PC1-scores B+
0.5 correspond to private cultivations. There, sev-
eral groups can be observed. The first group is
characterised by PC1-scores B−1 being associ-
ated to high traffic intensity (group D), showing
the highest values for Pb (average, 17.45 mg g−1)
and for Cu (12.53 mg g−1).The second, shows
PC1-scores from +0.5 to −1 and it groups
samples affected by low, medium, and high traffic
densities.

The second PC is defined mostly by Cu and to
a lesser extent Pb. Considering the areas covered
by our study, both metals essentially come from
the exhausts of those vehicles running leaded
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Fig. 1. PC1-PC2 sample score subspaces, unrotated components, autoscaled data.

3.2. Cluster analysis

A cluster analysis was made as an attempt to
derive groups from the raw data set and to com-
pare them with the previous ones from PCA.
Autoscaled data was employed to avoid the influ-
ence of the different range levels of the variables;
the Euclidean distance was chosen as the measure
of similarity and the Ward method was the clus-
tering algorithm. The Ward method considers all
the possible associations between every two clus-
ters and calculates the variances associated to
their combination. Then, it groups those two clus-
ters which conduct to the lesser increase in the
variance of the joint group (see [14] for more
mathematical details and a rigorously derivation
considering ‘heterogeneity’ instead of variance).

Fig. 2 presents the dendrogram obtained using
the beforehand conditions. Four main clusters,
essentially corresponding to the ones described
into the PCA study can be described.

Cluster A: it corresponds to the PCA-group A,
formed by the commercial lettuce samples grown
without significant motor vehicle influence.

Cluster C: equal to the PCA-group C, and
constituted by domestic cabbage samples and sup-
porting low-negligible traffic intensity.

Cluster D: the D group in the PCA score plot

(Fig. 1). It corresponds to the three extreme val-
ues of Pb and Cu; also they have low Cd concen-
trations. These samples coincide with domestic
cabbage allotments and high traffic flow.

Cluster B: in good agreement with group B in
the PCA scatter plot. A little subgroup can be
viewed at the upper part for samples c 10, 11,
12, 13, and 14, all of them considered in group B
of the PCA-scores (private lettuces). This cluster
combines samples from roads with high traffic
intensities (c1, 4, 6, 7) which should be present
on the D group (high traffic), with samples from
sites with medium traffic influence. This is caused
because the concentration ranges for all of these
samples became quite similar, which may be a
consequence of the different factors affecting the
pollutants dispersion and the vegetables uptake of
heavy metals; namely, local topography, soil type
and chemistry, plant species, wind directions and
general atmospheric conditions (including precipi-
tation), automobile speeds, etc.

3.3. Potential cur6es

The main idea behind the mathematical treat-
ment involved onto the potential curves could be
exemplified using the following analogy. Let us
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Fig. 2. Dendrogram showing the vegetables grouping. A, commercial samples with negligible motor vehicle influence; C, domestic
samples supporting low–negligible traffic intensity; D, domestic allotments and high traffic flow; B, combined group, medium/
medium–high traffic intensity.

suppose one working area (e.g. a plane) where
groups of objects are distributed according to
their Cartesian co-ordinates, namely X, Y. For
simplicity, assume each group is homogeneously
distributed and does not overlap with any other.
Then, a new object—whose coordinates are X%
and Y%—will be assigned to the group to which it
most closely relies. Class-modelling methods make
a mathematical description for each class, inde-
pendently from other classes. The discriminant
frontiers have been assigned to different probabil-
ity (density) functions like the triangular, rectan-
gular or Gaussian distributions [20,21].

Generally, the probability function (density
function or potential curve) for any given group
of samples has been obtained as the sum of each
of the density functions associated to each sample
from the group. This fact would imply that each

sample has to be measured several times to esti-
mate its mean and standard deviation. An alter-
native could be to grossly estimate the probability
function for each sample taking into account the
precision figures of each analytical method.

We are aiming to look for a simplified mode of
discriminant function. The main hypothesis as-
sumed by the simplified model is that samples
from each group are homogeneously distributed
into the PC1-PC2 space and following a Gaussian
distribution. Then, simplified potential curves are
defined which describe the probability of each
new sample to belongs to one pre-existing group.
This reduced method is a simplification of the
determinant method from Forina et al. [21]. A
more exhaustive treatment can be found on [16].
Briefly, the main objective of using PCs instead of
original variables is to avoid unuseful information
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Fig. 3. Potential curves calculated for each kind of sample.

(noise) and take advantage of the natural sample
grouping occurring in the reduced PC-subspace
(which, of course, greatly simplify the following
chemical interpretations).

Accordingly, the PCA scores for each of our
group of samples were taken and included onto
the multivariate equations and each isoprobability
curve was created. Fig. 3 represents the four
density functions plotted on the same scaled axis.
All the four previously described groups are ob-
served and, more importantly, they do not over-
lap. Once the isoprobability curves are calculated
for each group, any new sample will be classified
according to the calculated probability of per-
tainance to each group.

To exemplify and to test the effectiveness of
such classification, a validation scheme was pre-
pared where a small set of samples were excluded
(samples c4, 7, 18 and 25); selected because each
of them represent different agricultural and traffic
conditions and each one has a borderline position
(see Fig. 1) and, therefore, they would allow us to
estimate the power of the simplified potential
curves. No sample was taken from group D since
it is formed by only three samples. The remaining
samples were used to prepare the density curves
(and isoprobability equations). After that, the
small set of excluded data was tested and the

classification success ratio was studied. The den-
sity curves obtained in this validation stage totally
agree with those in Fig. 3. The output of the
classification step is summarised in Table 4 where
highly successful results are seen.

As a conclusion, it seems reasonable to accept
that the simplified potential curves can aid in the
classification of new vegetables according to the
traffic and agricultural conditions they support,
providing they are taken in the geographical areas
covered by this work.

3.4. SIMCA classification

To verify and compare the behaviour of the
potential curves, the well known SIMCA tech-

Table 4
Potential curves behaviour; % of probability for each sample
and class

Sample c Class predictionActual class

A B C D

0.04 B 0.0 14.3 0.8
B 0.0 0.00.07 14.6

18 0.0C 0.0 3.9 74.8
0.00.00.263.525 A
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Table 5
Classification of the testing set using SIMCA

DecisionsActual classSample c

Belongs to class BB4
7 B Belongs to class D

C18 Belongs to class C
Belongs to class AA25
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nique was applied also in the same way as previ-
ously discussed. Here, the algorithms from Wise
[22] were applied. The classification decisions can
be seen in Table 5 and, positive enough, they
coincide with the ones from the potential curves,
hence confirming their powerful use.

Regarding sample c7, it has to be taken into
account that its exclusion from the training step
greatly influences the probability areas derived
from the SIMCA model. This is better understood
whether its position in Fig. 1 is seen. Clearly, its
inclusion (or not) in the training set will modify
the zone assigned to group B. On the contrary, its
effect over the potential curves is not so drastic
thanks to the smoothing effect inherent to the
potential curves.

4. Conclusions

Three main classes of edible vegetables were
encountered which respond to the two main dis-
crimination factors derived for the sites consid-
ered in this work using several chemometric tools:
(a) the commercial agricultural usage of the farm-
lands and (b) the road traffic intensity. It was
verified that new vegetables would be classified in
any of the three predefined classes of samples (or
none of them) according to their closeness (proba-
bility of belongingness) either using SIMCA or
potential curves.

.
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Abstract

The determination of trace levels of pesticides like atrazine in water samples of small, restricted volumes is one of
the future demands of environmental analysis. In a brief review existing chromatographic and immunochemical
methods for atrazine are critically discussed. Then a simple rapid enzyme-linked immunosorbent assay (ELISA) using
the tip of an inoculation needle as a solid surface is presented. The sample volume could be reduced to 30 ml. The
assay had a centre of the test IC50 of 0.12 mg l−1 and permitted the characterisation of atrazine at levels of 0.022–2.90
mg l−1. A first outlook for automatisation is given. The new method was compared with an ELISA using 96 well
microtiter plates as a solid phase. Surface water samples with low atrazine contents were analysed to check the new
method. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Triazine; ELISA; Inoculation needle as solid phase; 30 ml sample volume

1. Introduction

Herbicides are widely used in agriculture for
pre- and post-emergence control of crops and
other plants. Due to their wide spread application
the question arises about their dissemination in
the environment. One of the most prominent her-
bicide classes used in Europe and the United
States within the last 30 years are the s-triazines,
in particular atrazine. Owing to its persistence and
solubility in water atrazine is considered as a
common pollutant in Germany even after its ban
in April 1991. Recent studies show that in Ger-

many atrazine is still found in soil [1] as well as in
surface water and rain fall [2].

During and after direct application of atrazine
to soil or plants only a part of the pesticide is
incorporated into the target plant. Besides a ma-
jor part being bound to soil and then leaking to
surface water or ground water, atrazine is found
in the atmosphere. This is due to its drift as small
droplets from spray application, evaporation from
plant and soil and its binding to small soil parti-
cles [3–5]. Surface water [2,6–10] and ground
water or well water [8,9,11–13] are the subject of
intensive monitoring because of their relevance
for drinking water (allowed levels below 0.1 mg
l−1 for a single pesticide in Germany [14]). How-
ever, so far only little research is performed to

* Corresponding author. Tel.: +49 6131 395365; fax: +49
6131 395380.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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understand the transport processes of atrazine or
other herbicides through the atmosphere. The de-
termination of atrazine in rain water is generally
considered to be an indicator of atrazine in the
atmosphere, because a contamination of rain wa-
ter is preceded by a contamination of the atmo-
sphere [15]. Several groups are engaged in
research on atrazine in rainfall [2,15,16] and liquid
water of low-lying clouds [17]. In investigations
performed before April 1991 typically up to 3.3
mg l−1 of this herbicide was found in rain fall,
after its ban up to 0.3 mg l−1 [2] was found in
1992.

Rain water, itself, is only a rough estimation for
the amount of a substance in the atmosphere,
because it has to be considered as a summing up
from the cloud till the sampler at the ground. To
our knowledge no detailed study on the distribu-
tion of triazines in the atmosphere is available,
though it should be noted that research on DDT
indicates a restriction of the discussion to the
troposphere, in particular to the planetary mixing
layer of �1–2 km thickness [5]. Therefore the
amount of atrazine and its degradation product
bound to hydro meteorites will be of particular
interest. Such investigations, however, request for
analytical methods which first of all can handle
small sample volumes, preferably B50 ml, and
which can detect the analyte in such small samples
in a concentration range below 0.3 mg l−1 since
this level is found in rain water after the atrazine
ban.

In the present communication a short critical
overview of methods to determine atrazine in
water samples will be given in regard to their
suitability for analysing water of clouds. Then we
will present a simple, rapid immunochemical
method which needs as little as a 30 ml sample
volume having a determination range for atrazine
between 22 and 2900 ng l−1. The principle of the
method itself can be used for other herbicides and
environmentally important substances, if suitable
antibodies are available. The method is compared
to an ELISA on a 96-well microtiter plate, and a
first outlook for automatisation is given. Natural
water samples with low atrazine contents are
analysed to check the new method.

1.1. Chromatographic methods

Atrazine in a water matrix is frequently
analysed by chromatographic methods like gas
chromatography (GC) or liquid chromatography
(LC). In the case of GC the detection is per-
formed with an electron capture detector (ECD)
or with a nitrogen-phosphorous selective detector
(NPD). In many cases GC is coupled to mass
spectroscopy (MS). Using LC techniques atrazine
is in most cases determined by its absorbance
using UV/VIS-detection.

However, in natural water samples atrazine is
usually present at concentration levels that fall
below the limits of detection of the above de-
scribed methods. Hence, a preconcentration step
is required. Liquid–liquid extraction (LLE) with
organic solvents like dichloromethane has been
applied first, but is continuously replaced by solid
phase extraction (SPE) using for instance C18-SPE
cartridges or disks. Table 1 summarises precon-
centration, chromatography and detection meth-
ods for the determination of atrazine in water as
matrix. Only a representative selection of methods
which use the whole procedure of preconcentra-
tion and then chromatographic analysis with real
water samples or spiked water samples is pre-
sented; for far-reaching reviews see [50–52].

Evaluating the methods of Table 1 from the
point of view as how to develop an analytical
method for the determination of atrazine in water
samples of small volumes, the chromatographic
methods combined with a preconcentration step
can yield the required concentration range, how-
ever, they need in general sample volumes of at
least 100 ml, typically 500 or 1000 ml. In a few
cases volumes B10 ml are reported [23,25,31],
however, no method could reach volumes below
100 ml. Present chromatographic methods are
therefore applicable for surface water or ground
water samples, but may not be suitable for natu-
ral water samples of restricted volume.

1.2. Methods based on enzyme-linked
immunosorbent assays (ELISA)

Recently, immunoassay techniques are of in-
creasing interest for the determination of environ-
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Table 1
Preconcentration and chromatographic methods for the determination of atrazine in water as matrix

Required sample volumeChromatographic method Ref.Preconcentration Concentration rangea

[mg l−5]method (ml)

0.001–1 [7]LLE(CH2Cl2) GC-NPD or GC-MS 1000–4000
[18]\0.026100–500GC-NPDLLE(CH2Cl2)

\0.1 [19]LLE(CH2Cl2) GC-NPD 20
recovery studies [20]LLE(CH2Cl2) GC-MS 1000

1000–4000 0.05–1LLE(CH2Cl2) LC-DAD [7]
250 \0.01 [17]GC-MSDLLE(CH2Cl2) or

SPE
recovery studies [21]LLE (diethylether) GC-PID 400

[24]capillary isotachophoresis soil, \10 mg kg−11000LLE (CHCl3)

500 \0.05SPE [15]GC-ECD
1–100 1–10SPE GC-ECD or GC-NPD [23]

[24]\0.0011000GC-NPDSPE
\0.03 [25]SPME GC-NPD 3

5000 0.002–0.140SPE GC-NPD or GC-MS [26]
Recovery studies50 [27]GC-NPD or LC-UVSPE

1000 up to 0.46SPE GC-MS [6]
\0.02 [28]SPE GC-MS 800

100 \0.05SPE GC-MS [29]
10 [30]\0.01GC-MSSPE

\0.02or LC-DAD 100
\0.50100or LC-MS

1 Recovery studiesSPE GC-MS [31]
100 0.01–0.135SPE GC-MS or LC-DAD [16]

[32]\0.011000LC-UV/VISSPE
250 Recovery studiesSPE LC-UV/VIS [33]

[34]\0.01200LC-UV/VISSPE
\0.1 [35]SPE LC-UV/VIS 100
\0.015 [36]SPE LC-UV/VIS 100

1000 0.05–0.25SPE LC-DAD [37]
500 0.05–1.0 [38]LC-DADSPE

0.5–15.6 [39]SPE LC-DAD 400
[40]0.1–1.5150LC-DADSPE

\0.05 [41,42]SPE LC-DAD 100
\0.05 [43]SPE LC-DAD 25–100

100 \0.02SPE LC-thermospray MS [44]
50 [45]\0.005LC-thermospray MSSPE

[46]250SPE \0.03HPTLC-UV scanning densitome-
try

\0.014MEKC-UV/VIS [47]SPE+sample stack- 125
ing

[48]0.1–1.5Immunosorbent LC-DAD 25–100
Recovery studies [49]Immunosorbent LC-UV/VIS 10

LLE, liquid–liquid-extraction; SPE, solid phase extraction; SPME, solid phase micro extraction; GC, gas chromatography; LC,
liquid chromatography; HPTLC, high performance thin layer chromatography; MEKC, micellar electrokinetic capillary chromatog-
raphy; ECD, electron capture detector; NPD, nitrogen phosphorous selective detector; MSD, mass selective detector; PID, photon
ionisation detector; MS, mass spectroscopy; DAD, diode array detector.
a For detail and definition the references should be consulted.



U. Pfeifer-Fukumura et al. / Talanta 48 (1999) 803–819806

Table 2
Enzyme-linked immunosorbent assay (ELISA) methods for the determination of atrazine in water as matrix.

Sample volume Ref.IC50 valueSolid phase Concentration rangecELISA-formata Antibodyb

[mg l−1] [mg l−1]

200 ml 0.25 0.02–2.5Microtiter plate 1 [2]Sheep S84
0.02–2.00.17200 mlSheep S2

200 ml 0.18 0.03–1 [10]Microtiter plate 1 Sheep
[1]0.02–20.2Microtiter plate 200 ml1 Sheep

\0.01 [12]Microtiter plate 1 Rabbit 100 ml 0.16
[53]\0.0010.03Microtiter plate 200 ml1 Rabbit

200 ml 0.02 0.001–10 [54]Microtiter plate 1 Rabbit
0.011–33 [55]—Microtiter plate 200 ml1 Rabbit

1 \0.01Microtiter plate 1 Mo. mouse 100 ml [12]

best 2abest 2a [56]Microtiter plate 50 ml1,2a, Mo. mouse
0.25 \0.032b,3b
0.1 0.03–1Microtiter plate 2a Mo. mouse 150 ml [57]

[13]13 1–100dMicrotiter plate 40 ml2a Mo. mouse
2d 0.3–10dMicrotiter plate 3a Mo. mouse [13]120 ml

[58]——Microtiter plate 100 ml4a Rabbit
100 ml — \0.1 [59]Microtiter plate 4a Rabbit

[60]850 ml \0.05Microtiter plate 0.454b Mo. mouse

200 ml 0.3 or 0.4 — [61]Magnetic bead 1 Comm. Kit
[62]\0.05100 mlMagnetic bead 1 ppbc1 Comm. Kit

— 0.1 0.03–1 [56]Membran FIIA,2b Rabbit

0.2–20.4 [63]PS test tube 160 ml1 Comm. Kit
400 ml 6–8 \0.5PS test tube 1-AP [8]Rabbit AK20

\0.11200 ml1-HRP Rabbit AK20
200 ml 0.1 \0.021-HRP Rabbit C193

20 ml — [55]PS sphere 550d1 Rabbit

PS, polystyrene; FIIA, flow injection immuno assay; AP, alkaline phosphatase tracer; HRP, peroxidase tracer.
a ELISA-format description see text and Fig. 1.
b If not specified polyclonal antibody; mo., monoclonal; comm. kit, commercial kit; numbers represent code used in Ref.
c For details and definition the references should be consulted.
d As estimated from plot.

mental pollutants. Enzyme immunoassays (EIA)
combine the enormous discriminatory characteris-
tics of antibodies having high affinity for a spe-
cific antigen or hapten with the high catalytic
power of enzymes using them as amplification
system. EIA techniques can be divided into two
main groups: enzyme multiplied immunoassay
techniques (EMIT) and ELISA. For the determi-
nation of atrazine the latter one is used, meaning
parts of the reactions occur on a solid phase
which also facilitates the separation of the im-
muno complex and unbound reactants.

In the following, formats used to determine

atrazine according to Table 2 will be characterised
briefly (see also Fig. 1).

ELISA-format 1 (direct coating of a solid
phase): The solid phase is coated by anti-atrazine
antibodies (Atr-Ab). After competition of the en-
zyme-hapten conjugate (tracer) and unlabelled an-
alytes (standard or sample) for the antibody
binding sites, the amount of bound tracer is
quantified by the enzymatic reaction. The amount
of tracer is inversely proportional to the amount
of atrazine.

ELISA-format 2 (precoating of a solid phase):
The solid phase is precoated with a secondary
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Fig. 1. Scheme of typical ELISA-formats. For details refer to the text.

antibody (Format 2a), or protein A (Format 2b).
Then Atr-Ab are added for the coating step and
bound to the protein of the precoating procedure.
The following steps are identical to Format 1.

ELISA-format 3 (separated competition step):
The competition reaction between unlabelled ana-
lyte, tracer and Atr-Ab is performed in a separate
vessel. A part of the mixture is then added to a solid
phase which is precoated with a secondary anti-
body (Format 3a) or with Protein A (Format 3b).
The enzymatic activity of the bound tracer is
measured meaning the amount of Atr-Ab-tracer
complex. Here the amount of tracer is inversely
proportional to the amount of analyte in the
sample, too.

ELISA-format 4 (coating with an analyte deriva-
tive). To the solid phase which is coated with an
analyte derivative or with an analyte derivative
bound to a protein (e.g. albumin), the analyte and
Atr-Ab are added in the competition step. Then an
enzyme-labelled secondary antibody is added. The
amount of enzyme-labelled anti-antibody and

hence the amount of Atr-Ab is determined by
enzymatic activity giving a result which is inversely
proportional to the amount of analyte in the
competition step.

In Table 2 the ELISAs used for the determina-
tion of atrazine are summarised according to the
solid phase and assay format. The used sample
volume, the centre of the test (IC50, the 50% value
of the ratio of tracer bound to the solid phase in
the presence and absence of analyte), and the
concentration range is given for comprehension.
For details regarding the definition of the range of
determination the references should be consulted.

Compared to chromatographic techniques one
remarkable feature of immunoassays is their low
detection limit with no need of a preconcentra-
tion step. Because of the high specificity of the
antibody, analytes like atrazine can usually be
detected in water samples without sample pre-
treatment. The general use of immunoassays in
environmental analysis is critically reviewed by
Sherry [64]. For atrazine polyclonal and mono-
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clonal antibodies are available, even as commercial
test kits [65,66]. All assay formats reach a low
IC50-value, some as low as 0.1 mg l−1 and there-fore
will be up to the demands. The IC50-value and the
concentration range of the assay are determined by
the assay format [56], the affinity of the antibody,
which is itself subject of the immunogen and the cell
clone [57], and the used tracer with respect to the
enzyme [8] or the hapten [56]. The immunogen also
determines the specificity of the antibody and
therefore its cross-reactivity (the binding of struc-
turally related substances besides the analyte to be
checked). The detection limit is in generally not a
question of using monoclonal or polyclonal anti-
bodies, as was discussed in [67].

The solid phases used in the assays are mainly
96-well microtiter plates besides magnetic beads,
polystyrene tubes, membranes or polystyrene
spheres. All solid phases except the larger
polystyrene spheres permit sample volumes of typ-
ically 100–200 ml. In two cases [13,56] as less as 50
or 40 ml were sufficient to run the assay, however,
the IC50-values are rather high. Both assays were
performed by US research groups, and it should be
noticed that the United States have different drink-
ing water ordinances, which request different IC50-
value for the tests.

As a summary the ELISA technique is promising
with respect to the concentration range expected for
atrazine in cloud water, but the required sample
volume must be reduced.

1.3. Other immunochemical and non
immunochemical techniques

Besides chromatographic analysis with precon-
centration and ELISA type immunoassays a few
other methods to determine atrazine are described
in literature.

A time-resolved fluorescence immunoassay using
europium(III)-chelates has a detection limit of 0.1
mg l−1 and requires a sample volume of 100 ml [68].

Some methods are based on biosensors which
have been recently reviewed for their potential in
pesticide detection [69,70]. For atrazine several
sensors using the concept of ‘direct’ immunological
procedure have been developed to detect directly
the binding of the analyte to the antibody without

employing tracers and a competitive step. A direct
potentiometric immunoelectrode with antibody im-
mobilised on graphite could detect atrazine in a
range of 20–250 ng l−1 [71], however, the required
sample volume is still 9 ml and a further reduction
is needed. A piezo sensor with immobilised anti-
bodies has a detection limit of �2 mg l−1 [72]
which is not sufficient for the analysis of atmo-
spheric water samples.

Another biosensor is based on reflectometric
interference spectroscopy [73]. Here an atrazine
derivative is covalently bound to the measuring
chip, then anti atrazine antibodies and the analyte
were added in a competition step. The sample loop
is described to be 500 ml with 30 ml min−1 flow.
Unfortunately the concentration range and the
IC50-value are given in terms of antibody concen-
trations.

A biosensor employing surface plasmon reso-
nance method was developed for atrazine [74]. An
atrazine derivative was immobilised on the sensor
chip followed by the competition step (addition of
Atr-Ab and analyte). To enhance the primary
response a second antibody binding to Atr-Ab was
added in a third step. The sample volume was 100
ml with a detection limit of 0.05 ppb.

An enzyme-based biosensor for atrazine is de-
scribed, that is based on the inhibition of the
enzymatic reaction of tyrosinase by the herbicide
[75]. The system was tested for atrazine in the range
of 5×10−6 mol l−1 (ca. 1 mg l−1).

Besides methods to analyse atrazine, recently an
interesting immuno system for alpha-fetoprotein
and other clinical relevant proteins is described
using the inner part of a pipette tip as solid phase
[76]. The required sample volume is as small as 35
ml, however, the handling of the system which is
combined with a pH sensitive field effect transition
sensor seems to be rather complicated. The detec-
tion limit for the proteins was in the range of
0.09–0.35 mg l−1.

As a summary, chromatographic methods re-
quire normally too large sample volumes of \100
ml at the beginning of the preconcentration step.
ELISA methods are promising with regard to no
need of preconcentration, no sample pretreatment
and the available concentration range. However,
assays on 96-well microtiter plates require sample
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volumes of typically 100 ml. Biosensors still lack
the use of small volumes or have high detection
limits. Hence the most promising method for
analysing atrazine in samples of restricted volume
will be an ELISA performed on a solid phase in a
specially designed reaction vessel. An approach
will be given in this communication.

2. Experimental

2.1. Reagents and buffers

The following chemicals were used: atrazine
(Riedel de Haen AG, Seeize), horse radish peroxi-
dase (HRP; enzyme immunoassay grade,
Boehringer, Mannheim), goat anti-mouse IgG
(whole molecule, 3.8 mg antibody ml−1 anti-
serum, product number M-5899, Sigma), sep-
hadex column G25 (Boehringer, Mannheim). All
other chemicals were of analytical grade.

The antibody was obtained from Prof B. Hock
and Dr T. Giersch, Technical University of Mu-
nich. It is named K4E7 and is a monoclonal
antibody prepared by conventional immunisation
of mouse and hybridoma technology (details see
[57,77]). 2 mg of the lyophilised protein was recon-
stituted with 400 ml of sterilised PBS-buffer pH 7.6.

The atrazine derivative 6-((4-chloro-6-(iso-
propyl amino)-1,3,5-triazin-2yl) amino)-hexanoic
acid was synthesised according to the literature
[78].

For the synthesis of the enzyme tracer (Tr1) the
atrazine derivative was coupled to HRP following
closely the procedure described in [54]. For re-
moving atrazine derivative a sephadex column
G25 was used. Fractions containing the tracer
were unified and stored after sterile filtration at
4°C. In parallel a similar tracer (Tr2) was ob-
tained from Dr T. Giersch, Technical University
of Munich. Both tracers showed comparable re-
sults when applying comparable dilutions. The
stock solution of Tr1 was less concentrated by a
factor of 5 than the one of Tr2.

The micro well plates were 96-well microtiter
plates Nunc Maxisorb No. 442404 (Nunc). The
polystyrene needles were inoculating needles (No.
253988, Nunc).

The following buffers were used within the
experiments:
� carbonate buffer pH 9.5 (1.70 g Na2CO3, 2.68 g

NaHCO3 in 1 litre distilled water)
� PBS-buffer pH 7.6 (1.265 g NaH2PO4×H2O,

13.450 g Na2HPO4×2H2O, 8.50 g NaCl in 1
litre distilled water)

� washing buffer pH 7.6 (100 ml PBS-buffer, 0.5
ml Tween 20, 900 ml distilled water)

� citrate buffer pH 5.0 (13.13 g citric acid hy-
drate, the pH adjusted with NaOH, in 0.5 l
distilled water)

� H2O2-solution (50 ml 30% H2O2, 50 ml citrate
buffer pH 5.0)

� OPD-solution (81 mg o-phenylene diamine, 50
ml citrate buffer pH 5.0)

� chromogen solution (H2O2-solution and OPD-
solution were mixed in a ratio 1:2).
Standards of atrazine were prepared using a

stock solution of 2 mg atrazine in 20 ml absolute
ethanol and diluting it with PBS-buffer pH 7.6.
When natural water samples were checked, stan-
dards for the calibration curve were obtained by
diluting the stock solution with distilled water or
PBS-buffer pH 7.6, however, no differences were
observed between the two solvents.

2.2. Apparatus

Adjustable pipettes, Finnpette 40-200 ml (Lab-
systems), Finnpette 200–1000 ml (Labsystems),
Eppendorf pipette 0.5–10 ml (Eppendorf, Ham-
burg) and Eppendorf Multipette (Eppendorf,
Hamburg) were used to dispense the liquids.

All spectro photometric measurements when
using the microtiter plates were carried out in an
EIA Reader Dynatech MR5000 (Dynatech Labo-
ratories). The software Biolinx2.21 (Dynatech
Laboratories) was used to control the reader and
to analyse the obtained data. The data were addi-
tionally analysed using the software Fig.P for
Windows (Biosoft).

When performing the assay on the needles the
precoating step and coating step were done in 50
ml glass vessels, the immunoreaction and the en-
zymatic reaction in small self-made glass vessels (2
cm length, 2 mm diameter). Alternatively for the
enzymatic reaction a reactor was used which was
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Fig. 2. Schematic diagram of the flow through apparatus used to determine the enzymatic activity of the tracer within the ELISA
performed on inoculation needles.

coupled to a UV-detector and could be filled
using syringes or operated in a flow through mode
as schematically shown in Fig. 2. The equipment
comprised two Rheodyne valves (Rheodyne), an
HPLC-pump (2200, Bischoff), a self-made syringe
holder, a UV-photometer with a flow-through cell
(UV-VIS detector Lambda 1000, Bischoff). A
cross-sectional view of the reactor is shown in Fig.
3.

2.3. ELISA procedure using micotiter plates

The assay was performed as a competitive assay
following the ELISA format 2a as described in
Section 1.2. The following steps were carried out.

Precoating step: 96 well microtiter plate was
precoated with 200 ml of goat anti-mouse anti-
body solution (stock solution diluted 1:700 with
carbonate buffer pH 9.5) overnight at 4°C. Un-
bound components were removed by washing
three times with washing buffer.

Coating step: The plate was coated with 200 ml
K4E7 stock solution diluted with PBS-buffer pH
7.6 for 3 h at room temperature. Unbound com-
ponents were removed by washing three times
with washing buffer.

Competition reaction step: 100 ml tracer and
100 ml standard or sample diluted with PBS-buffer
pH 7.6 were added, and the competitive immuno
reaction was performed for 2 h at room tempera-
ture. Unbound components were removed by
washing three times with washing buffer.

Enzymatic reaction step: 200 ml chromogen so-
lution was added for 15 min at room temperature,
then the enzymatic reaction was stopped by the
addition of 50 ml 4N HCl. The absorbance of the
solution in the wells was determined in the EIA
reader using the dual scan mode at 490 nm and
630 nm.

The standard curve was prepared from cali-
brates containing known levels of atrazine at 0,
0.01, 0.1, 1 and 1000 mg l−1 or 0, 0.01, 0.03, 0.1,
0.3, 1 and 1000 mg l−1. The dilution of the stock
solutions of the tracer and the K4E7 antibody

Fig. 3. Schematic cross-section of the flow through immuno
reactor with built in inoculation needle.
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were optimised. All standards were measured as
quadruplicates unless stated otherwise.

2.4. ELISA procedure using the inoculation
needles

The assay was performed following the ELISA
format 2a as described in Section 1.2 and is in
principle similar to the procedure using the mi-
crotiter plates. Precoating and coating were per-
formed in one vessel for all needles used for a
calibration curve and the water samples belonging
to it. For the competition step and the enzymatic
reaction the needles were treated individually.

Precoating step: all needles needed for one as-
say were precoated with 21 ml of a goat anti-
mouse antibody solution (stock solution diluted
1:700 with carbonate buffer pH 9.5) over night at
4°C. Unbound components were removed by
washing three times with washing buffer.

Coating step: the needles were coated with 20
ml K4E7-antibody stock solution diluted with
PBS-buffer pH 7.6 for 3 h at room temperature.
Unbound components were removed by washing
three times with washing buffer.

Competition step: each needle was transferred
to a small glass vessel containing 30 ml tracer and
30 ml sample or standard solution. The competi-
tive immuno reaction was performed for 2 h at
room temperature. Unbound components were
removed by washing three times with washing
buffer.

Enzymatic reaction: procedure A: the reaction
was carried out in the small glass vessels contain-
ing 60 ml of the chromogen solution for 20 min at
room temperature. Then 50 ml of the resulting
solution and 50 ml of 4N HCI were pipetted into
a well of a microtiter plate, and the absorbance
was measured in the dual scan mode at 490 nm
and 630 nm using the EIA-reader. Procedure B
(see Fig. 2 and Fig. 3): the reactor was filled with
citrate buffer, and the needle was mounted into it.
After rinsing the system with citrate buffer, the
chromogen solution was injected by a syringe into
the system. Valve 2 was set to pump the excess
solution to waste, in order not to contaminate the
UV-detector with citrate buffer or chromogen so-
lution. After filling the reactor with the chro-

mogen solution the feeding was stopped for 15
min to let the enzymatic reaction proceed. Then
the solution was pumped through the detector cell
of the UV-meter using the HPLC-pump, and the
absorbance was read at 405 nm. Finally distilled
water was pumped through to clean the whole
system using the HPLC-pump.

The standard curve was prepared from cali-
brates containing known levels of atrazine at 0,
0.01, 0.1, 1 and 1000 mg l−1 or 0, 0.01, 0.1, 0.3, 1
and 1000 mg l−1 The dilution of the stock solu-
tions of the tracer and the K4E7 antibody were
optimised. All standards were measured as tripli-
cates unless stated otherwise.

2.5. Analysis of natural water samples

Two water samples were provided by the
ESWE Institut fur Wasserforschung, Wiesbaden,
Germany. Both samples consisted of surface wa-
ter and are to be considered as cumulated mixed
samples. Sample I was collected between April
1–9, 1996, sample II between June 24 and July 1,
1996. Both samples have been independently
analysed using a GC/MS-method by the ESWE
Institute.

The water samples were used without pretreat-
ment. For checking for matrix effects the samples
were additionally diluted by a ratio 1:2, with
PBS-buffer pH 7.6. The samples were analysed
using the ELISA with microtiter plates or the
needles as solid phase.

2.6. Analysis of the data

The absorbance data for all calibrates of one
assay run were normalised by transformation to
% B/B0 according to Eq. (1),

% B/B0 =100× (A−Aex)/(A0−Aex) (1)

with A=absorbance of the sample or standard
A0=absorbance of the standard containing 0 mg
l−1 of atrazine Aex=absorbance of the standard
with excess atrazine (1000 mg l−1)

% B/B0 thus represents the absorbance for an
arbitrary dose relative to that for the zero dose
corrected for nonspecific absorbance. The 50%
B/B0-value is called the centre of the test or IC50.
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The determination range of the calibration curve
is limited by the upper and lower determination
limit which are not identical to the detection
limits [79–81]. As operation limits of the assay
presented here 10% B/B0 and 80% B/B0 were
chosen as they mark the boundary of the part of
the curve with highest sensitivity [82]. According
to the Union of Pure and Applied Chemistry [79]
curve fitting of the standard calibration curve
should be performed with the 4-parameter-logistic
equation of Rodbard [82].

y=d+ (a−d)/(1+ (x/c)b) (2)

with a=upper asymptote of the curve, d= lower
asymptote of the curve, c=analyte concentration
at IC50, b=slope of the curve at IC50, y= test
signal x=analyte concentration.

The obtained not normalised data were
analysed using the software Biolinx 2.21. The
software involves an iteration procedure based on
Eq. (2) using directly the not normalised ab-
sorbances. In a parallel calculation the normalised
data % B/B0 were analysed according to Eq. (2)
with the help of the software Fig. P.

For comparison of mean values (IC50 or the
atrazine content of the sample obtained by differ-
ent methods) the t-test was applied, variances
were compared using the F-test [83,84].

3. Results and discussion

3.1. General outline of the assay

The developed immunoassay for atrazine is an
enzyme-linked immunosorbent assay using immo-
bilised antibodies, free tracer and analyte in the
competition step, following the ELISA-format 2a
as discussed in Section 1.2 (see Fig. 1). The solid
phase was precoated by goat anti-mouse anti-
body, then the monoclonal anti-atrazine antibody
K4E7 was bound in the coating step by the
antibody of the precoating step. In the following
competition step analyte and tracer competed for
the binding sites of K4E7. The amount of bound
tracer is then determined by its enzymatic
reaction.

Schneider and Hammock [56] compared vari-
ous test formats employing direct binding of anti-
body to the solid phase or precoating techniques
and could show that best IC50-values and detec-
tion limits are obtained using precoating. Precoat-
ing itself results in relatively high concentration of
goat anti-mouse antibody on the solid phase.
Hence there is no need of a blocking step. Pre-
coating also allows the use of lower concentration
of the anti-atrazine antibody and as a conse-
quence lower tracer concentrations giving a lower
IC50 value for the assay than an assay without
precoating [56,85].

The antibody K4E7 is a monoclonal antibody
produced by using hybridoma technique and
characterised by Giersch et al. [57,77]. For the
immunisation of mouse a conjugate of key hole
limpet haemocyanine and the hapten 6-((4 chloro-
6-(ethyl amino)-1,3,5-triazin-2yl)amino)-hexanoic
acid was used. The spacer may mimic alkyl
groups such as isopropyl when stimulating B-
lymphocytes giving high affinity antibodies
against atrazine and propazine as shown by the
cross reactivity pattern of K4E7 [57]. The hapten
used to synthesise the HRP-tracer had an iso-
propyl group instead of an ethyl group in 6-posi-
tion and is recognised by the antibody, too.

The sensitivity of the assay and its IC50-value is
mainly determined by the affinity and specificity
of the antibody, however, the choice of an appro-
priate tracer can enhance the IC50-value markedly
as was shown by [8]. HRP as the enzyme resulted
in nearly a 10-fold improved assay compared to
alkaline phosphatase as the enzyme. Hence in the
work presented here an HRp tracer was chosen.

3.2. Microtiter plates as solid phase

In a first approach microtiter plates were used
as solid phase and a sensitive assay was build up.
Calibration curves were performed in quadrupli-
cates for each standard. The dilution of the stock
solution of the tracer and K4E7-antibody were
varied to get a low IC50-value preferably 0.1 mg
l−1. Table 3 shows the IC50 value as a function of
the tracer dilution for a fixed K4E7 dilution,
1:50000 or 1:75000, respectively. All data points
are mean values of four independent calibration
curves.
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Table 3
Centre of the test IC50, 10% B/B0 and 80% B/B0 in dependence of the K4E7-antibody dilution and the HRP-tracer dilution

80% B/B0
a [mg l−1] 10% B/B0

a [mg l−1]K4E7-dilution Tracer dilution n IC50-valuea [mg l−1] DB/B0
b [mg l−1]

0.05390.008 1.7790.081:50 000 1:50 000 4 1.720.20590.012
1.4190.110.04790.006 1.361:50 000 0.16190.0111:75 000 5

0.14390.013 0.03890.006 1.2590.05 1.211:50 000 1:100 000 5
0.870.9090.150.12090.0131:50 000 0.03490.0031:150 000 5

0.05390.010 1.8690.201:75 000 1:50 000 4 1.810.21090.013
0.05290.006 1.3690.101:75 000 1:75 000 4 0.17290.011 1.31

1.2290.100.03790.009 1.181:75 000 0.13890.0151:100 000 4
0.12990.015 0.04190.006 1.0290.12 0.981:75 000 1:150 000 4

Tracer: Tr2.
a Mean values9standard deviation of n independent calibration curves.
b 80% B/B0−10% B/B0.

As the suitable concentration range 80% B/B0

was chosen as the lower limit, 10% B/B0 as the
upper limit. In literature the concentration range
is not defined along the same lines. Sometimes
detection limits are chosen, some use determina-
tion limits. When choosing the 10 and 80% B/B0-
values as limits the most sensitive almost linear
part of the calibration curve is used being within
the determination limits and in accordance with
the suggestion of the Union of Pure and Applied
Chemistry that the lower or upper limit of quan-
tification should not exceed a variation coefficient
of 925% [79]. 80% B/B0 is also favoured as a
limit by Rodbard [82].

The applied concentration of antibody and en-
zyme tracer determine the detection limit, the
IC50-value and the sensitivity of the assay. The
sensitivity is usually defined as slope of the curve
at its inflection point. As discussed by Hock [85]
the lower the antibody concentration and the
total amount of hapten (analyte plus tracer) the
better the detection limit and IC50-value, but the
sensitivity itself decreases. The sensitivity is
defined as the slope at the IC50-value; it can be
approximated by the difference between the 80
and 10% B/B0-value. For the purpose of detecting
a low amount of the analyte (e.g. atrazine) the
IC50-value should be low, best about 0.1 mg l−1 as
pointed out in the introduction. The assay pre-
sented here fulfils that requirement best for dilu-
tions to be 1:50000 for K4E7 and 1:150000 for
the tracer Tr2; tracer Tr1 was best when diluted

by 1:30000. A further dilution of K4E7 down to
1:75000 gives same results for the IC50-value, the
80 and 10% B/B0-value within the experimental
error showing that the affinity limit of the anti-
body was approached.

Fig. 4 presents a typical calibration curve using
the optimised conditions. The IC50-value as a
mean value of eight independent calibration
curves is 0.129 mg l−1 (see Table 4). The range
between 80 and 10% B/B0 is 32–1000 ng l−1.

The K4E7-antibody is used in literature for
determining atrazine [57,77]. The assays were per-
formed in precoated microtiter plates using an
HRP-tracer. The results of IC50-value to be 0.1 mg
l−1 and 80% B/B0 to be 30 ng l−1 are comparable
with those presented in this paper. The solid
phase used in [57,77], however, was from a differ-
ent manufacturer than those used in this commu-
nication. It should be noticed that microtiter
plates from different companies may influence the
IC50-value and the variation coefficients as shown
by [65].

Since the assay was designed for a serial screen-
ing test, it had to be robust and reliable. The
reproducibility of the calibration curves was
checked using the IC50-value as indicator. Table 4
shows the results for measurements within differ-
ent days. Within one day an IC50-value of
(0.12890.008) mg l−1 (n=2) was obtained, be-
tween days the IC50-value was (0.12990.009) mg
l−1 (n=8). The variances (F-test) and the IC50-
values (t-test) for measurements within or between
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Fig. 4. Representative calibration curve for the determination of atrazine by a competitive ELISA using a microtiter plate as solid
phase. Each data point is the mean value of 3 determinations. Results were obtained under optimised conditions using tracer Tr2
(see text).

days are similar on a 95% confidence level. Hence
the IC50-value as well as the 80 and 10% B/B0

showed good reproducibility.

3.3. ELISA on inoculation needles as a solid
phase

A second assay was developed to reduce the
required sample volume below 50 ml, but without
loss in its determination characteristics. As solid
phase inoculation needles were used, in the fol-
lowing referred as needles. The assay format fol-
lows closely the one performed in microtiter
plates as described in Section 3.1 using the same
antibodies for precoating, the anti-atrazine anti-
body K4E7 and the HRP-tracer. All needles nec-
essary to run one test, including calibration and
sample analysis, were treated together in the pre-
coating and coating step. As from the competition
step each needle was treated individually. The
competition was carried out in small special
glasses which allow to reduce the sample volume
to 30 ml compared to 100 ml when using microtiter
plates. The enzyme reaction step was performed
in two different ways.

In procedure A the enzymatic reaction was
performed in the small glass vessels. Then a part

of the solution was stopped after transferring it to
a well of microtiter plate. This allows the conve-
nient use of the EIA-reader and direct calculation
of the calibration curve. Hence this procedure was
applied to determine the best tracer dilution and
K4E7 dilutions as well as for checking the repro-
ducibility of the assay.

A K4E7-antibody dilution of 1:50000 was com-
pared with one of 1:25000. A dilution of tracer
Tr2 of 1:50000 was best, because lower tracer
dilutions gave too low absorbance values. Both
combinations gave comparable results (K4E7
1:50000: IC50= (0.12490.025) mg l−1, n=5;
K4E7 1:25000: IC50= (0.12090.046) mg l−1, n=
3). Hence the dilution consuming less antibody
was chosen for further measurements. A more
diluted antibody stock solution resulted in less
reproducible assays.

Fig. 5 shows a typical calibration curve. The
optimised assay conditions were K4E7 diluted
1:50000 and Tr1 diluted 1:12000 or Tr2 diluted
1:50000. Day to day reproducibility is demon-
strated in Table 4. The IC50-value obtained from
five independent calibration curves was (0.1249
0.025) mg l−1 with a concentration range between
80 and 10% B/B0 of 22–2900 ng l−1. The IC50-
value of the ELISA on needles as solid phase and
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Table 4
Between day reproducibility of calibration curve using ELISA with microtiter plate (plate) or inoculation needle (needle) as solid
phase

80% B/B0 [mg l−1] 10% B/B0 [ mg l−1]Solid phase No. of calibration curve IC50-value [mg l−1]

0.025 1.000plate 1 0.122
0.137 0.0352 0.990

0.0280.114 1.0023
0.130 0.030 1.0704
0.133 0.0355 1.119

0.0350.135 1.1296
0.9390.0347 0.122
0.9810 0370 1388

0.12990.010 0.03290.004Means9SD 1.02990.069

0.0120.1011 3.18Needlea

0.146 0.0352 1.41
0.122 0.0143 3.68

0.0130.151 4.964
1.710.0365 0.098

0.02290.012 2.9991.46Means9SD 0.12490.025

Each standard of a calibration curve was measured as quadruplicate (plate) or triplicate (needle). Tracer: Tr2, dilutions as optimised
(see text).
SD, standard deviation.
a According to procedure A.

on microtiter plates are similar with respect to
mean value and variance, at a significance level of
a=0.01. The concentration range between 80 and
10% B/B0 is larger for needles as solid phase than
for microtiter plates, due to a smaller slope.
Therefore the variances of 10 and 80% B/B0 are
higher than those obtained on microtiter plates.

The new assay using inoculation needles fulfils
the requirements of a sample volume below 50 ml
and of an IC50-value about 0.1 mg l−1 to detect
atrazine in concentrations B0.3 mg l−1. Although
the day to day variation is higher than in the
assay on microtiter plates, if sample having con-
centrations far from the IC50-value are measured,
it will be suitable as a generally applicable
analysing method for research on samples only
available in small quantities.

In procedure B all steps except the enzymatic
reaction were performed as described. For the
enzymatic reaction a special reactor was used as a
first approach towards automatisation. The opti-
mised conditions with regard to K4E7 and tracer
concentrations were applied as defined with pro-
cedure A. It should be noticed that in procedure B

due to the flow through mode the enzymatic
reaction was not stopped by HCI, but directly
pumped through the detector. Normally the addi-
tion of HCI gives a shift of the absorbance maxi-
mum of the product from 445 to 492 nm
accompanied by an increase of the absorption
coefficient [86]. Here the unstopped solution had
to be measured at 405 nm resulting in lower
absorbance values compared to a solution
stopped with HCI.

A typical calibration curve is shown in Fig. 6.
For two independent calibration curves the IC50-
value is (0.09390.018) mg l−1, 80% B/B0 is
(0.02890.019) mg l−1 and 10% B/B0 (0.6829
0.052) mg l−1. For the IC50-value and 80% B/B0

procedure A and B give similar results with regard
to variance (F-test) and mean values (t-test) at a
significance level of a=0.05.

The 10% B/B0-value of procedure B is lower
than for procedure A. If the fitting of the curve
for both procedures is compared, the fitting for
procedure A is better. This may be due to a loss
of sensitivity using the unstopped solutions and
their lower absorbances in procedure B.
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Fig. 5. Representative calibration curve for the determination of atrazine by a competitive ELISA using inoculation needles as solid
phase. The enzymatic step was performed according to procedure A: the absorbance of the product was measured by the EIA-reader
after transferring an aliquot to a microtiter plate. Each data point is the mean value of 4 determinations. Results were obtained
under optimised conditions using tracer Tr2 (see text).

It is also of interest that-as compared to the
assay on microtiter plates -the slope of the assay
on needles is smaller, hence a greater concentra-
tion range can be checked but at a comparable
IC50-value.

3.4. Analysis of water samples

Two different natural water samples were
analysed using the developed ELISA with microt-
iter plates or inoculation needles as solid phase.
The probes were surface water samples collected
in early April or at the end of June of 1996, five
years after the atrazine ban in Germany. To
check matrix effects the samples were analysed
without dilution or after a 1:2 dilution with PBS-
buffer. No matrix effects were observed.

Table 5 summarises the results obtained with
microtiter plates or needles as a solid phase using
procedure A between day to day measurements.
Both methods gave similar results with regard to
variance (F-test) and mean value (t-test) at a
significance level of 0.01. The variation coefficient
of sample I was larger than for sample II. This is
due to the fact that the concentration of sample

II is close to the IC50-value of the test. At IC50

the sensitivity of the assay is highest and there-
fore the variation coefficient small [80]. In con-
trary sample I has an atrazine concentration
which is near to the 80% B/B0-value meaning
near the lower determination limit and which is
therefore attended with a large variation coeffi-
cient.

The results were then compared with the con-
centrations determined by a GC/MS analysis. Ac-
cording to this control method sample I contains
0.04 mg l−1 atrazine and 0.05 mg l−1 desethyla-
trazine. Sample II gave results of 0.06 mg l−1

atrazine, 0.09 mg l−1 desethylatrazine and 0.07 mg
l−1 terbutylazine. For the immunoassays the cali-
bration curves were obtained using atrazine stan-
dards and then the samples analysed as if they
only contained that herbicide. However, antibod-
ies normally show cross-reactivities to molecules
which are structurally related to the analyte. The
cross-reactivities of the K4E7-antibody was deter-
mined by Giersch [57] to be 18% for desethyla-
trazine and 26% for terbutylazine. Because both
assays presented in this paper use an assay for-
mat with precoating using goat-anti mouse anti-
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Fig. 6. Representative calibration curve for the determination of atrazine by a competitive ELISA using inoculation needles as solid
phase. The enzymatic step was performed according to procedure B using the flow through system. Each data point is the mean
value of 3 determinations. Results were obtained under optimised conditions using tracer Tr1 (see text).

bodies and HRP-tracer based on the same hapten
as in [57], in the competition step the same cross-
reactivity can be assumed. If then for the GC/MS
data the cross-reactivities are taken into account,
sample I would pretend 0.049 mg l−1 and sample
II, 0.094 mg l−1 of atrazine. The results for sample
I and II are in good agreement with the results
obtained by the ELISA on microtiter plate and
needle (procedure A).

4. Conclusion

The determination of pesticides like atrazine in
water samples of restricted volume at trace levels
is a future challenge of environmental analysis.
Reviewing existing methods for atrazine immuno-
chemical methods are the most promising ones,
because they require almost no preconcentration
and pretreatment of the sample.

Table 5

Comparison and reproducibility of the ELISA on microtiter plates (plate) and the ELISA on inoculation needles (needle)

Analysis no.a Sample I conc. [mg l−1]bELISA-type Sample II conc. [mg l−1]b

0.04490.00451Plate 0.09490.0031
0.05190.0015 0.09790.00242

0.10590.0110.03890.00163
4 0.03590.0046 0.09990.0058

Means9SD 0.09990.00240.04290.0035

0.03490.0051 0.12190.024Needlesc 1
0.09690.0190.04390.00422
0.11690.0223 0.03890.0057

Means9SD 0.03890.0026 0.11490.013

Samples I and II are surface water samples. Tracer: Tr2, dilutions as optimised (see text).
SD, standard deviation.
a Analysis of different numbers were performed on different days.
b Mean value of 4 measurements (plate) or 3 measurements (needle).
c According to procedure A.
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Based on the discussed necessities an ELISA
has been developed using the surface of inocula-
tion needles as a solid phase. The needles al-
lowed the performance of the assay in small
glass vessels reducing the sample volume to 30 ml
compared to the 100 ml required by a parallel
developed ELISA in microtiter plates. The centre
of the test IC50was 0.12 mg l−1 (needles) and
0.13 mg l−1 (microtiter plates), the concentration
range between 80 and 10% B/B0 was 0.022–2.90
mg l−1 (needle) and 0.03–1.00 mg l−1 (microtiter
plate). A first approach towards automatisation
for the enzymatic step was successful, but the
use of the EIA-reader for measuring is more
convenient when handling a large number of
samples even if an additional pipetting step is
necessary.

The developed assays were successfully em-
ployed in the analysis of two surface water sam-
ples having low atrazine contents. Both ELISA
methods showed a good reproducibility.

The assay using inoculation needles as a solid
phase has the smallest sample volume reported
for ELISAs for atrazine, up to our knowledge.
This fact and the low IC50-value will make the
assay suitable for the analysis of atrazine in wa-
ter samples of restricted volumes, e.g. cloud wa-
ter. The methodology, itself, will not only be
restricted to atrazine, it can also be applied to
virtually any pesticide when suitable antibodies
are available. This opens the possibility of utilis-
ing ELISA technique for samples only available
in small volumes at low concentrations.
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Abstract

Alpha emitting actinides such as plutonium, americium or curium were measured by a-spectrometry after
radiochemical separation. The short range of a-particles within matter requires, after a pre-concentration process, a
succession of isolation and purification steps based on the valence states modification of the researched elements. For
counting, actinides were electrodeposited in view to obtain the mass-less source necessary to avoid self-absorption of
the emitted radiations. Activity concentrations of gamma-emitting fission products were calculated after measurement
with high purity germanium detectors (HPGe). These different methods were used to analyse soils sampled in the
Republic of Belarus, not far from the Chernobyl nuclear plant. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Radiochemistry; Actinide; Fission products; Chernobyl

1. Introduction

During the last 40 years, a great attention has
been given to the development of methods in view
to determine actinides (plutonium, americium,
curium, other transuranium elements) and also
fission products in the environment [1–8].

The main origin for these radionuclides is the
nuclear weapons fallout and the Chernobyl fall-
out. The ratios between elements are different
according to the origin of the fallout.

Plutonium has been produced in greater quan-

tity than any other transuranic elements and has
been the major subject of ecological research as
atmospheric weapon tests, routing waste disposals
and various nuclear accidents made it more preva-
lent than the other transuranic elements. Pu is
present in the environment at very low concentra-
tions and more than 95% of environmental Pu is
found in soils. The determination of Pu in soils is
therefore very important for radioecological stud-
ies of the elements [9].

137Cs is one of the most important g -emitting
radionuclides found in the environment. The de-
termination of its activity concentration can be
used to estimate the activities of other radionu-
clides using the established radionuclide ratios.

* Corresponding author. Tel.: +33 4 92076365; fax: +33 4
92076364; e-mail: barci@unice.fr

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Sampling: sites on the map are presented—the places where soils were sampled in the Republic of Belarus. The shaded area
shows the highest radioactive contaminated zone in the studied region.

In this study, we present results concerning the
alpha-radioanalytical determination of 238Pu, 239+

240Pu, 241Am, 243+244Cm and the gamma-deter-
mination of 134Cs, 137Cs, 125Sb, 40K, 226Ra and
232Th in Belarus soils. The sampling was made in
different sites, not far from the Chernobyl nuclear
plant: Chiepietovitch (Cacersk) and Pecki (Vetka)
in the region of Gomel, and at different depths
(0–5, 5–10, and 10–15 cm).

2. Experimental

All reagents used were of analytical grade and
solutions were prepared in unionised water.

Anionic columns were: Bio Rad AGMP1 and
Dowex 1×4, 100–200 mesh in chloride form and
cationic columns: Aldrich Dowex 50W×8, 100–
200 mesh in chloride form.

2.1. Sampling

Analysed samples were Belarus soils sampled at
the end of 1996.

Belarus is near Ukraine and the region of
Gomel, where the sampling was made, is �140
km from Chernobyl. Sampling was made at three
different depths: 0–5, 5–10 and 10–15 cm. Sam-
pling sites are shown in Fig. 1. The studied soils
were podzol with clay base over moraine in the
Chiepietovitch site, and clay on alluvium in the
Pecki site.

Pecki and Chiepietovitch, respectively situated
in the district of Vetka and Cacersk, region of
Gomel, are located in the south east of Minsk. As
it can be seen on the map, one of them is situated
in the highest Chernobyl contaminated zone,
Chiepetovitch (Cacersk). The other one is near
this zone, Pecki (Vetka).
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Fig. 2. Radiochemical separation of the different fractions,
americium, thorium and plutonium after the pretreatment
step.

the fraction containing both americium and
curium, before electrodeposition and the counting
by a-spectrometry.

After destruction of the organic matter by calci-
nation and addition of the yield determinants,
242Pu and 243Am, the soil is leached with 8 M
HNO3. Transuranium elements are then co-pre-
cipitated with ferric hydroxide in ammonia
middle.

The purification procedure of plutonium by
elution with different acid solutions on an anionic
exchange column is shown on Fig. 2. After evapo-
ration and addition of H2O2 in order to eliminate
iodide, Pu isotopes are then electrodeposited in
sulfuric acid-ammonia media at pH 2.4, on a
stainless-steel disk, with a current of 1 A applied
for 1 h.

The americium-curium fraction is purified by
co-precipitation with calcium oxalate. After elu-
tion through a two-layer exchange column
(cationic and anionic), in order to separate re-
maining traces of Th and Pu, and extraction into
DDCP (dibutyl-N,N-diethyl carbamyl phos-
phate), another anion-exchange process is used to
eliminate rare earth as described in Fig. 3. The
eluate is evaporated and a few drops of concen-
trated HNO3 are added in order to eliminate
thiocyanates. Americium and curium isotopes are
then electrodeposited for 2 h with the same proce-
dure as for plutonium.

The a spectra were measured with Dual Alpha
Spectrometers EG & G Ortec 576A equipped with
boron implanted silicon detectors and the pulses
were analysed with a multichannel buffer analyser
(spectrum master ORTEC 919).

2.3. Gamma-spectrometry measurements

The measurement of the X-g emitting fission
product is performed without radiochemical sepa-
ration. Soil samples are oven-dried at 100°C and
homogenised. All the samples are packed into
plastic containers and counted in the same geo-
metrical conditions as standard samples by g-
spectrometry [11]. Two types of germanium
detectors were used for comparative measure-
ments. The first one was a coaxial HPGe detector
(EG & G Ortec) having 17% relative efficiency

2.2. Alpha spectrometry measurements

Analysis of Pu, Am, and Cm in soils is com-
plex. The radiochemical separation involves a pre-
concentration step and two extraction procedures
[10]. The first one in order to separate the pluto-
nium isotopes, the second one in order to separate

Fig. 3. Radiochemical separation of americium and curium
from the fraction obtained after the radiochemical separation
of plutonium.
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Table 1
Activity concentrations measured in soils sampled in Belarus (1996) for g emitting radionuclides

Activity concentration (Bq. kg−1 dry)

Bigger depth sample 10–15 cmMiddle depth sample 5–10 cmRadionuclide Surface sample 0–5 cm

PeckiChiepietovitchChiepietovitch PeckiChiepietovitch Pecki

49099 7294137Cs 332749600 117009200 23996 800915
9.490.4 1.390.1134Cs 630912 21796 5.490.5 14.590.4

1.390.45.690.5 3.890.5125Sb 8.590.483912 3992
265927 268928 252926 26192740K* 290932 247926

1092 891226Ra+daugthers* 993 793 892 992
7921092 1092232Th+daugthers* 10921193 1092

* Natural radionuclides.

Table 2
Activity concentrations measured in the four most contaminated sampled soils from Belarus (1996) for a emitting radionuclides.

Activity concentration (Bq. kg−1 dry)

Middle depth sample 5–10 cm Bigger depth sample 10–15 cmRadionuclide Surface sample 0–5 cm

PeckiPeckiChiepietovitch Pecki

3.790.5 0.890.1 0.5290.06 0.4590.06239–240Pu
2.290.3 0.3990.07 0.0490.01238Pu 0.0690.01

0.1190.02 0.0990.021.390.2 0.2990.04241Am
1092 1.890.3 0.6190.03243–244Cm 0.990.2

and an energy resolution FWHM (full width at
half maximum) of 1.9 keV on the 1.33 MeV
photopeak of 60Co. The second was a 2 cm3

planar HPGe detector with a 130 mm beryllium
window; the resolution (FWHM) of this counter
was 190 eV on the Fe Ka X line. The pulses from
these detectors were analysed with a multichannel
buffer analyser (spectrum master ORTEC 919).

The background contribution was reduced by
surrounding the detector with 2 mm thickness
copper and 5 cm thickness lead castle. For the
HPGe planar detector, a 1 cm thickness steel
castle was sufficient to shield from background.
For spectra measured with the coaxial HPGe
detector, a one day counting time was generally
sufficient to have reasonable statistic deviation on
the main photopeaks. All fission products ob-
served in the samples were identified by at least 2
g-rays whose energies agreed within 0.2 keV with
literature values.

3. Results and discussion

Results obtained for fission products 137CCs,
134Cs and 125Sb are presented, for the two studied
sites on Table 1. For comparison activity concen-
trations of the natural radionuclides 40K, 226Ra
and daughters, 232Th and daughters are also
given. In Table 2, results obtained after a-spec-
trometry measurements for the transuranium ele-
ments 238Pu, 239+240Pu, 241Am and 243+244Cm are
shown. For each sample two alpha spectra were
obtained, one with the plutonium isotopes and the
other for the americium-curium fraction. Spectra
obtained for a soil sample are shown in Fig. 4.

Results are in accordance with the existence of
a more contaminated place as shown on Fig. 1,
activity concentrations measured in the surface
sample from Chiepietovitch are higher than those
of Pecki. Activity concentrations vary with the
depth of sampling (0–5, 5–10 or 10–15 cm). For
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Fig. 4. a spectrum measured, for a Belarus soil sample, after
radiochemical separation (a) americium-curium fraction, (b)
plutonium isotopes.

short half-life of 134Cs (T1/2=2.06 years) compared
to that of 137Cs (T1/2=30 years) the isotopic ratio
should be about 55 at the end of December 1996.
The measured ratio, in the range 45–55, allowed
the attribution of the main contamination of these
Belarus samples to the Chernobyl fallout. The
isotopic ratio 238Pu/239+240Pu was about 0.5 for
Chernobyl fallout and in the range 0.04–0.13 for
the global fallout [12]. The experimentally obtained
ratio for the Belarus samples are 0.690.1 and
0.590.1 for the two surface samples and 0.089
0.02 and 0.1390.03 for the deeper soils. This
shows that, contrary to the cesium isotopes, the
transuranium elements from the Chernobyl fallout
are always in the first 5 cm of soil. This is confirmed
by the activity ratio 241Am/239+240Pu which was
found higher in surface soils: 0.35 (Chiepietovitch)
and 0.36 (Pecki), than in deeper soils: 0.21 (Pecki:
5–10 cm) and 0.20 (Pecki: 10–15 cm). Alpha
energies of the two curium isotopes 243Cm and
244Cm are almost the same, so we can only measure
the sum of both isotopes activity. This activity of
243Cm+244Cm was particularly high in the Belarus
samples, which could show a more refractive com-
portment of curium isotopes comparatively to the
other transuranium elements.

References

[1] N.A. Talvitie, Anal. Chem. 43 (1971) 13.
[2] M.K. Wong, Anal. Chim. Acta 56 (1971) 355.
[3] H.D. Livingston, D.L. Schneider, Earth Planet Sci. Lett.

25 (1975) 361.
[4] M. Sakanoue, M. Yamamoto, K. Kamura, J. Radioanal.

Nucl. Chem. 115 (1987) 71.
[5] G. Barci, J. Dalmasso, G. Ardisson, Radioanal. Nucl.

Chem. 156 (1992) 83.
[6] G. Barci-Funel, J. Dalmasso, G. Ardisson, J. Radioanal.

Nucl. Chem. Lett. 164 (1992) 157.
[7] E. Holm, S. Ballestra, J.J. Lopez, A. Bulos, N.E. White-

head, G. Barci, G. Ardisson, Radioanal. Nucl. Chem. 177
(1994) 51.

[8] W.C. Burnette, D.R. Corbett, M. Schlutz, J. Radioanal.
Nucl. Chem., 1997, (in press).

[9] A. Yamato, J. Radioanal. Nucl. Chem. 75 (1982) 265.
[10] Technical reports no. 295, Measurement of Radionuclides

in food and the environment, IAEA, Vienna, 1989.
[11] G. Barci, J. Dalmasso, G. Ardisson, Sci. Total Environ. 70

(1988) 373.
[12] R. Suutarinen, T. Jaakkola, J. Paatero, Sci. Total Environ.

130–131 (1993) 65–72.

Chiepietovitch soil the vertical migration of the
radionuclides is less important than for the Pecki
soil. This discrepancy observed in the comportment
of the studied radionuclides can be explained by the
different characteristics of the soils.

For all samples, the activity concentrations for
the natural radionuclides are identical. Such a
result was expected

The study of the activity concentration ratios
(isotopic ratios), like 137Cs/134Cs and 238Pu/239+

240Pu, or activity ratio between different radionu-
clides, allows the determination of the ra-
dionuclides origin. In the Chernobyl fallout, the
isotope ratio 137Cs/134Cs was about 2.1 due to the
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Abstract

A new type of radiofrequency capacitively coupled plasma torch is presented. The torch electrode geometry is
coaxial with a tubular central electrode and one or two outer ring electrodes. The argon plasma is generated at 275
W radiofrequency power and 27.12 MHz and it has a very good stability and a low gas consumption of 0.4 l min−1.
The nebulized sample is introduced through the tubular electrode into the core of the annular shaped plasma thus
achieving a better atomisation and a lower background. The limits of detection for 20 elements are in the range of
ng ml−1 and the dynamic range between 2.5 and 3.5. The best results are obtained with the torch with two outer ring
electrodes. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Atomic spectroscopy; Plasma sources; Capacitively coupled plasma.

1. Introduction

The analytical performance in plasma atomic
spectrometry is strongly dependent on the form
and on the procedure by which the sample is
introduced into the plasma discharge. The process
involves two steps. The first is the dispersion of
the sample by an appropriate method: ablation or
sputtering for the solids, nebulization for the liq-
uids, etc. The second step consists in the condi-
tioning of the dispersed particles or droplets
which are then carried further into the plasma

discharge by a flow of gas. Most of the work in
the sample introduction was devoted to the first
step of the process. However, the second step has
its critical points, one of which is the region of the
plasma where the dispersed sample is introduced.
It implies that the plasma torch has to be designed
accordingly. A good example is the radio fre-
quency inductively couple plasma (ICP). The ex-
ceptional analytical qualities of this plasma are
the results of a o combination of two factors:
plasma higher temperature and the plasma annu-
lar shape which allows the sample to be intro-
duced right into the core of the discharge.
Consequently the atomic and ionic excitation is
very efficient; the spectral background is relatively

* Corresponding author. Fax: +40 64 420667; e-mail: cor-
dos@re.ro

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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low, the detection limits are very good, the dy-
namic range is large and the matrix effect is not
important [1–8]. The torches developed later for
microwave capacitively coupled plasma (CMP)
and microwave induced plasma (MIP) were de-
signed such that the plasmas have an annular
shape so that a better interaction between sample
and plasma could be achieved. Winefordner et al.
[9–11] were the first to build CMP torches of
medium power (up to 500 W) with tantalum tube
electrodes and of high power (1 kW) with
graphite electrode, that allows for the sample
aerosol to be introduced in the centre of the
plasma. The detection limits obtained with these
torches were 1–2 order of magnitude better that
those obtained with torches with platinum wol-
fram tip electrode and side introduction of the
sample aerosol. Okamoto et al. [12], by introduc-
ing the sample in the core of an annular shape,
high power (1.3 kW), argon MIP have achieved in
atomic emission, detection limits similar with
those in Ar-ICP-AES. The same authors [13,14]
using detection by mass spectrometry (MS) have
obtained detection limits for nitrogen microwave
plasma (N2-MIP-MS) similar with those from Ar-
ICP-MS. Jin et al. [15,16] have built a new mi-
crowave argon plasma torch, similar with an ICP
torch but operated at less than 100 W. This
plasma has also an annular shape which in combi-
nation with an ultrasonic nebulization system
yields good detection limits for refractory ele-
ments in spite of its low power.

In the last years a number of radio frequency
coupled plasma torches (r.f.-CCP) of low and
medium power, were developed [17]. Cordos et al.
[18–23] have built an atomic emission spectrome-
ter based on a r.f.-CCP torch with coaxial elec-
trodes in tip-ring geometry. The torch was low
power (85–275 W at 27.12 MHz), adapted for
pneumatic nebulized liquid samples. The sample
aerosol was introduced at a distance of 5 mm
from the plasma base using a teflon piece with 12
holes. For this type of torch a part of the sample
remains in the plasma mantle and does not reach
in the hot plasma core where the dissipated power
is at maximum [20]. Obviously the plasma capa-
bilities are not fully used. Therefore the authors of
the present paper have designed a new type of

Ar-r.f. CCP torch with a tubular central electrode
and one or two ring counter electrodes. This new
torch could be an alternative to low power CMP
and MIP torches. A single argon gas flow is used
both for sample nebulization and as support gas.
By introducing the sample directly in the plasma
core a more efficient atomisation and excitation is
expected. In the present paper some figures of
merit of this type of torch are compared with
those of torch with electrodes in tip to ring ge-
ometry. The optimisation of torch parameters and
the detection limits are presented.

2. Experimental

2.1. Instrumentation

The schematic diagram of the plasma torch is
given in Fig. 1. The torch main body is made of
brass and it is water-cooled. In the central channel
of the torch is placed a PTFE tube with an inner

Fig. 1. Schematic diagram of the r.f. CCP torch with central
tubular electrode and two outer ring electrodes.
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Table 1
Instrumentation and operating conditions for plasma torch and spectrometer

EOP model, 27.12 MHz free running oscillator, 275 W (Research Institute for Analytical Instrumentation,Rf. Generator
Cluj-Napoca, Romania).
Laboratory constructed. Watercooled torch body. Capacitively coupled, coaxial geometry with molybdenumPlasma torch
tubular electrode, 2–4 mm i.d., 5 mm o.d. One or two outer ring electrodes, 25 mm diameter, made of 11
gauges copper wire. Support gas: argon spectral grade (Azo Mures, Tg. Mures, Romania), 0.4 l min−1 gas
flow at atmospheric pressure.
Pneumatic nebulizer and 4 rollers peristaltic pump, 0.8 ml min−1 solution intake, 120 ml glass nebulizationSample intro-
chamber, 10% nebulization efficiency (Research Institute for Analytical Instrumentation, Cluj-Napoca, Roma-duction sys-
nia). Aerosol introduction into the plasma core via central tube electrode.tem

Optics Monochromator Heath EU 700, 0.35 m focal length, 1200 grooves per mm grating.
Photomultiplier R14 14 (Hamamatsu, Japan) operated at 700 V. Photomultiplier power supply Heath EU 701 (Heath Co.

Benton Harbour, MI, USA)
Recorder K 201 (Zeiss-Jena, Jena Germany)

diameter of 5 mm. Further, into this tube is
introduced a molybdenum tubular electrode with
the inner diameter of 2–4 mm. The electrode is
centred and secured in position by 6 screws and
connected to the r.f. generator. Over the whole
torch assembly is placed a quartz tube, 15 mm
inner diameter and 200 mm length. One or two
rings, 25 mm diameter, made out of copper wire,
are placed outside of the quartz tube and con-
nected to the common of the r.f. generator. The
rings position is adjustable. The plasma was gen-
erated using an r.f. generator of free running type,
operated at 275 W and 27.12 MHz. The support
gas was spectral grade argon at atmospheric pres-
sure. This single gas flow is used both for sample
nebulization and as support gas for the discharge.

The plasma develops between the tubular elec-
trode and the outer ring electrodes. The samples
were nebulized using a pneumatic nebulizer and a
4 rollers peristaltic pump and introduced into
plasma core via the tubular electrode. The optical
signal was measured by a Heath EU 700
monochromator, equipped with a Hamamatsu
R1414 photomultiplier. The photocurrent was
recorded on a Zeiss Jena K201 recorder. Details
of the equipment were given in Table 1.

3. Reagents

Stock solutions of 1000 mg ml−1 of Al, Ba, Ca,
Cd, Cr, Cu, Fe, Eu, Bi, Mg, Mn, Ni, Co, Pb, Zn,

Hg, Yb, Li, Na, Ag were prepared by dissolution
of high-purity metals, salts or oxides in HCl or
HNO3. Single element working standards were
obtaining by diluting the stock solutions with 2%
v/v HNO3. For the blank measurements a 2% v/v
HNO3 solution was used.

4. Results and discussion

4.1. Optimisation of plasma torch working
parameters

The discharge obtained with tubular electrode
torch looks like a long and slim flame with an
inner cone at the base. The cone is shorter than
the plasma core obtained with a tip-ring torch
[18]. Like in a regular chemical flame the emission
is at maximum above the inner cone. The stability
of the discharge and its analytical performance
are dependent of the material and the dimensions
of the tubular electrode, the placement of ring
electrodes, plasma power and support gas flow.
Since the intensity of the electric field is at maxi-
mum in the centre of the plasma the quartz tube
is protected against excessive heating, in contrast
with the torches having outer parallel plane elec-
trodes, where the electric field is at maximum
close to the tube walls. The role of the ring
electrodes are different. The first electrode (lower
ring electrode) influences the uniformity and den-
sity of electrical field lines in the lower part of the
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Fig. 2. The geometry of the r.f. CCP torches compared in the present paper. T-R. Torch with electrodes in tip-ring geometry SR.
Torch with central tubular electrode and single ring outer electrode DR. Torch with central tubular electrode and double ring outer
electrode.

plasma. A proper diameter and position of this
electrode insures the discharge stability and its
adherence to the electrode. The second (upper)
ring electrode concentrates the electric field lines
in the centre of the plasma, with the improvement
of power transfer from the r.f. field to the plasma.
This increases the atomic and ionic excitation.
When using the second ring electrode the inner
cone of the plasma discharge gets shorter and
brighter. A schematic of the three torches com-
pared in the present paper is given in Fig. 2.

In the first stage, the optimisation of plasma
torch parameters was accomplished for the tubu-
lar central electrode torch with a single outer ring
electrode. The optimisation implies the position of
the ring electrode, maximum plasma power, argon
gas flow and diameter of the tubular electrode.
The influence of the second electrode upon the
plasma properties was determined only as func-
tion of its relative position to the first one and it
will be discussed later.

The optimum position of the ring electrode, in
single ring configuration, is one close to the tubu-
lar electrode and it was established empirically. It

was found that a distance of 5 mm between the
top of the tubular electrode and the first ring
electrode yields a stable discharge. At this dis-
tance between electrodes the divergence of the
electric field lines provides an uniform heating of
the top circumference of the tubular electrode and
a good plasma adherence to the electrode. It was
established by trials that the maximum power of
the discharge that do not damage the electrodes is
275 W.

The optimum values for argon gas flow and for
the diameter of the tubular electrode were estab-
lished by monitoring the intensity of Na I 588.9
nm line. The influence of argon gas flow on Na I
588.9 nm line intensity, for two tube diameters, is
presented in Fig. 3. The emission increases
abruptly when gas flow changes from 0.3 to 0.4 l
min−1, but further, when the gas flow increases
from 0.4 to 0.8 l min−1, the signal growth do not
exceed 25% in spite of the fact that nebulization
efficiency increases two times. The relative signal
plateau in this gas flow range, is due both to the
decrease of analyte residence time in the zone of
maximum excitation and to the cooling of the
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Fig. 3. Emission signal for Na I 588.9 nm line (solution concentration: 50 mg ml−1 Na) as function of argon gas flow. Inner diameter
of the central molybdenum tubular electrode 3.0 mm (A) and 3.5 mm (B)

plasma. A more detailed picture is given in
Table 2 where some figures of merit are pre-
sented for the above mentioned sodium line, as
function of tubular electrode diameter and argon
gas flow. The relative standard deviation of the
background (RSDB) is an indicator of plasma
mechanical stability. A very stable plasma is ob-
tained at 0.4 l min−1 argon gas flow and 3.5
mm tube diameter where RSDB has a minimum
values of 1.2.

The gas flow and the tube diameter affect the
signal to background ratio (SBR) by influencing
both the signal and the background but in dif-
ferent ways and proportions. For example, as
shown before, an increase of gas flow from 0.4
to 0.8 l min−1 produces a moderate increase of
the signal (10–25%) but, in exchange, the back-
ground increases two times for tubes having 3 or
3.5 mm diameter. If the tube diameter increases
over 3.5 mm the background increases dramati-
cally. The overall effect is a decrease of the SBR.
For a given gas flow the decrease is a moderate
one as long the tube diameters changes from 3
to 3.5 mm (546–450 for 0.4 l min−1 and 341–
206 for 0.8 l min−1). For a given diameter the
doubling of the gas flow produces a more impor-
tant decrease of the SBR (546–341 for 3 mm

diameter and 450–206 for 3.5 mm diameter).
Increasing the tube diameter to 4 mm decreases
the SBR with almost an order of magnitude.

The limits of detection (LOD) follow the same
pattern as the SBR. The best LOD’s are ob-
tained for argon gas flow of 0.4 l min−1. There-
fore the increase of gas flow much over 0.4 l
min−1 and the use of tube diameters larger than
3.5 mm are not recommended. The optimum
constructive and operating condition for the
plasma torch are: 275 W r.f. power, 0.4 l min−1

argon gas flow, 3.5 mm inner diameter for the
tubular electrode and a 5 mm distance between
this electrode and the lower ring electrode. These
conditions were also valid for other elements.

The figures of merit for the torch with a single
ring electrode, in the above mentioned condi-
tions are listed in Table 3. As expected, the
LOD’s improved for all elements as compared
with the plasma torch in tip-ring electrode ge-
ometry, where the sample is not introduced in
the centre of the discharge. Since the improve-
ment is more notable for the elements with a
lower dissociation energy of the oxides, Ag, Cd,
Mn, Cd, Zn, Co, one may assume that the im-
provement is in the atomisation process.
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Table 2
Analytical characteristics of sodium emission (Na I 588.9 nm) used for torch optimisation

SBRa RSDBbTubular electrode inner diameter, mm Argon gas flow, l min−1 LODc

1.5 4.05460.43
1.8 8.03 0.8 341

4.01.24500.43.5
1.4 10.03.5 0.8 206
1.5 54.04 0.8 42

a SBR, signal to background ratio for 50 mg ml−1 Na.
b RSDB, relative standard deviation of the background (determined on ten successive measurements).
c LOD, limit of detection (3 s criteria), ng ml−1.

4.2. Influence of the second ring electrode

The presence of the second ring electrode
changes the shape of the plasma and the optimum
observation height for the analytical signal. This
changes are function of the distance between the
lower and the higher electrode. As an example, in
Fig. 4, the emission intensity for the Al I 396.15
nm line is represented as function of distance
between electrodes and observation height. It
could be seen that the optimum emission intensity
could be obtained in a spot that covers about 4
mm in the observation height and 10 mm in the
ring distance.

The optimum distance between ring electrodes,
the optimum observation height and the detection
limits are listed in Table 4, for the same elements
as in Table 3. The elements were divided into 3
groups as function of distance between electrodes.

The first group includes elements for which the
upper electrode is relatively close to the lower
electrode, 60 mm, and the optimum observation
height is generally higher, 12–20 mm. All ionic
lines are in this group. The oxides dissociation
energy is above 4 eV. For this group the improve-
ment in LOD’s are generally higher than those
obtained for the other two groups. The most
notable increase in emission signal is for Ba and
Yb.

The elements from the second group exhibit the
best emission when the electrodes are farther, 70
mm, but the optimum observation height is lower,
6–12 mm. The dissociation energy for the oxides
is B4.3 eV. The decrease of LOD is generally
smaller than for the first group, with an increasing
factor of 1.4–1.8.

The third group includes elements with lower
excitation energy so that they exhibit a good LOD
even in plasma with a single ring electrode or in
plasma of the tip-ring torch.

The emission signal improvement is illustrated
in Fig. 5 where the actual experimental traces are
given for Cd and Ba. For both these elements the
reduction in the background level and back-
ground noise could be noticed, when changing
from tip-ring torch to a torch with tubular central
electrode. The increase in the signal level could
also be seen when using two outer ring electrodes
as compared with single outer electrode torch. At
the element concentration of 250 and 500 ng ml−1

Ba yields an appreciable signal only for the tubu-
lar central electrode torch with two outer ring
electrode.

Increasing plasma temperature or electron
number density does not increase significantly the
atomisation for this elements but rather increases
the excitation efficiency or slightly decreases the
background. As a matter of fact, the LOD’s im-
provement, when switching from tip-ring torch to
single ring tubular torch and further to double
ring tubular torch, is the results of two effects:
increase of the emission and decrease of the back-
ground. The contribution of these two effects is
not the same for all elements. As an example, the
changes in emission and background intensities
are given in Table 5, for a number of selected
elements. The intensities are relative, the column
with higher values being equal with 100 units. One
of the first things to be noticed is the lower
background intensity of the tubular torches as
compared with tip-ring torch. As for the listed
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Fig. 4. Emission intensity of Al I 396.15 nm line as function of distance between outer ring electrodes and observation height.

Fig. 5. The recorded emission signal for Cd and Ba. a, background; b, 250 ng ml−1; c, 500 ng ml−1; T-R., Torch with electrodes
in tip-ring geometry; SR., Torch with central tubular electrode and single ring outer electrode; DR., Torch with central tubular
electrode and double ring outer electrode.
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Table 5
Line and background intensities for r.f. CCP torches with different electrode geometry

Relative background intensityRelative line intensityElement

DRc SRb DRcT-RaT-Ra SRb

100 100 45 60Ba 1 1.4
6336100Mn 10015 32

100 100 13 17Cd 32 48
1814100Ni 10036 50

100 18Co 39 53 23100
4135100Pb 10044 65

100 100 5.4Ag 635 71

a T-R, CCP torch with tip ring electrode geometry (data according to [21]).
b SR, CCP torch, central tubular electrode single outer ring electrode.
c DR, CCP torch, central tubular electrode, double outer ring electrode.

elements, two extremes could be mentioned. In
the case of Ba, the LOD improvement is due to
the increase of the emission signal, especially
when the double ring tubular torch is used. At the
other end is Ag for which the decrease of back-
ground intensity is responsible for LOD decrease.

In comparing the tip-ring torch with the single
ring tubular torch, the improvement of the analyt-
ical performance is due rather to the background
decrease and in the lesser degree to the increase of
the emission. Adding a second ring electrode to
the tubular torch does not further reduce the

Table 6
Calibration curves parameters

Standard deviation of ‘n ’ Correlation coefficientElement a Standard deviation of ‘a ’ n Dynamic range

0.035 0.993Ag 1.88 0.034 2.50.98
0.9970.014 3Al 0.821.31 0.016
0.995 3Ba 2.14 0.026 0.96 0.020

30.9960.020Bi 1.032.48 0.017
0.87 0.022 0.996 3Ca 2.63 0.013

0.998 2.50.016Cd 0.891.88 0.014
0.023 0.995Co 1.87 0.033 0.95 3.5

30.9990.010Cr 0.971.43 0.013
0.013 0.996Cu 1.70 0.014 0.88 2.5
0.020 0.997Eu 1.80 0.025 1.03 3

0.9980.013 3Fe 0.861.71 0.024
0.96 0.005 0.999Hg 1.10 3.50.011

3.50.9970.018Li 0.911.97 0.026
1.01 0.034 0.994 2.5Mg 1.87 0.030

0.997 2.50.016Mn 0.882.48 0.017
0.995 3Na 2.49 0.021 1.03 0.025

30.9980.015Ni 0.981.85 0.021
0.997 3.5Pb 1.83 0.028 0.88 0.016
0.997 2.5Yb 1.82 0.020 1.04 0.016

0.85 0.011 0.999Zn 2.33 2.50.011
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background but significantly increases the emis-
sion.

The dynamic range was established using the
calibration curve:

log y=a+n log C

where y is the emission intensity in arbitrary
units, a is the log (signal /concentration unit), C
represents the concentration in mg ml−1and n is
the calibration curve slope.

The values of the above mentioned coeffi-
cients are listed in Table 6. The calibration
curves were recorded starting from a minimum
concentration five times LOD. The dynamic
ranges are between 2.5 and 3.5 for all studied
elements.

5. Conclusions

The analytical performance of a capacitively
coupled plasma spectral source could be sub-
stantially improved by using a torch with a
tubular central electrode instead of a tip elec-
trode. To the enhancement of the analytical sig-
nal contribute both the increase of the emission,
due to sample introduction into the plasma
core, and the lowering of the background. The
capacitively coupled plasma could be an attrac-
tive source for atomic spectrometry since it
characterised by low power, good stability and a
low gas consumption. The best figures of merit
are obtained for the torch with tubular central
electrode and two outer ring electrodes, properly
positioned. The detection limits are in the range
of ng ml−1 with a dynamic range from 2.5 to
3.5 orders of magnitude.
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Abstract

Modified silicagel (C18) was studied for separation and preconcentration of platinum group metals (Ru, Rh, Pd,
Os, Ir and Pt) as ion associates of their chlorocomplexes with cation of onium salt N(1–carbaethoxypentadecyl)-
trimethyl ammonium bromide. Sample containing HCl and the onium salt was pumped through the column. After
elution with ethanol the eluate was evaporated in the presence of HCl. Resulting aqueous solutions were analysed
with inductively coupled plasma atomic emission spectrometry (ICP-AES) and inductively coupled plasma mass
spectrometry (ICP-MS). Recovery values of 1–20 mg Pt and Pd from 50 ml of synthetic pure solution were 10093
and 10091%, respectively, however, they diminished with increasing sample volume and in the presence of the real
sample matrix or nitrate ions. Samples of engine soot (NIES No. 8), decomposed by low pressure oxygen
high-frequency plasma, and airborne particulates from dust filters of meteorological stations, leached with HNO3 and
H2O2, were analysed. A reasonable agreement was found between ICP-MS and ICP-AES results for airborne dust
samples and the values comparable with those in literature were determined in NIES No. 8. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Platinum group metals; Ion associates; Inductively coupled plasma; Airborne particulates

1. Introduction

The determination of trace concentrations of
platinum and palladium in environmental and

biological samples has gained a considerable im-
portance because of their toxicity and increasing
occurrence, which is mainly due to industrial and
automobile catalysts. Fresh air before the intro-
duction of automobile catalysts contained 0.05 pg
Pt m−3 and concentrations between 0.6 and 1.8
pg Pt m−3 were recently found in rural areas

* Corresponding author. Tel.: +420 5 41129283; fax: +420
5 41211214; e-mail: viktork@chemi.muni.cz

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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R. Vlas' ánko6a et al. / Talanta 48 (1999) 839–846840

while in the neighbourhood of highways in Ger-
many values between 1–13 pg Pt m−3 were deter-
mined in the ambient air [1]. Airborne dust
collected at the area of Dortmund (FRG) during
nearly a one-year period contained between 0.6
and 130 ng Pt g−1, which corresponded to the
concentration from 0.02 to 5.1 pg Pt m−3 in the
air [2]. Pt-based catalytic converters cause the
increase of concentration of platinum group
metals (PGM) in soils next to highways and in the
street or tunnel dust [3].

For the determination of these ultratrace con-
centrations the inductively coupled plasma mass
spectrometry (ICP-MS) is sufficiently sensitive.
The study of contamination of ambient air was
performed using the ICP-MS instrumentation
with electrothermal vaporisation (ETV-ICP-MS)
which was applied to the analysis of particulates
in automotive catalyst exhaust fractionated by
inertial separation using a cascade impactor [4].
Detection limits were 0.2 pg of Ir, 0.3 pg of Pt, 0.4
pg of Rh, 0.7 pg of Pd, and laboratory measure-
ments of catalysed car exhaust gave concentra-
tions:150 ng Pt m−3, 26 ng Rh m−3, 2.5 ng Pd
m−3, 0.12 ng Ir m−3, while field measurements in
the highway tunnel yielded: 35 pg Pt m−3, 285 pg
Rh m−3, 16 pg Pd m−3 and less than the detec-
tion limit for Ir [4]. For the determination of
PGM in geological materials and also in the
certified reference material NIES No. 8 (Vehicle
Exhaust Particulates, Japan) these metals were
preconcentrated using fire assay fusion and the
collection into a NiS button prior to analysis with
ETAAS [5]. Due to toxic properties of platinum,
uptake of its compounds by plants and speciation
to elucidate the metabolism of Pt in grass cultures
were studied with size-exclusion chromatography
coupled to ICP-MS [6].

Recently, modified silicagel Separon SGX C18
(particle size 7 mm) was found to be suitable for
the preconcentration of 2–20 mg of Pt from 0.1 M
HCl in the presence of cationic surfactants, espe-
cially dimethyllaurylbenzyl ammonium bromide,
with subsequent elution with 96% ethanol. The
recovery was 86–110% for 2 mg of Pt. The final
emission spectrometry of Pt in plant ash matrix
was carried out in 15 A dc-arc [7]. The preconcen-
tration of ionic pairs is efficient also for some

other elements, e.g. thallium (0.02–20 mg) which
was successfully preconcentrated on silicagel C18
from 0.1 M HCl in the presence of various
cationic surfactants as ion pairs with tetra-
chlorothallate(III) and subsequently eluted with
96% ethanol. Atomic emission spectrometry in a
nitrous oxide-acetylene flame is suitable for the
analysis of plants [8].

In this paper the simple selective preconcentra-
tion of Pt and Pd in the form of ion pairs of
platinum(IV) and palladium(II) chlorocomplexes
with cationic surfactant Septonex® on SeparonTM

SGX C18 column is used in combination with
ICP-AES and ICP-MS for the determination of
these elements in airborne particulates and the
engine soot NIES No. 8. Besides Pt and Pd, the
sorption of Au, Ru, Rh, Os and Ir was studied.

2. Experimental

2.1. Instruments

For analyses of environmental samples the ICP-
MS instrument UltraMass (Varian, Australia) was
used, which is installed at the laboratory of the
ANALYTIKA Co. Ltd., Prague. Parameters of
this instrument and operating conditions are pre-
sented below.

The ICP source was a generator with frequency
40.68 MHz operated at a power input of 1.2 kW
and a reflected power of 7 W. A quartz plasma
torch was provided with a corundum injector.
Gas flows (Ar) were adjusted to the following
values: plasma 14.5 l min−1, auxiliary 1.2 l
min−1, carrier 0.94 l min−1. A sampling depth
was 6.5 mm. The V-groove nebulizer was fed by a
peristaltic pump (1.5 ml min−1). Internal stan-
dard (0.1 mg ml−1 of In) was on-line added to
sample (1:2). Fast flush time was 10 s and stabili-
sation time when aspirating a sample was 15 s.

The mass spectrometer was a quadrupole mass
filter. Ion optics voltages were optimised to the
following values: extraction lens −416 V, 1st lens
−234 V, 2nd lens −13.2 V, 3rd lens 0 V, 4th lens
−72 V, photon stop −18 V, both entrance and
exit plates 0 V. Measurement mode was peak-
hopping with three points per peak and the sepa-
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ration of points was Dm=0.025 AMU. Intensity
was integrated within 100 scans and three blocks
of scans were measured. The dwell time was 20
ms for m/z from 3 to 114, 5 ms for m/z from
115 to 188, 20 ms for m/z from 189 to 256.
Isotopes: 197 Au, 101 Ru, 103 Rh, 105 Pd, 106
Pd, 108 Pd, 110 Pd, 189 Os, 193 Ir, 194 Pt, 195
Pt, 196 Pt; 115 In.

The ICP-AES instrument IRIS-AP (Thermo
Jarrel-Ash, USA) at the laboratory of the Fac-
ulty of Chemistry of the Technical University
Brno was used for measurements to optimise the
sorption and for comparative measurements of
selected real samples. Parameters of this instru-
ment and operating conditions are presented be-
low.

The ICP source was a generator with fre-
quency 27.12 MHz operated at a power input of
1.15 kW. Gas flows (Ar) were: plasma 12 l
min−1, auxiliary 0.5 l min−1 and carrier 1.0 l
min−1. The Meinhard nebulizer was fed by a
peristaltic pump (1.9 ml min−1).

The spectral apparatus was an echelle-based
spectrometer with a prism predisperser. The ob-
servation mode was the axial view. The detector
was a CID type, integration time was 30 s and
each result was the average of three measure-
ments. The spectral lines (nm) in high spectral
orders (values in parentheses) were used: Au I
242.795 (107); Ru II 240.272 (108); Rh II
233.477 (111); Pd I 340.458 (76); Os II 225.585
(115); Ir II 224.268 (116); Pt II 214.423 (121).
Background-corrected intensities were evaluated
for the analysis of samples.

A peristaltic pump ID-100 (Skala Brno, Medi-
cal Technology) was used for preconcentration.

A mineralisation device Plasma 1101 (IPC,
CA), installed at the Department of Analytical
Chemistry, Masaryk University Brno, produces
high-frequency (13.5 MHz, 1500 W) low-pres-
sure (10–500 Pa) oxygen plasma that facilitates
the combustion of samples. The apparatus has
six combustion chambers for parallel samples.

A microwave mineralisation device MDS 2000
(CEM, USA) installed at the laboratory of the
ANALYTIKA Co. Ltd., Prague, is a closed sys-
tem using vessels with PTFE inserts.

2.2. Chemicals

The multielement standard stock solution con-
taining 100 mg ml−1 of Au, Ru, Rh, Pd, Os, Ir,
Pt in 20% HCl (Astasol, ANALYTIKA, Prague,
Czech Republic) was used for the preparation of
working and calibration samples. The 0.1 M
aqueous stock solution of the cationic surfactant
Septonex, N(1-carbaethoxypentadecyl)-trimethy-
lammonium bromide, C21H44ONBr (Farmakon,
Olomouc, CR) was used. For elution, ethanol
96% denaturated with 5% (v/v) methanol, was
ultrasonically deaerated. Other chemicals used
include: HNO3, HCl, H2O2, NaCl, NaNO3,
Mg(NO3)2.6H2O (Lachema, Brno, CR) and sur-
factant BRIJ 35 (Merck, Darmstadt). All the
chemicals were of analytical grade quality.
SilicaCartTM (Tessek, Prague) cartridges 9×20
mm with modified silicagel SeparonTM SGX, 60
mm were used for preconcentration.

2.3. Characteristics of samples

Airborne particulate matter was collected on
glass filters at five meteorological stations of the
Czech Hydrometeorological Institute in the
Czech. Rep.: Koc' kov, Vs' echlapy, Sous' , Sokolov
and Me' de' nec. The filters were exposed for 24 h
with a flow rate of 720 m3 day−1.

The reference material NIES No. 8 (Vehicle
Exhaust Particulates, National Institute for En-
vironmental Studies, Japan) is certified only for
Al, As, Ca, Cd, Co, Cr, Cu, K, Mg, Na, Ni,
Pb, Sb, Sr, V, Zn. The only results of PGM in
NIES No.8 were published after fire assay fu-
sion and the collection into an NiS button fol-
lowed by analysis with ETAAS [5].

3. Results and discussion

3.1. Sorption and elution procedures

The cartridge SilicaCart TM with sorbent was
initially washed with 20 ml of 96% ethanol and 5
ml of 10–2 M aqueous solution of Septonex.
Solutions containing PGM, Septonex and HCl
were then pumped through the cartridge. For the
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desorption of ion associates of chlorocomplexes
with quarternary base (Septonex), the 96%
ethanol was pumped through the column and the
first 4 ml of the eluate were collected to a cali-
brated test-tube containing 2 ml of 0.1 M HCl
[7,8]. Owing to the known influence of volatile
solvents on the ICP discharge stability the ethanol
was evaporated in a Teflon® dish under an in-
frared lamp, the residue was transferred into a
volumetric flask and filled up to the mark with 0.1
M HCl.

3.2. Selection of sorption conditions

To achieve maximum efficiency of the sorption,
the concentrations of reagents were varied in these
intervals: from 10−4 to 10−2 M of Septonex,
from 0.02 to 0.3 M of HCl and from 0 to 0.5 M
NaCl. Optimisation was performed with ICP-AES
using the relaxation method.

Solutions for optimisation contained 20 mg of
Au, Ru, Rh, Pd, Os Ir, and Pt in 50 ml, (0.1M
HCl), i.e. their concentrations were 0.4 mg ml−1.
The behaviour of Au was studied as well, taking
the advantage of its presence in the multielement
standard solution. The sorption and desorption
were performed as described in Section 3.1. The
optimum concentration of Septonex was consid-
ered as the value at which maximum signals of all
analytes in the solutions were achieved by desorp-
tion. This was found to be 0.006 M for Pt and Pd.

Test solutions containing 0.4 mg ml−1 of PGM
and Au in 0.1 M HCl and 0.006 M Septonex were
prepared for the evaluation of the sorption effi-
ciency and the recovery of the preconcentration
procedure. The set of calibration solutions con-
taining 0, 0.1, 0.5, 1.0, 3.0 and 5.0 mg ml−1 of
PGM and Au in 0.1 M HCl and 0.006 M Sep-
tonex was then prepared. The calibration lines
with following values of coefficients of correla-
tion, r, were obtained: Au 0.99989, Ru 0.99941,
Rh 0.99964, Pd 0.99939, Os 0.99152, Ir 0.99988
and Pt 0.99987. Using these calibrations, the
residual concentrations of PGM and Au were
determined in the test solution outflowing at sorp-
tion procedure.

The efficiency of sorption was calculated based
on a difference between the absolute amount of

analyte brought onto the column in the test solu-
tion and the absolute amount of analyte deter-
mined in the test solution outflowing from the
column, i.e. residual, not sorbed.

The recovery was determined based on the
amount of analyte brought onto the column and
the amount of analyte eluted with ethanol. It was
found that the efficiency of sorption was practi-
cally the same as the recovery within the terms of
experimental errors. In other words, the elution
was considered quantitative.

The dependence of recovery on the concentra-
tion of Septonex is given in Fig. 1. The best
recovery was achieved for Pd (10091)%, Pt
(10093)%, and Au (10092)%. Slightly lower
values were observed for Os (9099)% which
reached recovery of 100% only at 0.01 M of
Septonex, and for Ir (8595)%. Very poor sorp-
tion was observed for Ru (4%) and Rh (8%), thus,
this system is not suitable for preconcentration of
Ru and Rh. This may be due to the oxidation
numbers of Ru and Rh and, consequently, due to
the charge of corresponding complex anions, their
distribution coefficients and formation of ion
associates.

The influence of concentration of HCl on the
recovery was not significant within the studied
interval 0.02–0.3 M, as well as the influence of the
concentration of NaCl in the range 0–0.5 M at
the constant concentration 0.1M HCl.

Fig. 1. Dependency of the efficiency of sorption of PGM on
silicagel SeparonTM SGX C18 on the concentration of Sep-
tonex. Conditions of sorption: 0.1 M HCl, 20 mg ml−1 of
PGM and Au, sorption and elution flow rates: 0.6 and 1.5 ml
min−1, respectively.
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Table 1
Recovery of PGM from pure solution, from leachate of airborne particulate matter and from model solutions spiked with hydrogen
peroxide or sodium nitrate, and the relative standard deviation of repeatability for the pure solution

RSD (%)aRecovery of PGM (%)Analyte

Pure solutionb0.5 M NO3
− eAirborne dustc H2O2

dPure solutionb

82 90 74Au 2100
13517Ru 5

2 2Rh 10 0 26
100 54Pd 100 22 1

4356 1047Os 85
39 6Ir 90 78 88

92 73Pt 100 373

a Relative standard deviation of sorption obtained on 6 repetitions.
b Pure solution 50 ml) contained 0.4 mg ml−1 of PGM and Au, 0.006 M Septonex, 0.1 M HCl.
c Matrix of airborne dust leachate obtained from the procedure in Section 3.4.1
d 2 ml of H2O2 in 50 ml of solution with 0.4 mg ml−1 of each analyte, 0.006 M Septonex, 0.1 M HCl.
e 0.5 M NaNO3 in 50 ml of solution with 0.4 mg ml−1 of each analyte, 0.006 M Septonex, 0.1 M HCl.

The recovery of PGM did not depend on the flow
rate of sorption from 0.3 to at least 1.5 ml min−1.
Values \1.5 ml min−1 were not studied due to the
lack of suitable peristaltic tubings and pump
speeds. Desorption was performed with the flow
rate of 1.5 ml min−1 and the first 2 ml of ethanolic
eluate contained the whole desorbed amount of
analytes.

For further experiments, the 0.006 M Septonex,
0.1 M HCl, 0.6 and 1.5 ml min−1 sorption and
desorption flow rates, respectively, were employed.

The influence of the sample volume on the
sorption was studied due to large volumes of
solutions prepared from airborne particulate mat-
ter. With increasing volume of the sorbed solution
the recovery decreased so that above 1000 ml it
approached 65%. This might be caused by washing
out of the sorbed ion associate by a large volume
of solution. Therefore, the application of the stan-
dard addition method was necessary for quantita-
tive determination.

The recovery did not exhibit the dependence on
the concentration of PGM and Au in the range
from 20 ng ml−1 to at least 400 ng ml−1 at a
sorption from 50 ml volume.

3.3. Repeatibility of preconcentration

Six parallel preconcentrations were performed

under the above optimum conditions from 50 ml
of solution containing 20 mg of PGM and Au.
Ethanolic eluates (4 ml) were treated as described
in Section 3.1 and the resulting analysed solution
was filled up to 10 ml volume. Samples were
measured using ICP-AES. Relative standard devi-
ations of repeatibility and recovery values for pure
solution in Table 1 show that the highest recovery
and the lowest relative standard deviation (% RSD)
of repeatibility yielded Pd, Pt and Au.

3.4. Determination of Pd, Pt and Au in samples
of airborne particulate matter

3.4.1. Decomposition procedure
Each glass filter was leached in a microwave

device with 20 ml of HNO3 and 4 ml of H2O2. The
blank solutions characterising the whole procedure
were prepared in the same way using unexposed
filters. The leachate was transferred into a 250 ml
volumetric flask, filled up to the mark and a portion
of 100 ml was used for the determination of selected
trace and matrix elements while 150 ml of the
solution was used for the determination of PGM.
To obtain a sufficient sample amount for precon-
centration, the total volume of 26 one-day samples
(each 150 ml) was taken as one sample. The
corresponding volume of the air sample was thus
18720 m3 for each site. The matrix contained
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(average):3 mg kg−1 Na, 10 mg kg−1 K, 20 mg
kg−1 Ca, 1 mg kg−1 Mg, 10 mg kg−1 Al, 2 mg
kg−1 Fe, 10 mg kg−1 B, 3–15 mg kg−1 Zn.

3.4.2. Influence of sample matrix on sorption
One of the solutions of airborne particulate

matter was spiked with 0.4 mg ml−1 of PGM and
Au. Original concentrations of PGM were very
low, e.g. 5.7 ng ml−1 of Pd, 2.6 ng ml−1 of Pt
and 7.3 ng ml−1 of Au. After the addition of
Septonex (0.006 M) and hydrochloric acid (0.1
M), a 50 ml volume of this spiked solution was
sorbed on the SeparonTM SGX. Recovery values
of the added PGM concentrations in Table 1
show a significant decrease in comparison to pure
solution, especially in the case of palladium. To
recognise the component responsible for the sorp-
tion suppression, two sets of model solutions con-
taining either H2O2 (0–2 ml/50 ml) or NO3

−

(0–0.5 M) were prepared and their sorption (50
ml) examined. While the hydrogen peroxide
caused the significant diminuition of the sorption
recovery only in the case of osmium, the presence
of NO3

− influenced the sorption of all analytes
(Table 1). The explanation probably may be in
the competitive formation and/or sorption of
ionic associates of Septonex with nitrate anions.

The airborne dust was primarily sampled for
the determination of elements other than PGM.
Hence, the use of HCl had to be avoided due to
known polyatomic interferences in the ICP-MS
and the samples were thus decomposed using
HNO3. When special sampling would be for PGM
determination, one could avoid the concurrent
sorption problems by evaporating the aqua regia
after leaching, followed by dissolution of a residue
in HCl.

3.4.3. Analysis of leachates of airborne
particulate matter

To the volume of 2500–3000 ml of a sample the
stock solution of Septonex and HCl were added
to obtain the final concentrations of 0.006 M
Septonex and 0.1 M HCl. After sorption, elution
and evaporation of ethanol the solution was filled
up to 25 ml in the volumetric flask with 0.1 M
HCl. Hence, the preconcentration by two orders
of magnitude was performed.

Samples were analysed using both ICP-MS and
ICP-AES. Limits of detection of ICP-MS, defined
as concentrations corresponding to threefold of
the standard deviation of the signal of the syn-
thetic calibration blank solution, were 0.09 ng
ml−1 of Pd, 0.05 ng ml−1 of Pt and 0.1 ng ml−1

of Au, limits of detection of axial ICP-AES,
defined in the same way, were �5 ng ml−1 of Pd,
Pt or Au.The synthetic calibration blank solution
contained 0.006 M Septonex and 0.1 M HCl.

Blank values corresponding to dummy filters
were 4 ng ml−1 for Pd, 0.5 ng ml−1 for Pt and 2
ng ml−1 for Au. The standard deviation of re-
peatibility of measurement of the dummy filter
blank solution using ICP-MS was 0.24 ng ml−1

for Pd, 0.16 ng ml−1 for Pt and 0.2 ng ml−1 for
Au. The enriched sample solutions exhibited con-
centrations in ranges: 6–35 ng ml−1 of Pd, 3–16
ng ml−1 of Pt and 7–20 ng ml−1 of Au (except
for 590 ng ml−1 of Au in the site Sokolov).

The precision of measurement with ICP-MS
was characterised with RSD between 7% and 3%
within above concentration range for airborne
dust samples. After the dummy filter blank values
were subtracted from found concentration values,
the RSD of the blank-corrected concentrations
increased to 24–5%. Limits of quantitatively de-
terminable concentrations (LQDC) defined for
10% RSD of the concentration in pre-concen-
trated sample solution were 10 ng ml−1 of Pd, 5
ng ml−1 of Pt and 8 ng ml−1 of Au when taking
into consideration the dummy filter blank value
subtraction. The LQDC values of ICP-AES were
20 ng ml−1 of Pd, Pt, Au.

Obtained concentration values were recalcu-
lated using volumes of filtered air to content per
cubic meter (Table 2). In some cases, a reasonable
agreement was found between ICP-AES and ICP-
MS results obtained on the same solution. How-
ever, the ICP-AES results have only a limited
information meaning owing to the lower detection
power. The reliability of ICP-MS results was sup-
ported with close values obtained on 2 isotopes of
both Pt and Pd. Surprisingly high values of palla-
dium and gold were found in the region of
Sokolov, however, this city is in the centre of an
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Table 2
Determination of Pt, Pd and Au in airborne dust by ICP-MS and ICP-AES (pg m−3)

Sampling station Analyte
Pt Pd Au

ICP-AES ICP-MSICP-AES ICP-MS ICP-AES ICP-MS

nd81c; 27d 13Koc' kov nd21 25a; 36b

42c; 45d 13Vs' echlapy 62 19a; 27b 1630
ndc; 23d ndSous' 16 15a; 21b nd 15

1410253c; 283d 1620Sokolov 28043 42a; 41b

67c; 78d 19Me' de' nec 9 13a; 24b 31 11

nd, not detected.
Isotopes, a195 Pt; b196 Pt; c105 Pd; d108 Pd.

industrial area (brown coal mines, thermal power
plant). Nevertheless, all the other sites also exhibit
concentrations of Pt and Pd that are two or three
times higher in comparison to values reported for
highway areas with heavy traffic [1–4]. This would
be further examined.

3.5. Determination of platinum group metals in
reference material NIES No. 8

3.5.1. Decomposition procedure
Reference material NIES No. 8 (0.5 g) was

placed on the glass dish, wetted with BRIJ 35 and
then several drops of the solution of Mg(NO3)2

were added to obtain a bulk residue after combus-
tion [9]. The dish was dried under an infrared lamp
and inserted into the combustion chamber of the
PLASMA 1101 mineralisation apparatus. After the
combustion (4 h) the ash was leached for 1.5 h with
aqua regia (2 ml) at 60°C, the solution was diluted
with distilled water (10 ml) and filtered through a
sintered glass crucible, the filtrate was transferred
into a 50 ml volumetric flask, the stock solution of
Septonex was added to obtain its final concentra-
tion of 0.006 M and the sample filled up to the
mark. This solution was then pumped through the
SilicaCartTM with SeparonTM SGX and the elution
followed as described earlier. The sample was
transferred to a 25 ml volumetric flask because of
the need to preserve some solution for possible
comparison measurement, however, the final vol-
ume can be reduced to 5–2 ml which could result
in a preconcentration factor of 10–25.

3.5.2. Analysis of engine soot
Six parallel samples were prepared by procedure

described in the Section 3.5.1 and they were
analysed using ICP-MS. Results presented in Table
3 show large differences between individual deter-
minations. One of the reasons may be the inhomo-
geneity of this standard reference material in
respect to the PGM, already reported in Ref. [5].
This inhomogeneity may be due to the metallic
character of PGM particulates and, hence, different
distribution in the engine soot in comparison to
other elements. However, excluding the extreme
result for Pt in the sample no. 2 we obtain an
average value of 160 ng g−1 of Pt with the standard
deviation of 90 ng g−1 of Pt which is close to 185
ng g−1 of Pt found by Paukert and Rubes' ka [5]
(Table 3). Similarly, six parallel determinat-
ions yielded 230 ng g−1 of Pd (the standard
deviation is 94 ng g−1 of Pd), which is compara-

Table 3
Determination of Pt, Pd, Ir and Au in reference material NIES
No. 8 vehicle exhaust particulates ng g−1)

Sample no. Analyte
Pt Ir AuPd

182661 189 5
1259 3322 35 601

3 193 365 87 163
5147904 38

296 111201585
155 1886 3 94

xref
a 185914 180928 39921.1 —

a average value9standard deviation, taken from Ref. [5].
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ble with 180 ng g−1 of Pd reported in [5] (Table
3). The larger standard deviations of our results
in comparison with those obtained by Paukert
and Rubes' ka [5] (Table 3), may be influenced
also by the amount of sample taken for decom-
position (2 g reported in [5]). However, there is
a reasonable agreement between our results and
ETAAS values after preconcentration to NiS
button [5].

4. Conclusion

Preconcentration technique based on the sorp-
tion of ion associates of chlorocomplexes of
platinum group metals with the surfactant N1-
carbaethoxypentadecyl)-trimethylammonium bro-
mide on the modified silicagel C18 was
developed and applied to the determination of
the platinum group metals in airborne dust col-
lected on the air filters, and in certified reference
material NIES no. 8 Vehicle Exhaust Particu-
lates). Inductively coupled plasma mass spec-
trometry was suitable for the analysis of
enriched samples. Concentrations of Pt and Pd
on the level of tens of pg m−3 were found in
air filtered through the filters installed in six
Czech meteorological stations. Reasonable
agreement was found with results obtained on
NIES no. 8 by ETAAS values after preconcen-
tration to NiS button [5].
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221.
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Abstract

The photocatalytic degradation of 2,3,6-trichlorobenzoic acid (2,3,6-TBA) in aqueous TiO2 dispersions irradiated
with simulated solar light was investigated. Fast primary degradation of the herbicide, which obeys a pseudo-first
order law, was observed. Complete mineralisation of the organic carbon to CO2 was obtained after long term
irradiation, with corresponding stoichiometric transformation of organic chlorine into chloride ion. Various aromatic
intermediates, originating from 2,3,6-TBA, were detected during the treatment and identified using GC-MS. From the
analytical data, a possible multi-step degradation scheme was proposed. The photocatalytic treatment of the pesticide
was also performed in the presence of Brij 35 micellar solutions, although strong inhibition of the process was
observed. When surfactant aggregates are present the photocatalytic destruction of 2,3,6-TBA is still possible at
reasonable rates only after a proper dilution of the waste and by increasing significantly the semiconductor/pollutant
ratio. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Photocatalysis; Pesticide degradation; Analysis

1. Introduction

Photocatalysis over irradiated semiconductor
dispersions is a decontamination method suitable
for the treatment of water and waste water con-
taining inorganic or organic pollutants present at
low concentration levels. It is based on a sequence
of light-induced redox transformation, occurring
at the semiconductor/water interface upon irradi-

ation with light of proper energy, and involves
either the generated electron/hole pairs and oxi-
dising radical species coming from water and
from adsorbed oxygen. Suspended TiO2 particles
(anatase form) were largely used as efficient cata-
lysts for the decomposition of a variety of organic
compounds present in water [1–5]. Carbon diox-
ide has been reported to be the end product of
transformation of the organic carbon in most
studies.

Due to the complex nature of the process, a
careful analytical monitoring using different tech-

* Corresponding author.
1 Work presented at the 5th Symposium on Analytical Sci-

ences, Nice, France, June 1997.
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niques is essential in order to control all the
transformation steps, to identify any harmful inter-
mediate and to give insight into the reaction
mechanism. The simple assessment of the pollutant
disappearance is, in fact, not enough since hetero-
geneous photocatalysis may generate a variety of
organic intermediates (in some cases more toxic
than the starting substrate) if the treatment is not
pursued until complete mineralisation.

Among the compounds of environmental con-
cern, benzoic acid derivatives constitute an impor-
tant class of herbicides which are especially useful
for the control of deep rooted perennial weeds.
Within this family, the widely used 2,3,6-TBA
shows the highest persistence in soils (up to about
1 year) [6] and a great diffusion in this environmen-
tal phase, being included in the mobility class V of
the Helling classification [7]. If the pesticide concen-
tration in surface or ground water supplies exceeds
the admitted concentration limits, removal of this
compound from contaminated streams becomes a
necessary treatment of practical interest.

In this work, the use of photocatalysis to decom-
pose 2,3,6-TBA present at the ppm concentration
level was investigated in aqueous media containing
suspended TiO2 particles, under simulated solar
light irradiation. Attention has been paid to the
mass balance of the degradation process, to the
kinetic aspects of the primary process and to the
identification of transient aromatic intermediates
formed. The conditions necessary for a possible
coupling of this destruction treatment with surfac-
tant-based removal steps were also examined and
defined.

2. Experimental

2.1. Reagents and materials

High-purity 2,3,6-TBA purchased from Ehren-
storfer–Schaefers (Germany) was used. TiO2 P25
from Degussa with a surface area of :55 m2 g−1

was used throughout the work. This oxide was
previously washed with water and irradiated with
simulated solar light for �12 h, in order to remove
any organic impurity. The washed semiconductor
was then dried in the oven at 80°C.

Acetonitrile (Lichrosolv, Merck) and tetrabuty-

lammonium hydrogensulphate (Fluka) were used
to prepare the LC eluents, NaOH and phosphate
buffer pH 7 (Merck) were used to adjust the pH.
Dichloromethane (Merck) and Bis(trimethyl-
sylil)trifluoroacetamide (Aldrich) were used in GC-
MS analysis. Na2CO3 and NaHCO3 (Merck) were
used to prepare the eluents for the ionic chromatog-
raphy. Doubly distilled water, filtered through 0.45
mm HA cellulose acetate membranes (Millipore),
was used throughout the work. Stock solutions of
2,3,6-TBA (100 mg l−1) were prepared in water,
protected from light and stored at 5°C.

2.2. Procedure

2.2.1. Ultrafiltrations with micellar solutions
Experiments were performed on aqueous solu-

tions containing a constant concentration of pesti-
cide (1.5×10−4 M) to which an excess of
surfactant (2.0×10−2 M) was added. Removal of
2,3,6-TBA from these micellar solutions was per-
formed by ultrafiltration in stirred cells (S 43-70,
Spectrum) through hydrophilic cellulose mem-
branes (Spectra-Por C, Spectrum) having a molec-
ular weight cut-off of 10000 dalton. Typically 35
ml of micellar solution were filtered under a nitro-
gen pressure of ca. 3 atm and 25 ml of permeate
were collected and successively analysed by HPLC,
as described in the next section.

2.2.2. Irradiation experiments
A cylindrical photochemical reactor (diameter:

80 mm; height: 230 mm) from Helios-Italquartz was
used (see Fig. 1). The total capacity of the reactor
when the lamp is placed is about 550 ml. Degrada-
tions were performed on 500 ml of aqueous solu-
tions containing the desired concentration of
2,3,6-TBA (34 mg l−1) and the proper amount of
TiO2 (340 mg l−1), having an initial pH of 3. NaOH
was added to increase the solution pH when
necessary. The temperature within the reactor was
kept at 25°C. After irradiation for a given time with
simulated solar light emitted from a 125 W medium
pressure Hg lamp, 2.0 ml of the dispersion were
taken and filtered through a cellulose acetate
membrane (HA 0.45 mm, Millipore). 20 ml of the
filtered sample were injected in the chromatograph
and analysed by HPLC, working at the following



A. Bianco Pre6ot, E. Pramauro / Talanta 48 (1999) 847–857 849

Fig. 1. Schematic representation of the photochemical reactor equipped with a medium pressure Hg lamp.

conditions: column Lichrospher RP-C18 5 mm, 4.0
mm i.d.×125 mm long, from Merck; eluent: ace-
tonitrile/phosphate buffer pH 7 (40:60 v/v); flow
rate: 1 ml min−1; detector wavelength: 223 nm. The
buffer also contained tetrabutylammonium hydro-
gensulfate 15 mM added as ion-pairing reagent.

2.2.3. E6olution of CO2 and TOC measurements
Complete mineralisation of organic samples to

CO2 is very often obtained by using the photocat-
alytic method. According to a previously reported
procedure [8], the formation of this end product
was followed in a closed cylindrical Pyrex glass cells
(4 cm i.d.×2.5 cm height) on 5 ml of stirred
aqueous suspensions. The experiments were carried
out in a solarbox (from CO.FO.ME.GRA, dimen-
sions: 28 cm large, 20 cm depth, 20 cm height),
equipped with a 1500-W Xe lamp and a 340 nm
cut-off filter, using the headspace gas chromatogra-
phy to analyse the gas phase of the cell after

acidification of the solution with 5 ml of H2SO4, 5.0
M. Typically, 200 ml of such gaseous phase were
injected on a Carlo Erba 4600 gas chromatograph
equipped with a Hayesep 80/100 mesh column (2
m long, 6 mm i.d.). Helium was used as carrier gas
(flow rate: 30 ml min−1). The column and injector
temperatures were 110 and 130°C, respectively. A
TCD detector was used (block temperature: 150°C,
filament temperature: 250°C). Calibration curves
were obtained by analysing standard solutions of
Na2CO3, placed in closed vials and treated as
described above. Blanks obtained after long-term
irradiation experiments indicated a very low contri-
bution from the reagents (B0.3 mM), which was
taken into account to correct the data.

When working in the open reactor, the evolution
of the organic carbon was followed using a Shi-
madzu 5000 total organic carbon (TOC) analyser,
on 5.0 ml of the filtered irradiated suspension.
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2.2.4. Chloride ion determination
The formation of chloride was followed by

suppressed ion chromatography, using a Biotronik
IC 5000 apparatus equipped with a 200 mm long
×4 mm i.d. AS4A-SC column (Dionex) and a
conductometric detector BT0330 (Biotronik). The
eluent was a mixture (1:1, v/v) of Na2CO3 (1.5
mM) and NaHCO3 (1.5 mM); flow rate: 1.5 ml
min−1.

2.2.5. Identification of aromatic intermediates
After extraction in dichloromethane, most un-

known aromatic intermediates were identified by
GC-MS using a Finnigan-MAT 95Q double-focus-
ing reverse geometry mass spectrometer interfaced
to a Varian 3400 gas chromatograph, equipped
with a J&W DB-MS capillary silica column (30 m
long, 0.25 mm i.d.), coated with methylphenylsilox-
ane. Qualitative analyses were performed in the
electron impact (EI) mode, at 70 eV potential. The
ion-source temperature was 220°C. The mass range
was 150–250 amu. GC conditions were the follow-
ing: injection volume: 1 ml (splitless injection),
injector temperature: 300°C, carrier: helium. The
oven temperature was programmed as follows:
isothermal at 50°C for 3 min, from 50–300°C at
20°C min−1, isothermal at 300°C for 10 min.

3. Results and discussion

3.1. Primary degradation

Most organic pollutants undergo photocatalytic
degradation when irradiated in the presence of
suitable semiconductors. This occurs through a
multistep process involving the attack of the sub-
strate by radical species among which the �OH
radical was recognised to be the most powerful
oxidant [5,9–15]. The detailed mechanism of such
transformations has been abundantly discussed in
the literature [1–5] and will be only summarised
here. Basically, the semiconductor irradiation with
light of energy higher than the band-gap induces
the formation of electron-hole pairs:

TiO2+hn (E\Ebg)� e−
CB+h+

VB (1)

Electrons and holes can recombine, can be
trapped by active sites present at the semiconductor
surface or sub-surface or can react with adsorbed
electron donors or acceptors. In aqueous solutions
containing hydrated and hydroxylated TiO2, hole
trapping can lead to the formation of surface-
bound �OH radicals, solvated �OH radicals and
other oxidant species (including H2O2) from reac-
tions with adsorbed oxygen and water molecules.
These species are very reactive agents, able to
attack and transform the organic molecule.

Under the experimental conditions reported in
the reactor, complete disappearance of 2,3,6-TBA
was observed after :60 min (see Fig. 2). The
reaction follows a pseudo-first order kinetic law,
according to the equation:

−dCsubs/dt=kobsCsubs (2)

where Csubs is the pesticide concentration and kobs

is the observed first-order rate constant. According
to Eq. (2), linear plots of ln C/Co versus time are
expected (see inset in Fig. 2) from which slopes kobs

can be evaluated.
Irradiation of 2,3,6-TBA solutions at pH 3 and

in the absence of TiO2 shows a negligible decompo-
sition of the pesticide, indicating that photochem-
ical processes are scarcely responsible for the
observed fast transformations under these
conditions.

The effect of initial pH on photocatalytic degra-
dation kinetics was also investigated. No significant
changes of the measured substrate half-lives
(around 1791 min) were observed in the pH range
3–9. Taking into account the low pKa of the acid
(:2, as determined by spectrophotometry), a fa-
vourable electrostatic contribution to the substrate
adsorption on the TiO2 particles is expected at pH
3, below the isoelectric point of the oxide. In fact,
the point of zero charge for TiO2 (anatase form) is
at pH :5 and below this point the surface of the
particles becomes positively charged. On the con-
trary, electrostatic repulsion is expected at pH 9.
Since it is known that the concentration of the
active �OH species increases with increasing pH [3],
the electrostatic effects can be compensated and
this explains the nearly constant reaction rate
measured in the reported pH range.
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Fig. 2. Kinetics of 2,3,6-TBA degradation under light irradiation (primary process). Starting conditions: 2,3,6-TBA 34 mg l−1; TiO2

340 mg l−1; pH, 3.

3.2. Analysis of the end products:

The evolution of TOC and chloride ion were
monitored in all the experiments performed with
the laboratory reactor. Taking into account that
the complete disappearance of the pesticide in the
reactor occurs after about 60 min and that the
reduction of TOC up to negligible levels is ob-
served after :90 min (see Fig. 3), this provides
an indirect evidence of the presence of transient
organic intermediates in the reaction system. The
evolution of chloride ions, which becomes quanti-
tative after :90 min irradiation, also supports
the above hypothesis.

Since experiments performed in the reactor
could allow the formation of volatile intermedi-
ates which can be lost from the open vessel,
degradations were also monitored in closed cells

irradiated in the solarbox. Stoichiometric forma-
tion of CO2 was observed under these conditions,
after :90 min irradiation (see Fig. 4). These
results confirmed that complete mineralisation of
2,3,6-TBA occurs via photocatalysis over TiO2, in
agreement with the previously observed behaviour
of most benzene derivatives.

3.3. Monitoring of aromatic intermediates

The observed evolution of the UV solution
spectra of 2,3,6-TBA under irradiation is shown
in Fig. 5, together with the HPLC profiles of the
filtered samples. These profiles show the presence
of UV-absorbing species formed in the solution
after low irradiation times (15 min), at which the
concentrations of transient aromatic intermediates
are high enough, whereas at longer times the
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Fig. 3. Kinetics of the pesticide mineralisation. TOC (
) and
chloride (�) evolution; the dotted line corresponds to the
stoichiometric chloride amount. Experimental conditions as in
Fig. 2.

could be possibly identified as intermediates. For
the above reasons, the use of HPLC analysis
appeared to be a difficult task and our attention
was focused on the GC-MS approach.

In order to identify the aromatic compounds
formed during the treatment, 15.0 ml samples of
homogenised irradiated suspensions were ex-
tracted with 10.0 ml of methylene chloride. After
concentration under nitrogen stream to :200 ml
into conic vials, the extracts were analysed by
GC-MS. The GC pattern of extracts of samples
obtained after 15 min irradiation are shown in
Fig. 6. The observed neat peaks corresponding to
degradation products were analysed by the MS
detector.

A group of compounds, which produced clear,
distinguishable and easy-to-interpret mass spectra,
were identified by EI mass spectra through \90%
match with the Wiley MS library. The recognised
intermediates are the following (the roman
number within parenthesis corresponds to that
assigned in the reaction Scheme 1): (I) 2,3,6-TBA;
(XIII) dichlorobenzene isomers; (VI) 1,2,5-t
richlorobenzene; (XI) 2,3,5-trichlorophenol; (X)
2,3,6-trichlorophenol; (XII) trichlorohydroqui-
none; (XIV) 2,5-dichlorophenol; traces of 2,4,5-
trichlorophenol and monochlorophenol isomers
were also detected.

The more abundant compounds, which have in
common the presence of at least two chlorine
atoms and only one or two hydroxyl groups, are
quite hydrophobic and can be easily extracted in
dichloromethane. Taking into account that more
hydrophilic species could be formed in the system,
in particular through extended dechlorination and
hydroxylation of the initial molecule, their extrac-
tion in CH2Cl2 would become more difficult.

A second GC-MS analysis was thus performed
after derivatisation of the organic extracts using
Bis(trimethylsilyl)trifluoroacetamide as reagent.
The CH2Cl2 extract was evaporated to dryness
under an N2 stream and 50 ml of derivatising
agent were added; the samples were then kept in
closed vials at 80°C for 20 min. The correspond-
ing derivatives of the intermediate products, in-
jected in the GC and analysed by the MS
detector, indicated the presence of other com-
pounds (previously not found). From the corre-

peaks of these compounds are less evident. It
appears clearly that simple spectrophotometric
monitoring cannot be used to follow the primary
process since different species absorb in the same
UV region.

It must be noted that only few peaks
corresponding to reaction intermediates, very
close to the column void volume, are observed in
the HPLC experiments. Moreover, due to the
nature of the radical attack, a great number of
compounds potentially originated from 2,3,6-TBA

Fig. 4. Kinetics of CO2 formation in experiments performed in
closed cells. Conditions as in Fig. 2.
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Fig. 5. Change of UV spectra of irradiated pesticide as a function of time. Inset: HPLC profile of 2,3,6-TBA solutions after 15 min
irradiation. Initial conditions as in Fig. 2.

sponding mass spectra and taking into account
the reagent contribution and the possible ways
of derivatives fragmentation, the following as-
signments were made: (II, III) 2,3,6-TBA mono-
hydroxylated; (IV) 2,3,6-TBA dihydroxylated;
(V) trichlorotrihydroxybenzene, (XII) trichloro-
hydroquinone (confirmed), (X) 2,3,6-trichloro-
phenol (confirmed); (XI) 2,3,5-trichlorophenol
(confirmed); (VIII) dichloro dihydroxybenzene
(structure hypothesised); (XV) dichlorotrihy-
droxy-
benzene (structure hypothesised); (VII) hydroxy-
dichlorobenzoic acid (structure hypothesised).

The symbol * in Scheme 1 indicates one of

the possible isomers, consistent with the ob-
served m/z fragments, which could be originated
from identified precursors. Due to the lack of
the corresponding authentic standards, these
structures were simply hypothesised. The symbol
** indicates compounds present at very low
abundance level and/or determined with a low
match with the MS library.

GC-MS analysis of extracts from solutions
subjected to longer time irradiation (for e.g. 30
min) showed a drastic reduction of the interme-
diates concentration, indicating that the iden-
tified aromatics undergo fast transformation in
the reaction media.
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3.4. Degradation paths

On the basis of the GC-MS data, taking into
account the identified structures of the more
abundant intermediates, a tentative degradation
scheme can be proposed which accounts for the
main processes originated from the attack of gen-
erated radical species on the substrate (see Scheme
1). Although it is difficult to depict the complete
sequence of reactions linking all the observed
products without the use of authentic standards
(most of them were not available), some consider-
ations about the observed transformations may be
done: hydroxylation of aromatic ring with corre-
sponding H abstraction is confirmed as a major
reaction step (a); decarboxylation could be in-
voked to justify the formation of compounds such
as VI, IX and XIV (paths b); substitution of the
carboxylic group with OH is indicated under path
(c), although the sequence (b)+ (a) could give the

same result; substitution of the chlorine atoms by
OH groups is another typical process occurring in
the reaction system (paths d); dechlorination with-
out hydroxylation may justify the formation of
compounds (XIII) from trichlorobenzenes (path
e).

Moreover, the presence in the HPLC profile
(see inset in Fig. 5) of peaks with retention time in
the range 1.5–2.5 min, allows the hypothesis of
formation of dihydroxybenzene isomers (retention
time 1.8–2.6 min). The identification of these
intermediates only on HPLC analysis basis is
difficult, in particular taking into account that
they are hydrophilic compounds having retention
times near to the column dead time (tm=1.2
min). However, traces of compounds of this type
(e.g. 1,2- and 1,4-dihydroxybenzene) have been
previously identified [16] during the GC-MS anal-
ysis of irradiated solutions of other aromatics
showing similar HPLC patterns, indicating that
the formation of polyhydroxybenzenes could be
one of the reaction steps.

The opening of the benzene ring after oxida-
tion-hydroxylation giving rise to the formation of
aliphatic products [17–20] which are successively
transformed into CO2, is known from previous
studies on photocatalytic degradation of other
aromatic products and was not investigated in the
present study.

It is known that coupling reactions between
intermediate radicals can give rise to the forma-
tion of transient biphenyl derivatives (found dur-
ing the treatment of other aromatic and
heteroaromatic pollutants) [21–23]. The presence
of such compounds was not detected in the
present system.

3.5. Effect of surfactants on the degradation of
2,3,6-TBA

The presence of surfactants in the aqueous
waste streams prior to treatment must be carefully
considered when pesticides are used since these
components are usually added to facilitate the
active product dispersion. Moreover, surfactants
have been also recently introduced as mild clean-
ing agents in remediation treatments of contami-
nated environmental phases [24–26].

Fig. 6. GC analysis of dichlorometane extracts after 15 min
irradiation. Peaks (1): dichlorobenzene isomers; (2) 1,2,5-tri-
chlorobenzene; (3) 2,3,5-trichlorophenol; (4) 2,3,6-trichloro-
phenol; (5) 2,3,6 trichlorohydroquinone; (6) 2,3,6-TBA.
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Scheme 1.

We have considered this expected condition by
examining in particular the possible removal of
2,3,6-TBA from water using micellar-enhanced
ultrafiltration (MEUF) [27]. The solubilisation
ability of Brij 35 (polyoxyethylene(23)dodecyl
ether), HTAB (hexadecyltrimethylammonium
bromide) and SDS (sodium dodecyl sulfate) to-
wards the substrate was preliminarily evaluated
by measuring the ultrafiltration rejection coeffi-
cient, defined as:

R=1−Cp/Co (3)

where Cp and Co are the concentrations of 2,3,6-
TBA in the permeate and in the feed solution,
respectively. The results obtained using 2.0×
10−2 M surfactant solutions in the pH range 3–9
suggest a strong binding between the pesticide and
the micelles of Brij 35 and HTAB (R:1),
whereas electrostatic repulsion limits the use of
SDS (R:0.3). Among the two more efficient
surfactants, Brij 35 was selected because it has a
lower critical micellar concentration (cmc) and the
amount of surfactant released in the permeate is
much lower.

Several UF runs were performed starting from
35 ml of surfactant-containing solution. Surfac-

tant-rich retentates, containing the total amount
of removed pollutant, were then subjected to
degradation in the reactor after dilution with wa-
ter to 500 ml. Under these conditions, the initial
concentrations of surfactant and 2,3,6-TBA in the
vessel were 1.4×10−3 M (1.68 g l−1) and 8.0×
10−6 M (1.8 mg l−1), respectively. The TiO2/pes-
ticide ratio (10:1) was kept constant in the
experiments.

Comparison of the corresponding degradation
kinetics with that observed in the same conditions
in water clearly indicates that a strong inhibition
effect is exerted by the amphiphile (see Fig. 7).
This result is not surprising since photocatalytic
degradation of surfactants was already proven
[28,29] and competition for the active sites of the
catalyst occurs between the surfactant (present in
large excess) and 2,3,6-TBA. Moreover, the mi-
celles could exert a protective role towards the
incorporated solutes by reducing their adsorbed
fraction onto the semiconductor particles. Only
increasing significantly the semiconductor/pesti-
cide ratio (up to 500:1), the degradation process
becomes fast enough for practical purposes (see
curve c in Fig. 7).
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Fig. 7. Surfactant effect on the primary degradation of 2,3,6-
TBA. Pesticide concentration: 1.8 mg l−1; initial pH, 3. (A)
Brij 35: 1.68 g l−1; TiO2 18 mg l−1. (B) Brij 35 1.68 g l−1;
TiO2 900 mg l−1. C) TiO2 18 mg l−1; surfactant absent.

analytical control of the process is, thus,
fundamental.
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Abstract

The limits of detection, precision and matrix effects in the inductively coupled plasma spectrometry of platinum
group metals (PGMs) and gold were measured and evaluated for four ICP-AES and one ICP-MS instrument. The
sample matrix was a cationic surfactant used for the PGMs and gold preconcentration on a modified silica gel (C18).
A sorption of ion associates of PGMs and gold chlorocomplexes with the cation of onium salt N(1-carbaethoxypen-
tadecyl)-trimethyl ammonium bromide was considered. The calibration curves, limits of detection and matrix effects
were evaluated in the presence of 0.003 mol dm−3 of onium salt (1.3 mg cm−3) and 0.1 mol dm−3 HCl. The values
of limits of detection (3 sbl) of PGMs for all axial ICP instruments were mostly below 10 ng cm−3. Lateral
observation on dual view ICP instrument yielded only 3 times higher detection limits in comparison to the axial mode
of the same spectrometer and the detection limits for ICP-MS instrument were on the levels of units or tens of pg
cm−3. These limits of detection did not significantly differ from values obtained with pure solutions. Matrix effects
in the presence of onium salt did not exceed 12% depression in the analytical signals. Besides the coefficients of
correlation, the uncertainties on centroids of concentrations were calculated for calibration graphs obtained by linear
regression. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Platinum group metals; Inductively coupled plasma spectrometry; Ion associates; Surfactants

1. Introduction

Platinum group metals (PGM) and gold exhibit
very low natural concentrations on the Earth. The
Clark values are reported to be X·10−2 ng g−1

for Ru and Rh, X·10−1 ng g−1 for Os, 1 ng g−1

for Ir, 5 ng g−1 for Pt, 13 ng g−1 for Pd, and 4
ng g−1 for Au [1]. Special attention is given to Pt
because of its increasing occurrence in the bio-
sphere. The average concentration of Pt in the
rocky crust ranges from 1–5 ng g−1, while sub-
stantially higher concentrations (1–500 mg g−1

Pt) exist in PGM deposits. In environmental sam-
ples, the following concentrations of Pt were
found: 21.9 ng g−1 in ocean sediments, 0.03–0.3

* Corresponding author. Tel.: +42 5 41129283; fax: +42 5
41211214; e-mail: viktork@chemi.muni.cz

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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ng dm−3 in a sea-water, 0.08–0.32 ng g−1 in
marine algae, 56 ng g−1 in limber pines, and
100–830 ng g−1 in plants on ultrabasic soils [2].
Because of anthropogenic activities, an increase of
platinum concentration is observed in the envi-
ronment. An ambient air near the roads was
reported to contain B50 fg m−3 of Pt before the
introduction of automobile catalysts, while along
the highways the values between 1–13 pg m−3 of
Pt were found due to the widespread use of cars
with Pt-catalysts. Platinum and its compounds are
toxic, and some compounds have also carcino-
genic effects [2].

For the trace determination of Pt and other
PGMs in geological, biological and environmental
matrices, spectrophotometry [3], neutron activa-
tion analysis [4], total-reflection X-ray fluores-
cence spectrometry [5], electron spectroscopy for
chemical analysis [6], electrochemical analysis [7],
liquid chromatography [8,9], atomic absorption

spectrometry with electrothermal atomisation
[10], and inductively coupled plasma mass spec-
trometry (ICP-MS) [11] have been used.

Nowadays, ICP-MS technique is frequently
used for the determination of ppb and sub-ppb
levels of PGM in environmental samples, such as
in airborne particulate matter [12], dust [13], par-
ticulate matter of automotive catalyst exhaust
[14], and in plants [15]. Advanced electroanalyti-
cal methods are also largely employed, such as
differential pulse polarography [16], adsorption
voltammetry for the analysis of human body
fluids [17], capillary zone electrophoresis for de-
tection of platinum species in plant material [18]
or for the determination of Pt, Pd, Os, Ir, Rh and
Au [19], and adsorptive cathodic stripping
voltammetry for the determination of Pt in sea
water [7].

Atomic emission spectrometry methods do not
meet entirely the requirements concerning the de-

Table 1
Characteristics of ICP emission spectrometers

Spectrometer ViewInstrument DetectorNebulizer/Cham-
ber

Simultaneous AES echelle cross dis-OPTIMA 3000 SCD-Segmented charge cou-Axial lateralCross-flow/Scott
Dual view persion pled device

Conespraya/Cy-Sequential AES Czerny TurnerJobin-Yvon 138 Axial Photomultiplier tube
Ultrace clonic

Photomultiplier tubeJobin-Yvon model Meinhard/ScottSequantial AES Czerny Turner HR Axial
166 1000

IRIS AP Thermo Meinhard/Cy-Simultaneous AES echelle cross dis- Axial CID-Charge injection device
clonicJarrel-Ash persion

a The Perkin–Elmer nebulizer.

Table 2
Operating conditions of studied ICP spectrometers

P (kW) Fp (dm−3 min−1)Instrument Fa (dm−3 min−1) Fc (dm−3 min−1) Ql (cm−3 min−1)

0 0.8 1.50OPTIMA 3000 1.20 15
1.05 12JY-138 0 0.7 1.00

1.00121.00JY-166 1.00
1.15 12IRIS AP 0.5 1.851.0

POEMS 1.35 0.515 0.7 1.67

P, the power input; flow rates: Fp, the outer gas; Fa, the intermediate gas; Fc, the carrier gas; Ql, the solution uptake rate.
The optimum observation height for the lateral viewing (OPTIMA 3000) was 8 mm.
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Table 3
Coefficients of correlation of linear regressions in the presence of 0.003 mol dm−3 Septonex (in 0.1 M HCl) obtained with ICP-AES
instruments

Coefficients of correlationAnalytical
line, l (nm)

Pd I 340.458 Pt II 214.423Ir II 224.268Au I 242.795 Os II 225.585Ru II 240.272 Rh II 233.477

0.99911 0.99992OPTIMA-La 0.99985 0.99923 0.99958 0.99996 0.99941
0.999940.999540.99961OPTIMA-Ab 0.999930.99994 0.99989 0.99981
0.999890.99946JY-138-Ab 0.99991 0.99966 0.99945 0.99997 0.99917
0.999940.99997JY-166-Ab 0.99996 0.99999 0.99992 1.00000 0.99980

0.99939 0.99152IRIS-APb 0.99989 0.999880.99941 0.999870.99964

a Lateral.
b Axial.

Table 4
Coefficients of correlation of linear regressions in the presence of 0.003 mol dm−3 Septonex (in 0.1 M HCl) obtained with ICP-MS
instrument

Coefficient of correlation

Os 189 Ir 193 Pt 194Isotope Au 197 Ru 101 Rh 103 Pd 105 Pt 195Pd 108 Os 188
0.99900 0.99848 0.99929POEMS 0.99825 0.99951 0.99905 0.999150.99961 0.99949 0.99958

termination of the PGMs in environmental sam-
ples. However, their limits of detection can ap-
proach expected concentration levels by
combining with a preconcentration step. A
modified silica gel sorbent (C18) was suitable for
the preconcentration of 2–20 mg of Pt from 0.1 M
HCl in the presence of cationic sufactants, espe-
cially dimethyllaurylbenzylammonium bromide,
with subsequent elution with 96% ethanol. The
recovery was 86–110% for 2 mg of Pt. The final
emission spectrometry of Pt in plant ash matrix
was carried out using a 15 A dc-arc [20]. The
preconcentration of ion pairs based on cationic
surfactants was also efficient for some other ele-
ments. Thallium, e.g. was efficiently preconcen-
trated on the silica gel C18 from 0.1 M HCl in the
presence of various cationic surfactants as ion
pairs with tetrachlorothallate(III) and subse-
quently eluted with 96% ethanol. Emission spec-
trometry using a nitrous oxide- acetylene flame
was suitable for the determination of preconcen-

trated Tl in plants [21], and in water or aqueous
extracts of wastes and soils [22].

Recently the preconcentration of PGMs and
Au on silica gel C18 in the form of ion associ-
ates of their chlorocomplexes with a quaternary
base N-(1-ethoxycarbonyl pentadecyl)-trimethy-
lammonium bromide was described [23]. Ion as-
sociate was eluted with ethanol which was then
evaporated in the presence of HCl. Solutions
were analysed with ICP-AES, ICP-MS.

In this paper some analytical performance
characteristics of four ICP emission spectrome-
ters and one ICP mass spectrometer are given in
the presence of a cationic surfactant which is
used for a formation of ion associates with the
chlorocomplexes of PGMs. The presence of sig-
nificant concentration of an organic matrix in
solution may bring an excessive plasma load.
Therefore, surfactants may influence both the
excitation conditions and the efficiency of aero-
sol formation [24].
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2. Experimental

2.1. Instruments and operating conditions

The following ICP instruments were tested.

2.1.1. Optical spectrometers
The Optima 3000 dual view system (Perkin

Elmer), the JY 138 axial ICP system (Jobin-
Yvon), installed at Laboratoire des Sciences Ana-
lytiques, Université Claude Bernard-Lyon I,
Villeurbanne, France; the JY 166 system (Jobin-
Yvon), installed at the laboratory of Laboratoire
Wolff, Clichy, France; the IRIS AP system
(Thermo Jarrel Ash), installed at the Faculty of
Chemistry, Technical University Brno, Czech
Republic.

2.1.2. Mass spectrometer
The POEMS system (Thermo Jarrel Ash), in-

stalled at Laboratoire des Sciences Analytiques,
Université Claude Bernard-Lyon I, Villeurbanne,
France.

The basic features of the ICP spectrometers are
given in Table 1. Operating conditions of the ICP
sources are listed in Table 2. Optimisations of the
carrier gas flow rates were performed to minimise
the signal-to-background ratio values and matrix
effects. In case of the ICP-MS, the voltages of the
ion optics lenses were adjusted to obtain a maxi-
mum sensitivity for the employed isotopes. The
spectral lines and isotopes are given in corre-
sponding tables. The isotope of indium, In 115,
was used as the internal standard for the ICP-MS.

2.2. Chemicals

The multielement standard stock solution con-
taining 100 mg ml−1 of Au, Ru, Rh, Pd, Os, Ir, Pt
in 20% HCl (Astasol, Analytika, Prague, Czech
Republic) was used for preparation of working
solutions. The cationic surfactant Septonex, N(1-
ethoxycarbonylpentadecyl)-trimethyl ammonium
bromide (C21H44O2NBr, m.w. 422.5) was used as
quarternary base. A commercial preparation Sep-
tonex (Farmakon, Olomouc, Czech Republic, pu-

Table 5
Relative uncertainities on centroids of linear regressions expressed for 95% confidence level, obtained with ICP-AES instruments;
0.003 mol dm−3 Septonex and 0.1 M HCl

Relative uncertainity on centroid of concentration, (%)Analytical
line, l (nm)

Pt II 214.423Ir II 224.268Os II 225.585Pd I 340.458Rh II 233.477Ru II 240.272Au I 242.795

3.7 3.2 1.5 4.1 3.2 17OPTIMA-La 2.1
1.5 1.9 1.1 4.8 2.3 0.98OPTIMA-Ab 1.8

1.91.93.20.42JY-138-Ab 2.10.541.7
JY-166-Ab 1.9 0.65 2.6 0.35 4.1 1.7 2.3

5.4 2.52.52.4 4.2IRIS-APb 5.54.3

a Lateral.
b Axial.

Table 6
Relative uncertainties on centroids of linear regressions expressed for 95% confidence level, obtained with ICP-AES instruments

Relative uncertainty on centroid of concentration (%)

Pd 108Pd 105Rh 103 Pt 195Pt 194Ir 193Os 189Au 197 Os 188Isotope
5.5POEMS 2.6 3.4 6.8 5.9 4.3 2.53.7 2.8

Matrix: 0.003 mol dm−3 Septonex and 0.1 M HCl.
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Table 7
Matrix effects, IL

M/IL, in the presence of 0.003 mol dm−3 Septonex obtained with ICP-AES

Analytical Matrix effect, IL
M/IL

line, l (nm)

Pd I 340.458 Ir II 224.268 Pt II 214.423Au I 242.795 Os II 225.585Ru II 240.272 Rh II 233.477

0.9690.02 0.9090.04 0.9090.03OPTIMA-La 0.9490.02 0.9790.020.9390.02 0.9390.03
0.9590.010.9290.030.9390.04OPTIMA-Ab 0.9790.030.9590.02 0.9190.03 0.9190.03

0.9390.03 0.9290.03 0.9790.02 0.9490.03JY-138-Ab 0.9790.02 0.8990.03 0.9490.03
0.9990.010.9190.030.9490.03JY-166-Ab 0.9790.020.9990.02 0.9990.01 1.0090.02

a Lateral.
b Axial.
Concentration of PGM in test solutions was 1000 ng cm−1, in 0.1 M HCl.

rity according to the Czechoslovak Pharmaco-
poeia no. (3) was further purified by dissolving in
hot ethanol and the solution was added drop-
wise into ethyl ether (Merck, FRG).The precipi-
tated plates of pure surfactant were collected on
a sintered glass filter and dried. Using this
purified preparation, the 0.01M aqueous stock
solution was prepared. A 0.1 mol dm−3 concen-
tration of chlorides was maintained in solutions
using HCl of analytical grade purity (Merck,
FRG).

2.3. Measurements

Calibration curves for ICP-AES and ICP-MS
were measured using different sets of standard
solutions. The set for the ICP-AES consisted of
standards containing 0, 50, 100, 200, 500 and
1000 ng cm−3 of PGM and Au, the set for the
ICP-MS included standards 0, 1, 5, 10, 20 and 50
ng cm−3 of PGM and Au. Calibration solutions
were prepared both with and without Septonex,
and all of them contained HCl. Employed con-
centrations of Septonex and HCl were 0.003 and
0.1 mol dm−3, respectively. The highest calibra-
tion points, 1000 ng ml−1 of PGM for the ICP-
AES and 50 ng ml−1 of PGM for the ICP-MS,
with and without Septonex, were used for estima-
tion of the magnitude of the matrix effect. Three
replicates were measured with each solution both
for the calibration and the evaluation of the ma-
trix effect. Blank solutions containing 0.1 M
HCl, both with and without Septonex, were used

for the measurement of limits of detection. The
standard deviation of the background signal was
obtained for the estimation of limits of detection,
based on ten consecutive measurements during
the continuous nebulisation of the blank solu-
tion.

2.4. E6aluation

The linear regression by the method of least
squares was used for the construction of calibra-
tion graphs. Besides the coefficient of correlation,
the uncertainty interval on the centroid of con-
centrations was calculated for the calibrations on
the 95% probability level [25].

The matrix effect, X, was characterised with
the ratio of the net analyte signal in the presence
of 0.003 mol dm−3 Septonex to the net analyte
signal obtained with the Septonex-free solution.

X=IM
L /IL

Confidence intervals were calculated on 95%
probability level, based on three replicates. Limit
of detection was calculated as the concentration
that produces a net line signal equivalent to three
times the standard deviation of the background
signal, sbl, [26–30]. The resulting instrumental
limit of detection (IDL), or cL, is expressed as

cL=3×sbl/S

where S stands for the slope of the calibration
line. Limits of detection were calculated both
with and without Septonex.
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Table 9
Limits of detection in the presence of 0.003 mol dm−3 Septonex (in 0.1M HCl) obtained with emission spectrometers

Analytical Limit of detection, 3 sbl (ng cm−3)
line, l (nm)

Pt II 214.423Pd I 340.458 Ir II 224.268Au I 242.795 Os II 225.585Ru II 240.272 Rh II 233.477

15 21OPTIMA-La 9 15 43 25 8
754OPTIMA-Ab 83 5 16

5 4JY-138-Ab 3 4 4 12 1
3 1JY-166-Ab 4 4 7 2 8

5 2 8IRIS-APb 7 76 7

a Lateral.
b Axial.

Table 10
Limits of detection in the presence of 0.003 mol dm−3 Septonex (in 0.1 M HCL) obtained with a mass spectrometer

Limit of detection, 3 sbl (ng cm−3)

Ir 193 Pt 194Isotope Au 197 Ru 101 Rh 103 Pd 105 Pd 108 Os 188 Pt 195Os 189
0.010 0.005 0.018POEMS 0.12 0.013 0.004 0.036 0.0400.011 0.010

3. Results

Calibration curves for ICP-AES and ICP-MS
both with and without Septonex are described with
coefficients of correlation better than 0.99, cf.
Tables 3 and 4. Relative values of confidence
intervals characterising the uncertainties on cen-
troids of concentrations do not exceed 6 and 7% for
emission and mass spectrometry, respectively (Ta-
bles 5 and 6).

Matrix effects, X, mostly do not exceed the 10%
depression, and their confidence intervals on 95%
level show that the differences both between ele-
ments and individual instruments are not signifi-
cant (Tables 7 and 8). This applies even between
laterally- and axially-viewed plasmas or between
atomic emission and mass spectrometry.

Limits of detection in ICP-AES are mostly better
than 10 ng cm−3 of PGM and Au for axial plasma
configurations. The lateral viewing mode of Op-
tima 3000 DV instrument yields limits of detection
about three times higher than the axial observation
(Table 9). Limits of detection of ICP mass spec-
trometer are in the range of units and tens of pg
cm−3 for PGMs and �0.1 ng cm−3 for gold
(Table 10). It was also found that limits of detection

in the presence of Septonex did not significantly
differ from those obtained for pure solutions con-
taining HCl.

4. Conclusion

Preconcentration of PGM and gold in the form
of ion associates of their chlorocomplexes with the
quaternary ammonium base using modified sil-
icagel C18 can be followed by elemental determina-
tion with various ICP-AES systems and ICP-MS
without significant matrix interferences or deterio-
ration of limits of detection.
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Abstract

The advent of more and more powerful micro-computers has allowed the introduction of multidimensional analysis
in research laboratories. Complex mathematical treatments are now possible within a few seconds. Prediction
equations that linked sucrose, fructose, glucose, total sugars and reducing sugars concentrations to the spectral data,
were established by regression on the principal components. Very high correlation coefficient values between the first
ten axes and the chemical values were obtained. The bias and standard deviation (S.D.) values obtained between
reference and predicted values were good. From such aqueous biological samples containing a ternary mixture of
sucrose, fructose and glucose it was possible to (i) identify the characteristic IR bands of these different sugars (and
their combination: reducing sugars, total sugars)—using spectral pattern; and (ii) to specifically measure their
concentrations with good accuracy. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fourier transform infrared; Principal component analysis; Principal component regression; Sugars

1. Introduction

The use of computers has revolutionised studies
in many aspects of biological sciences. The advent
of more and more powerful micro-computers has
allowed the introduction of multidimensional
analysis in research laboratories.

After recalling the principles underlying the
principal component analysis (PCA) we will see

an application example: measurement of multi-
sugars contents by multidimensional analysis and
mid-infrared spectroscopy (MIR).

MIR spectroscopy has been used since 1950 for
the analysis of sugars. Besides starch, sugars that
present the best interest for the food industry are
sucrose, glucose and fructose [1,2]. The aim of this
communication is to evaluate the interest of using
PCA for the processing and description of MIR
spectral data of complex biological samples (raw
sugar cane juices) that contained a ternary mix-
ture of sucrose, glucose and fructose (and subse-

* Tel.: +33 262938202; fax: +33 262938166; e-mail:
cadet@univ-reunion.fr

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. The matrix (n, p): n, spectra; p, wavenumbers.

quently reducing sugars and total sugars) and
other ingredients.

1.1. Principles underlying the principal component
analysis

Multidimensional analyses are statistical meth-
ods for processing data. They are usually used
when numerous variables and samples are in-
volved and give a synthetic representation of the
whole set of data. Multidimensional statistical
analysis processes tables of data by taking into
account all variables and all samples at the same
time.

PCA is purely a descriptive method. There are
no hypotheses that is made a priori on the set of
data. PCA is concerned with tables containing
quantitative data. PCA is applied on rectangular
tables containing n lines and p columns. Each line
constitutes an individual or an ‘observation,’ and
each column represents a variable (Fig. 1).

As shown in Fig. 1, the table is concerned with
the measurement of p variables on a sample of n
individuals: Each spectrum is an individual and
each wavelength is a variable. The content of the
matrix (n, p) are absorbance values. Since multidi-
mensional analysis of data is performed on a
matrix constituted of absorbance values, it is ob-

vious that the principal components represented
by axes in the factorial maps are absorbance
values (in fact linear combination of absorbance
values). It is therefore possible to give a spectro-
scopic interpretation, hence a biochemical inter-
pretation of an axis. This spectroscopic
representation is called a ‘spectral pattern’. This
notion of spectral pattern is relatively recent and
original [3,4].

1.2. Raw sugar cane juices

Sampling of sugar by coring is used. The aver-
age of core is about 7000 g. After pulverisation, a
subsample of approximately 1000 g is removed. A
hydraulic press is used to extract juice from the
samples obtained from the coring and from the
disintegrator. The sample is pressed for 2.5 min at
250 bars.

1.3. Mid-infrared attenuated total reflectance
spectra

Mid-fourier transform infrared (mid-FTIR)
spectra were collected on a Michelson-100 fourier
transform spectrophotometer. Attenuated total
reflectance spectra were obtained with a Specac
overhead ATR system. Experimental temperature
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Fig. 2. Mid-FTIR spectra of sucrose, glucose, fructose and water. The concentration of each sugar is 10% (m/v).

was 25°C. The crystal of the reflectance element is
made from zinc selenide, a material that is quite
inert to water; it is quite rapidly cleaned between
samples by being sprayed with water and then
dried with filter paper.

The data were recorded from 800 to 1250 cm−1

in 4 cm−1 increments as log(I/R), in which R is
the ratio of the reflected intensity for the back-
ground to that of the sample. Although the ATR
experiment does involve the reflection of the radi-
ation within a crystal, the interaction of the radia-
tion with the sample is the transmittance of
radiation through the sample; this depth of pene-
tration is wavelength dependent, but it is passing
through a finite layer of the sample. For this
reason, plots can read according to absorbance
(or transmittance). The combination of four scans
resulted in an average spectrum.

2. Results and discussion

Before any prediction of quatitative values, a
calibration of the apparatus and method with

references values is needed: the calibration set was
constituted of a collection of 20 spectra of raw
sugar cane juices while the verification set was
composed of 19 spectra.

The mid-FTIR spectra of glucose, fructose and
sucrose are given in Fig. 2. The spectra were
recorded between 800 and 1250 cm−1. It has been
shown that this spectral region featured the char-
acteristic absorption bands of saccharides [5,6].
The spectra obtained with the complex biological
samples are the result of the different absorption
bands of the three major constituents: sucrose,
fructose and glucose (Fig. 3).

2.1. Principal component analysis and spectral
patterns

In order to extract the spectral information
corresponding to each of the three sugars (su-
crose, fructose and glucose), the collected spectra
of all the sugar cane juices from the calibration set
were entered into a PCA. Table 1 gives the corre-
lation patterns between the axes and the variables,
sucrose, glucose, total sugars, fructose and reduc-
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Fig. 3. Mid-FTIR spectra of a biological sample (raw sugarcane juice).

ing sugars concentrations. The correlation coeffi-
cients indicated here the correlation between the
axes and the chemical values (concentrations) of
each variable. They also indicated the order of
priority of these axes in the description of each
variable: it can be noticed that the priority of the
first axes is not the same for each and every
variable. Cumulated correlation coefficients are
given: the first coefficient corresponds only to one
axis; the following coefficients are obtained by
successive introduction of additional axes. For
example, the correlation coefficient between the
sucrose concentration and axis 1 is 0.948 but is
0.021 (0.969−0.948) with axis 3. Axes 1 and 3 are
mostly correlated to the concentration values of
sucrose and total sugars. Fructose is associated
with axes 4 and 5 while glucose is mostly corre-
lated with axes 5 and 1. The reducing sugars are
best described by axes 5 and 4.

An example of factorial map as assessed by
PCA on a spectral collection is shown in Fig. 4.

The projection plan formed between the first axis
and the second axis shows that the samples are
distributed according to their sucrose (or total
sugars) content along a concentration gradient.
However, glucose, fructose and reducing sugars
are not clearly classified according to their con-
centrations on this factorial map. If the spectral
pattern of the principal component (axis 1) can be
generally explained, this is more difficult for the
axes that follow. However, in the light of the
correlation coefficient values, the spectroscopic
interpretation of the absorption bands of these
axes is facilitated. Axes 1 and 3 have, respectively,
correlation coefficient values of 0.948 and 0.021
with respect to the sucrose variable. The spectral
pattern that describes the principal component, as
shown in Fig. 5, features absorption peaks at 925,
997, 1053, 1112 and 1136 cm−1 that are charac-
teristic of sucrose. The band at 997 cm−1 has
been shown to be characteristic of the dis-
sacharide link of the sucrose molecule [7].
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Fig. 4. An example of factorial map: distribution of the sucrose content according to the first and the second axis.

2.2. Predictions of the concentrations

Principal component regression (PCR) on the
calibration set scores as assessed by PCA were
carried out in order to establish prediction equa-
tions that linked spectral data to sucrose, total
sugars, fructose, glucose and reducing sugars
concentrations.

The influence of the number of axes on the
prediction equations established for each variable
is shown in Table 1. The regression and correla-
tion coefficients for each of the first four axes are
given. The correlation coefficient values are very
high and range between 0.987 and 0.835. It can be
noticed that the priority of the first axes are not
the same for each and every variable. However
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Fig. 5. The spectral pattern of the first axis.

the axes 1, 3, 4 and 5 have the highest correla-
tion coefficient values whatever the sugar. Spe-
cific prediction equations were subsequently
established for each variable (with ten axes).

Table 2 gives an example of predicted concen-
trations for sucrose, fructose, glucose, total sug-
ars and for the reducing sugars for the
verification set (19 samples); goods results are
obtained.

3. Conclusion

The use of such mathematical treatments was
unimaginable some 10 years ago. With the use of
powerful micro-computers, these are now possible
within a few seconds. Prediction equations that
linked sucrose, fructose, glucose, total sugars and
reducing sugars concentrations to the spectral
data, were established by regression on the princi-
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pal component. Very high correlation coefficients
values between the first ten axes and the chemical
values were obtained. The bias and standard devi-
ation (S.D.) values obtained between reference
and predicted values were good. From such natu-
ral aqueous biological samples containing a
ternary mixture of sucrose, fructose and glucose
(and other ingredients) it was possible to (i) iden-
tify the characteristic IR bands of these different
sugars (and their combination: reducing sugars,
total sugars)—using spectral pattern and (ii) to
specifically measure their concentrations with a
good accuracy.

Owing to these results, a more accurate, less
time consuming and non polluting direct spectro-
scopic method than the currently used HPLC or
polarimetric methods was proposed for the rou-
tine quantitative determination of sucrose on raw
sugar cane juices. The method was validated on a
panel of 1267 samples representative of a sugar
cane harvest: the values of the predicted sucrose
concentration were more accurate (bias=0.041 g
100 ml−1) than those obtained by direct polar-
imetry (bias= −0.163 g 100 ml−1) [8,9].

We have, at the laboratory of biochemistry at
the University of La Réunion, already proposed a
few applications which implied ‘mid-FTIR/multi-

dimensional analysis’ combination for biochemi-
cal investigations: method for classification of
biological samples [10], extraction of characteris-
tic bands of molecules [11], investigation of inter-
actions between biomolecules [12], enzyme
kinetics [7], etc.
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Abstract

The associate formed by triiodide ion and hexadecylpyridinium chloride (cetylpyridinium chloride (CPC)) micelles
was used to enhance the kinetic spectrophotometric determination of WVI by its catalytic action on the oxidation of
iodide with hydrogen peroxide in an acidic medium. The reaction was monitored spectrophotometrically by
measuring the increase in absorbance of I3

− –CPC associate at 525 nm by the fixed-time method of 3 min from
initiation of the reaction. The micellar medium allowed the determination of WVI at concentrations between 4 and 90
ng ml−1 with a detection limit of 2.4 ng ml−1 (i.e. about 12–13 times lower than those of methods implemented in
aqueous media). The relative standard deviation for nine replicate analyses was 0.03% for 76.6 ng ml−1 of WVI. The
proposed method was applied to the determination of WVI in aqueous extracts of soil sample with no prior
separation. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cetylpyridinium chloride; Micellar media; Triiodide; Tungsten (VI)

1. Introduction

A few methods for the catalytic determination
of tungsten have been reported. Pavlova et al. [1]
used the reduction of triarylmethane dyes by tita-
nium (III) as an indicator reaction, but the deter-
minable range, 0.18–3.7 ng ml−1, is not very wide
and the sensitivity is not sufficient for determining
tungsten in water samples. Voevutskaya et al. [2]
reported a kinetic method for the determination

of tungsten by its catalytic effect on the iodide–
hydrogen peroxide reaction involving the Landold
effect; the detection limit was 30 mg l−1 and mg
amounts of tungsten had to be concentrated from
1 l of water sample by coprecipitation with MnO2.
Thus, it needs tedious preconcentration and sepa-
ration procedures which require large volumes of
sample.

As spectrophotometric detection of triiodide is
highly sensitive, development of improved meth-
ods for monitoring this species is essential.

Micellar systems have been successfully used to
enhance existing analytical methods [3]. The selec-

* Corresponding author. Tel.: +98 21 6113301; fax: +98
21 6113301.
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tivity of analytical kinetic methods can be im-
proved by including micelles in the reaction
medium. This can be accomplished by altering the
reaction pH or its mechanism [4], and by inducing
spectral shifts [5] and excluding interfering species
from micelle surfaces [6], among others.

In this context, the interaction between triio-
dide ion and hexadecylpyridinium chloride
(cetylpyridinium chloride (CPC)) micelles [7] is of
special interest. At surfactant concentrations
slightly above its critical micellization concentra-
tion (c.m.c), triiodide ion undergoes a
bathochromic shift from 350 to 500–530 nm,
depending on the experimental conditions used, in
addition to a substantial increase in its stability
constant ((5.490.2)×104 mol l−1, i.e. approxi-
mately 50 times that in water) and absorptivity
(e= (3.8990.008)×103 m2 mol−1, i.e. approxi-
mately 1.6 times that in water).

These effects can be used to overcome com-
pletely, or at least minimize, selectivity and sensi-
tivity problems that confront many of the original
spectrophotometric procedures for monitoring
iodine, involving aqueous media. The interaction
between triiodide ion and CPC has been studied
in depth [7]. In this work, it was exploited to
enhance the spectrophotometric determination of
WVI by its catalytic effect on the oxidation of
iodide with hydrogen peroxide. The method
thereby developed was successfully applied to the
determination of WVI in soils.

2. Experimental

2.1. Apparatus

Kinetic measurements were performed on a
Shimadzu UV-265 FW spectrophotometer fitted
with a 1-cm path-length cell spectrophotometer.
The cell compartment was thermostatically con-
trolled by circulating water from a thermostated
tank.

2.2. Reagents

All reagents used were of analytical reagent
grade and were used as received. WVI stock solu-

tion (5.21×10−3 mol l−1) was prepared by dis-
solving 0.1719 g of Na2WO4 ·2H2O (Merck) in
100 ml of doubly distilled water. More dilute
solutions (2.08×10−5 mol l−1) were prepared
from this stock solution, before each set of exper-
iment, by dilution with doubly distilled water. A
hydrogen peroxide solution (2.43×10−2 mol l−1)
was prepared daily. A 6.6×10−2 mol l−1

aqueous iodide solution was prepared and stored
in a dark bottle. Aqueous solutions of the surfac-
tant CPC (1.4×10−3 mol l−1; Merck) and hy-
drochloric acid (3.16×10−2 mol l−1) were also
prepared. All working standards and reagent solu-
tions were kept in a water-bath at 2490.1°C
when used.

2.3. Recommended procedure for the
determination of W

In a 10-ml calibrated flask, place in sequence
the volume of hydrochloric acid (3.16×10−2 mol
l−1) required to obtain a final pH of 2.5 (approx-
imately 1 ml for standard samples), appropriate
volumes of the WVI stock solution (2.08×10−5

mol l−1) to provide a final concentration of be-
tween 4 and 90 ng ml−1, 0.3 ml of hydrogen
peroxide (2.43×10−2 mol l−1), 0.4 ml of CPC
(1.4×10−3 mol l−1) and 0.8 ml of 6.6×10−2

mol l−1 iodide. Start the stopclock immediately
after the iodide is added and then dilute the
solution to the mark with doubly distilled water.

Transfer an aliquot of the reaction mixture into
a cell kept at 2490.1°C and measure the increase
in absorbance (l=525 nm) during the 0.5–3 min
from initiation of the reaction. Measurements are
to be started exactly 0.5 min after the iodide is
added. Blank solutions were prepared in the same
way as the samples but with no tungsten (VI), and
their signals were subtracted from those obtained
for the samples.

3. Results and discussion

Both the bathochromic shift in the maximum
absorbance of the triiodide ion from 350 to 525
nm and the increased absorptivity provided by the
CPC micellar medium can be used to enhance the
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Fig. 1. Influence of the concentration of (a) CPC, (b) iodide, (c) hydrogen peroxide, and (d) hydrogen ion on the change of
absorbance of the WVI-catalysed reaction between iodide and hydrogen peroxide. [WVI]=80 mg l−1, [CPC]=5.65×10−5 M (b,c,d);
[KI]=5.28×10−3 M (a,c,d); [H2O2]=7.29×10−4 M (a,b,d); pH 2.5 (a,b,c).

selectivity and sensitivity of analytical methods
involving the I2–I− system. Hence, it can be
exploited for the determination of catalysts that
accelerate the conversion of excess iodide into I3

−

by hydrogen peroxide, as is the case with the
determination of WVI.

3.1. Study of the experimental conditions

As the signal intensity and temporal stability of
the I3

− –CPC associate depend on parameters [7]
such as the temperature, iodide concentration and
pH, some parameter values affecting the catalytic
determination of WVI were found to behave dif-

ferently from previously performed studies. Devi-
ant variables were changed individually in turn to
study their effects. Because the uncatalysed oxida-
tion of iodide by hydrogen peroxide also proceeds
in an acidic medium, the ratio of the catalysed to
the uncatalysed reaction also required a selection
of the experimental conditions of reaction.

Fig. 1a shows the dependence of the change in
absorbance of the WVI-catalysed iodide–hydrogen
peroxide system on the CPC concentration. The
absorbances yielded by the blanks (containing no
WVI) were subtracted before constructing the
graph. The surfactant concentration affected the
final absorbance obtained. Concentrations of
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CPC below 0.14×10−5 mol l−1 could not be
used as the absorbance increments obtained as a
function of time were very small; hence, they
provided irreproducible absorbance
measurements.

On the other hand, surfactant concentrations
above 5.65×10−5 mol l−1 caused the absorbance
to decrease gradually, probably owing to dilution
of reagents on the micellar surface. The spectral
feature of the I3

− –CPC associate did not change
over the surfactant concentration range assayed.

A concentration of 5.65×10−5 mol l−1 was,
therefore, chosen for subsequent experiments. The
c.m.c of CPC in the reaction medium was calcu-
lated from surface tension measurements per-
formed with a stalagmometer (Brand, Germany).
A value of 4×10−5 mol l−1 CPC was found. The
concentration is lower than the c.m.c calculated
for distilled water (1.2×10−4 mol l−1) and the
analytical concentration used (5.65×10−5 mol
l−1), which suggests that micelles are indeed
formed under the experimental concentration.

The dependence of the change in absorbance of
the WVI-catalysed reaction on the iodide concen-
tration is illustrated in Fig. 1b. As can be seen, the
change in absorbance increases with iodide con-
centrations up to 5.16×10−3 mol l−1, above
which it remains virtually constant.

Because iodide ion yields an insoluble salt with
CPC, excess of this ion should be avoided in order
to prevent precipitation. A 5.28×10−3 mol l−1

iodide concentration was selected in order to en-
sure maximum sensitivity.

The effect of hydrogen peroxide concentrations
1.2–12.2×10−4 mol l−1 on the uncatalysed and
catalysed reaction was similarly studied. Up to
about 7.2×10−4 mol l−1, the change in ab-
sorbance of both reactions increased with hydro-
gen peroxide concentration, but no significant
increase was observed above 7.29×10−4 mol l−1

(Fig. 1c; WVI-catalysed reaction). Fig. 1d shows
the variation of the change in absorbance of the
WVI-catalysed reaction with hydrogen ion concen-
tration. The effect of this parameter was studied
over the range 0.7–5, by adjusting it with hy-
drochloric acid. The catalytic effect of WVI was
only observed at pH values between approxi-
mately 1.7 and 5. Because the reaction was rather

too rapid below pH 1.5, absorbance measure-
ments performed by using conventional tech-
niques were highly irreproducible.

Even though higher acidities results in slightly
enhanced sensitivities (Fig. 1d), the rate of blank
reaction was also higher; hence, no real advantage
in terms of the detection limit was gained. A pH
of 2.5 was selected as a compromise between
adequate sensitivity and reproducibility in the
measurements. on the other hand, the formation
of the I3

− –CPC associate was independent of pH
over the range 2–10 [7].

Increased temperatures had an adverse effect on
the absorbance of the I3

− –CPC associate, at 525
nm [7] which, however, remained virtually con-
stant between 10 and 25°C. On the other hand, as
the WVI-catalysed reaction between iodide and
hydrogen peroxide had a relatively small tempera-
ture coefficient [8], and the blank signal increased
as the temperature increased, 25°C was chosen as
the optimum. The change in absorbance obtained
for the reaction in the CPC micellar medium at
temperatures above 25°C were irreproducible.

A change in ionic strength of the solution had
no considerable effect on the rate of reaction up
to 0.1 mol l−1 potassium nitrate. The order in
which the reactants were mixed also influenced
the reaction rate.

Hence, the greater sensitivity was obtained
when CPC was added before iodide, which was
added last in order to control the start of the
reaction.

Under the optimum conditions described
above, a linear calibration graph was obtained for
the WVI concentration range of 4–90 ng ml−1

with a regression equation of DA=0.0058X+
0.1098 (r=0.9998) where DA is the change in
absorbance for 3 min from initiation of the reac-
tion and X is the ng ml−1 of WVI, respectively.

The detection limit (3 s) was 2.4 ng ml−1, i.e.
approximately 12–13 times lower than those of
typical spectrophotometric methods based on the
detection of triiodide ion [2]. The precision, ex-
pressed as relative standard deviation was 0.03%
(n=9) for 76.6 ng ml−1 of WVI. The effect of
foreign ions on the catalytic determination of WVI

was examined. The results are summarized in
Table 1. The tolerance limit is that giving not
more that 93% error.
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Table 1
Tolerated foreign ion concentrations in the determination of
0.050 mg ml−1 of WVI

Foreign ion Tolerated concentrationa (mg ml−1)

900Cl−, Br−

360ZnII

140MgII

MnII 100
11CaII

0.96PO4
3−

VV 0.3
CrVI 0.1

0.1TiIV

MOVI 0.05

a Concentration yielding a variation of more than 93% in the
measurment.

Table 2
Determination of WVI in soil sample

Sample WVI content (mg g−1)

Proposed methoda Thiocyanate methoda

142.6994.48 143.0295.291
140.7794.20 140.0095.402

a Average and standard deviation of three determinations.

cyanate method [9]. As the WVI content in most of
the samples studied was somewhat low, it could
not be quantified by the thiocyanate method.
Several spiked samples were therefore prepared by
adding aliquots (a few microlitres) of a WVI solu-
tion to homogenized soil samples that were subse-
quently extracted.
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3.2. Analytical features of the method

No significant selectivity enhancement for ions
that catalyse the oxidation of iodide by hydrogen
peroxide was achieved in the presence of micelles.
The enhanced selectivity provided by the CPC
micellar medium relative to the aqueous medium
essentially arose from the bathochromic shift in
the maximum absorbance of the triiodide ion in
the micellar system.

4. Determination of WVI in soil extracts

The applicability of the proposed method was
tested by determining the WVI content of soil. The
results obtained in the determination of WVI in
the soil sample are summarized in Table 2 and
compared with those obtained by using the thio-

.
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Abstract

An on-line automated flow injection system with microwave-assisted sample digestion for the electrothermal atomic
absorption spectrometric determination of bismuth in biological materials is described. After the exposure of the
sample to microwave radiation, the analyte was subject to a precipitation/dissolution process. Bismuth was
precipitated with the stannite ion in basic medium and collected on the walls of a knotted coil, while the other matrix
components flowed downstream to waste. The precipitate was dissolved with nitric acid and a sub-sample was
collected in a capillary of a sampling arm assembly, to introduce 20 ml volumes into the graphite tube by means of
positive displacement with air through a time-based injector. The analytical figures of merit were first evaluated by
filling the sampling arm with a standard solution of bismuth and thereafter injecting aliquots of this solution into the
atomizer. The calibration graph was linear from the detection limit (8 pg) to 1.2 ng of bismuth. The sensitivity was
of 26.8 mg l−1 for 0.2 A-s and the characteristic mass (mo) was of 11.8 pg/0.0044 A-s. The precision of the method,
evaluated by replicate analyses of solutions containing 20 and 200 pg of bismuth, were 5.5 and 3.0% (n=10),
respectively. When solutions were introduced in the flow system here described, the calibration graph was linear in
the range 0.04–6.0 mg l−1, which means that a preconcentration factor of 10 was obtained for bismuth. The precision
slightly deteriorated, e.g. the replicate analysis of solutions containing 1 and 10 pg of bismuth were 7.1 and 5.3%
(n=10), respectively. However, the recoveries values obtained with urine and whole blood bismuth spiked samples
were over 96.5% and the agreement between observed and certified values was good. © 1999 Elsevier Science B.V. All
rights reserved.
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1. Introduction

Bismuth is not considered an essential element
for plants and animals [1]. Because of its low
abundance, accumulation of bismuth in plant and
animal tissues is slight. Although intestinal ab-
sorption is limited in man by the poor solubility
of bismuth and its propensity to form insoluble
oxy-chloride salts, some absorption from food
and water must occur to produce measurable
concentrations in body fluids and tissues [1,2].
Clinical/medical interest in bismuth dates back
about 70 years, when the element was first intro-
duced in a pharmaceutical used in the treatment
of syphilis [3]. Since then, its pharmaceutical uses
have expanded to antiacids, peptic ulcer treat-
ments, and topical dermatological creams. How-
ever, there have been several reported cases of
nephrotoxic, neurotoxic, and kidney damage
symptoms attributable to the use of bismuth-con-
taining pharmaceuticals [1,2]. These cases under-
score the necessity for methods to determine
bismuth concentrations at ultra-trace levels in bio-
logical fluids such as serum, whole blood or urine,
and body tissues.

A variety of techniques has been described for
the determination of bismuth with adequate de-
tection limits (51mg l−1) and specificity for clini-
cal studies. Recent methods such as
inductively-coupled plasma atomic-emission spec-
trometry (ICP-AES) [4], hydride generation (HG)-
ICP-AES [5], ICP-mass spectrometry (MS) [6,7],
X-ray fluorescence spectrometry [8], electrother-
mal atomic absorption spectrometry (ETAAS) [9],
HG-(ETAAS) with in-situ preconcentration [10],
are now widely used for the determination of
bismuth in biological materials. However, most of
these methods suffer from either widespread
availability of instrumentation, prohibitive cost,
or technical. Because of these considerations,
ETAAS seems attractive for determinations of
bismuth in most biological samples.

In this work, an attempt is made to develop a
flow injection (FI) system coupled with ETAAS
for the determination of bismuth in urine and
blood serum of human receiving low doses of
colloidal bismuth citrate. The FI system allows
the on-line sample digestion with the aid of mi-

crowave (MW) radiation, the bismuth preconcen-
tration by precipitation/dissolution processes and
the separation of the analyte from the matrix
components. In this way, manipulation of samples
is greatly reduced and the use of chemical modifi-
cation [11] or tedious extraction procedures [9] for
the determination of bismuth by ETAAS are not
necessary. Also, this may be the first report on the
successful collection of trace amounts of precipi-
tate using a knotted reactor without a carrier.

2. Experimental

2.1. Apparatus

The FI-MO-ETAAS system is shown schemati-
cally in Fig. 1. It consisted of an Ismatec IPC
eight-channel peristaltic pump, two 4-ways Latek
TMW injectors (V1 and V2), a home made time-
solenoid injector (TBSI1) [12], two two-ways nor-
mally closed Cole-Parmer electronically controlled
solenoid valves (TBSI2 and TBSI3) and a Prolabo
MW oven microdigest (model 301). PTFE tubing
(0.8 mm i.d.) was used throughout. A Perkin
Elmer 4100 model atomic absorption spectrome-
ter equipped with a bismuth hollow-cathode
lamp, operated at 10 mA and a wavelength of
223.1 nm with a spectral bandpass of 0.5 nm was
used. Zeeman-effect background correction was
used for all measurements. Pyrolytic graphite
coated graphite tubes were used with pyrolytic
graphyte coated graphite platforms. Time-re-
solved absorbance signals were recorded on an
IBM printer and integrated absorbance values
were computerized using the Perkin-Elmer soft-
ware version 9.1 for evaluating results. A Prolabo
microwave microdigest 301 oven was used. A
Branson (model 2210) ultrasonic bath (Branson
Ultrasonic Corporation Danbury, CT, USA) was
used to improve the bismuth dissolution step.
Argon was used as the puge gas, the flow of which
was interrupted during atomization. A sampling
arm assembly allowed a quartz tube to be moved
horizontally in an out of the waste vessel, graphite
furnace, and washing solution [13]. A TDK model
286 computer was interfaced with the three TBSI,
both rotary injection valves, the MW oven, and
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Fig. 1. Flow injection-microwave oven-ETTAS manifold. Numbers in the pump indicate the flow rate in ml min−1. The system is
shown in the sequence 1 (sample loading and rising operation).

the sampling arm assembly (SAA) (Fig. 1). The
knotted digestion coil was vertically wound along
a PTFE tube located inside the MW oven with
the stream entering at the lower end. The knotted
precipitation/dissolution coil was located inside
the ultrasonic bath.

2.2. Reagents

All regents were of analytical grade, unless
otherwise stated. Distilled deionized water was
used for the aqueous solutions. Nitric acid was
suprapur grade from Merck.

Bismuth stock solution (100 mg l−1) was pre-
pared by dissolving 0.100 g of specpure bismuth
in 20 ml of concentrated nitric acid and diluting
to 1000 ml with water. All working solutions were
prepared by serial dilution of the stock solutions
with 0.1 mol l−1 nitric acid immediately before
use.

A 1 g Sn l−1 solution was prepared by dissolv-
ing 0.5 g of metallic Sn (mossy 99.9%, ACS
reagent from J.B. Baker) in 50 ml of nitric acid
and diluting to 500 ml with 1 mol l−1 nitric acid.

The argon used in this study was from AGA
which certifies a purity of 99.99%. All glassware
was cleaned as previously described [14].

2.3. Samples

Whole blood and urine samples were obtained
from healthy male laboratory employees. They
were selected at random without knowledge of
origin or pathology and were not known to be
taking any bismuth containing drugs.

Five ml of each whole blood sample was added
to a heparinized clean polypropylene tube in or-
der to prevent its coagulation and kept under
refrigeration until its analysis. On the other hand,
50 ml urine samples were obtained on several
occasions from healthy male laboratory em-
ployees, before its analysis.

2.4. Procedure

For the present work, TBSI1 [12,15] has three
sets of tubing: set 1, to regulate the reagent cation
introduction; set 2, to regulate the sodium hy-
droxide introduction; and set 3, to regulate the
nitric acid digesting solution introduction. The
TBSI2 has a set of tubing: set 4, to regulate nitric
acid introduction, which was used to dissolve the
analyte in the precipitation/dissolution coil. The
solenoid of the TBSI1 was in the normally closed
position to avoid unnecessary reagent consump-
tion during the different operations. The different
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Table 1
Graphite tube atomizer programme for the determination of bismuth in urine and whole blood

Step

542 31

Clean CoolParameter Dry Pyrolyis Atomize
2026001800600Temperature (°C) 120

1 1Ramp time (s) 30 20 0
5 20Hold time (s) 40 30 5

0 300Internal gas flow (ml min−1) 300 300300

tubing sets were in its closed position. When a set
was in the closed position, its solution flowed at
will in a closed-flow circuit; however, in the open
position the solution was introduced downstream
in the FI system. The procedure consisted on
various steps. The duration and function of each
sequence of the FI-MW oven program are de-
scribed as follows.

In sequence 1 (sample loading and rising opera-
tion), the sample valve (V1) and the TBSI1 injec-
tors were in the loading and its normally closed
position, respectively. In this way, only the carrier
solution flowed at will through V1, the digestion
and precipitation/dissolution coils, V2 and finally
to waste through the SAA. This eliminated com-
pletely any residual sample matrix in the lines
before sequence 2.

In sequence 2 (sample injection and analyte
precipitation operations), V1, V2, and TBSI1 were
concomitantly activated to the alternate position
for a period of 40 s and the MW oven turned on
to allow: (i) the introduction and mixing of the
reagent cation (through set 1) and NaOH solu-
tions (through set 2); (ii) to introduce the sample
plug in the carrier stream; and (iii) to introduce
the digesting solution (through set 3).

In sequence 3 (analyte dissolution operation),
V1, V2, and TBSI1 were concomitantly activated
to its initial position, the TBSI2 was activated to
its open position to introduce the analyte dissolv-
ing solution (through set 4), which flowed through
the precipitation/dissolution coil and the activated
V2 to fill the SAA. The duration of this sequence
was 18 s.

In sequence 4 (analyte determination), all injec-
tors were set to sequence 1 and the activation of

TBS3 allowed the sequential deposition of
aliquots of sample on the graphite tube platform
by means of the SAA operated in the injection
mode. This sequence was timed to synchronize
with the spectrometer computer to run the fur-
nace temperature program (Table 1). The dura-
tion of this sequence was 120 s.

3. Results and discussion

3.1. Preliminary experiments

In preliminary experiments the basic setting
used for the graphite tube atomizer were opti-
mized and are given in Table 1. A 30 s ramp from
ambient to a final drying temperature of 120 °C
avoided spattering of the of liquids and resulted in
a uniform solid deposit on the surface of the
atomizer platform. A complete dryness of
aqueous standards and samples was observed
with a holding time of 40 s. The best results were
obtained when the temperature difference between
pyrolysis and atomization steps was kept to a
minimum (600 and 1800 °C, respectively). The
addition of hydrochloric acid to the nitric acidic
solution used for the dissolution of the precipi-
tated bismuth greatly reduced the reproducibility
of the results. This effect could be due to the
appearance of two absorption peaks in the atom-
ization of bismuth in the presence of chloride
similar those previously reported by Ohta and
Suzuki [16]. The first absorption resulted from the
atomization of bismuth metal and the second
absorption may result from atomization of some
volatile bismuth compound [3], such as trichloride
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[16]. Therefore, in this study the use of hydrochlo-
ric acid was avoided.

3.2. Effect of the bismuth precipitation process

The mixing of a solution of stannous nitrate
with an excess of sodium hydroxide solution
forms the stannite ion (reagent ion) [17], which is
the precipitating species, according to the
reaction:

Sn(NO3)2+2NaOH

=Sn(OH)2+2NaNO3

Sn(OH)2+2NaOH

=Na2(SnO2)+2H2O

The amount of bismuth precipitated is deter-
mined by the concentration of the reagent ion.
The effect of Sn2+ and NaOH concentrations on
the determination of bismuth is very important
and were therefore thoroughly studied (Figs. 2
and 3). Equal flow rates of an acidified SnCl2 and
NaOH solutions were introduced by means of the
TBSI1 (sets 1 and 2) and mixed downstream. As
seen in Fig. 3, the absorbance signals and the

Fig. 3. Effect of the sodium hydroxide concentration for the
production of reagent ion on the integrated absorbance of 0.5
mg Bi l−1. All other conditions as in Tables 1 and 2.

reproducibility increased gradually (from 7.8 to
1.2% RDS) as the stannous ion concentration
increased from 50 up to 400 mg l−1. The ab-
sorbance signal was virtually unchanged at stan-
nous ion concentrations above 500 mg l−1. The
poor reproducibility at lower Sn2+ concentrations
could be due to an incomplete and varying con-
version of Bi2+ to Bi. It also indicates that an
excess of stannous ion (700 mg l−1) is required
for a complete precipitation of bismuth. Changes
in the NaOH concentration from 0.2 to 0.6 mol
l−1 did not greatly affects the absorbance values,
possibly because at low pH values a white precip-
itate of stannous hydroxide is formed. Above 0.6
mol l−1 the analytical signal increased rapidly,
reaching a constant value at concentrations above
1.0 mol−1. It was notice that the reproducibility
signals increased (RSD of ca. 1.1%) if an excess of
NaOH (above 1.0 mol l−1) was used. This indi-
cates that an excess of alkali (2.5 mol l−1) should
be added to form the sodium stannite species
necessary for a complete bismuth precipitation.

Some tests were performed in order to establish
whether the stannous hydroxide (which is formed
during the insufficient mixing of the stannous ion
and base) acts as a carrier during the collection.
These were performed by introducing a 700 mg

Fig. 2. Effect of the reagent ion concentration on the inte-
grated absorbance of 0.5 mg Bi l−1. All other conditions as in
Tables 1 and 2.
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l−1 solution of Na2(SnO2) kept under continuos
stirring through the reagent channel following the
sequence 2 of the procedure. In this case, no
traceable amounts of analyte were detected in the
solution flowing to waste through V2, which con-
firms that the collection of the analyte in the
knotted reactor is quantitative and that the
stannous hydroxide stream does not act carrier.

3.3. Optimization of sample mineralization
conditions

In a previous study of our research team, nitric
acid behaved ideally for the MW-assisted diges-
tion of whole blood samples in a FI-ETAAS
system [15]. Besides, this acid is one of the few
acids that can be obtained in ultrahigh purity for
very low-level analytical analyses. Therefore, this
acid was selected for this study. As previously
found [15], in this study the use of 0.5 mol l−1 of
nitric acid also proved to be an optimum decom-
position agent for both whole blood and urine
samples. Higher concentrations of nitric acid were
avoided because they interfere with the reaction of
Sn(NO3)2 with NaOH to form the SnO2

2− ion.
Some vapours formed in the digested sample zone
did not influenced the precision of the results
because they were sent to waste with the other
flowing components through V2 (Fig. 1). How-
ever, the gaseous by-products formed in the diges-
tion coil were more smoothly eliminated if an ice
bath was placed after the digestion coil, probably
because the build-up of high pressures is in this
way minimized.

The irradiation power contributed significantly
to improve the precision and accuracy of the
measurements. The absorbance signals and the
precision of the measurements decreased as the
MW oven power setting was lowered below 30 W,
indicating incomplete mineralization of both urine
and whole blood samples, whereas power setting
above 80 W resulted in pronounced bubble for-
mation generated by high temperature, which
greatly deteriorated the precision of the measure-
ments. Therefore, a power setting of 50 W was
found adequate for the on-line digestion of the
samples under evaluation.

The carrier solution flow rate and the digestion

coil length determined the residence time of the
sample–nitric acid mixture inside the oven. This
residence time of the sample–nitric acid mixture
in the oven must be optimal to achieve satisfac-
tory results. As the total flow rate should not
higher than 4 ml min−1 (see below), an adequate
flow rate of 1 ml min−1 of the carrier stream was
found to be adequate. Either too long or too
short digestion coils tended to provide less precise
and accurate results, respectively [15]. If the resi-
dence time was kept in the 30–75 s range good
results were obtained. However, a residence time
of ca. 7 s (using a 2 m long coil) was found to be
adequate for good sampling rate, accuracy, and
precision.

3.4. Effect of the bismuth dissolution process

The black precipitate of finely divided bismuth
collected on the walls of the knotted precipitation
coil was dissolved by the introduction of nitric
acid. The effect of this acid concentration on the
dissolution of the precipitate is shown in Fig. 4a.
The dissolution of bismuth was not affected when
the nitric acid concentration was in the range of
2–3 mol l−1. The dissolution process greatly in-

Fig. 4. Influence of nitric acid concentration for the analyte
dissolution process on the integrated absorbance of 0.5 mg Bi
l−1. The KR was without (a) and under (b) ultrasonic treat-
ment. All other conditions as in Tables 1 and 2.



J.L. Burguera et al. / Talanta 48 (1999) 885–893 891

Fig. 5. Influence of KR tube length on the integrated ab-
sorbance of 0.5 mg Bi l−1. All other conditions as in Tables 1
and 2.

tween the Bi2+ and the reagent ion. The peak
absorbance increased up to a length of 300 cm,
beyond which the signals remained almost con-
stant, implying complete collection of precipitate at
this tubing length (residence time of ca. 4 s).

The amount of bismuth precipitated is deter-
mined by the concentration of the element and
volume of sample injected. The amount of precip-
itate to be collected within a cycle is limited by the
flow resistance and the collection capacity of the
reactor. Our experiments showed that bismuth
concentrations above 100 mg Bi l−1 created consid-
erable back-pressure and flow-rate fluctuation even
at low total flow rates (4 ml min−1), particularly
when the precipitate had been accumulated. There-
fore, if a maximum amount of 80 mg Bi l−1 of
bismuth were introduced a constant flow-rate could
be guaranteed in such a system for a total flow rate
of 4 ml min−1. Higher sample volumes decreased
the sample throughput and the waste of sample,
which is highly important in any study of clinical
interest. Too low samples volumes could not con-
tain measurable amounts of analyte. Therefore, a
sample volume of 500 ml was found to be appropri-
ate when analysing urine and whole blood samples.

creased at higher acid concentrations until a con-
centration of 7 mol l−1, above which the dissolu-
tion of the precipitate is virtually complete, so a
constant absorbance value was obtained. If the
precipitation coil was subject to ultrasonic agita-
tion it has the added benefit of aiding the dissolu-
tion process by improving the mixing of the acid
with the precipitate particles (Fig. 4b). Therefore,
the dissolution process was favoured and the pre-
cipitate dissolution occurs at lower acid concentra-
tion (above 5 mol l−1).

3.5. Optimization of flow injection conditions

The efficiency of the MW digestion and precip-
itation/dissolution processes are directly influenced
by the sample injected volume, digestion and pre-
cipitation/dissolution coil lengths, flow rates, and
tubing lengths.

The essential requirements of an FI on-line
coprecipitation preconcentration system for
ETAAS have been discussed by Fang and Dong
[18]. The knotted precipitation/dissolution coil
length significantly influenced the precipitation/dis-
solution efficiency. With shorter coils (B200 cm)
the absorbance decreased (Fig. 5) as the reaction is
incomplete due to a very short contact time be-

Fig. 6. Influence of the tubing length used for the merging of
the reagent ion/hydroxide solutions on the integrated ab-
sorbance of 0.5 mg Bi l−1. All other conditions as in Tables 1
and 2.
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The length of the merging zones tube of the
mixed reagent ion/hydroxide solutions greatly infl-
uenced the precipitation process. The results, which
are depicted in Fig. 6 show that for tubing lengths
below 0.5 m the absorbance values slowly in-
creased, probably due to local inhomogeneity in the
reaction mixture immediately after merging of the
sample and reagent, which was found to produce
a white solution of stannous hydroxide. For reactor
tube lengths between 0.5 and 1.2 m the absorbance
of bismuth increased rapidly and remained almost
constant for higher tubing lengths, implying that
sufficient time is allowed for the on-line solubiliza-
tion of the stanouss hydroxide compound in the
presence of an excess of alkali.

The flow rates of the different channels are an
important factor which influence the response and
therefore were fixed to allow an appropriate resi-
dence time of the solutions within the FI system.
Too slow flow rates: (i) lower the sampling fre-
quency; (ii) dilution/diffusion effects due to a slow
dissolution processes may occur. However, with
too high flow rates: (i) incomplete precipitate col-
lection; (ii) increases the impedance to the flow
(back pressure) and dislodged some collected pre-
cipitate; (iii) it did not provided a reasonably wide
safety merging for the digestion of samples in-
duced by MW radiation and the precipitate collec-
tion capacity of the reactor; (iv) there could be a
failure to achieve complete dissolution of larger
precipitate particles; (v) a very fast collection time
makes difficult the selection of the appropriate
segment to be introduced for ETAAS evaluation.
Moderate total flow-rates of 4.0 (for sequences 1
and 2) and 3 (for sequence 3) ml min−1 were
therefore used. This implies 1 ml min−1 flow rates
for the sets 1–3 and for the carrier stream, and 3
ml min−1 for set 4.

3.6. Analytical performance

The analytical figure of merits were first evalu-
ated by filling the SAA with a standard solution of
bismuth and thereafter injecting 20 ml aliquots of
this solution into the atomizer using the furnace
programme given in Table 1. The precision of the
method, evaluated by replicate analyses of solu-
tions containing 20 and 200 pg of bismuth, were 5.5

Table 2
Optimum operating MW oven-FI conditions

ParameterComponent Value

Microwave oven power 50 WMW sample di-
gestion

KR digestion tubing 2 m
length

0.5 mol l−1Nitric acid concentration
500 mlSample volume

700 mg l−1Sample precipi- Concentration of the stan-
tation nous reagent ion

2.5 mol l−1Effect of sodium hydrox-
ide concentration
KR precipitation/dissolu- 400 cm
tion coil length

1.5 mReagent ion/hydroxide so-
lution merging tubing
length

Sample dissolu- Nitric acid concentration 5.5 mol l−1

tion (with ultrasonic agitation)
Carrier stream flow rate 2 ml min−1

2 ml min−1Reagent cation stream
flow rate
Sodium hydroxide stream 2 ml min−1

flow rate
Digesting nitric acid solu- 2 ml min−1

tion stream flow rate
Dissolving nitric acid solu- 6 ml min−1

tion stream flow rate
Total flow rate 8 ml min−2

and 3.0% (n=10), respectively. The calibration
graph was linear from the detection limit (8 pg) to
1.2 ng of bismuth (solutions of 0.4–60 mg Bi l−1,
respectively), corresponding to a linear range of
nearly 3 orders of magnitude. The sensitivity was
of 26.8 mg l−1 for 0.2 A-s and the characteristic
mass (mo) was of 11.8 pg/0.0044 A-s.

When standard solutions were introduced fol-
lowing the procedure previously described and the
optimal experimental conditions given in Tables 1
and 2, the calibration graph was linear in the range
0.04–6.0 mg Bi l−1 solutions, which means that a
preconcentration factor of 10 was obtained for
bismuth. The precision slightly deteriorated, e.g.
the replicate analysis of solutions containing 1 and
10 pg of bismuth were 7.1 and 5.3% (n=10),
respectively. This could be attributed to the on-line
operation of MW sample treatment and to the
precipitation/dissolution processes that could con-
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tribute to some non-homogenous analyte distribu-
tion in the FI system.

Recovery studies were performed on pools of
whole blood and urine samples of subjects without
any treatment with bismuth compounds. There was
no loss of metal during the procedure, and the
average recovery for the addition of 0.1 and 1.0 mg
Bi l−1 in both samples were of 98.5% (range
97.0–102%) and 98.0% (range 96.5–101%), respec-
tively. The accuracy of the procedure was further
investigated by determining bismuth content in
Seronorm CRM whole blood (Oslo, Norway) and
high-purity standards (HPS, Charleston, USA)
drinking water. The results obtained were: 4.9 mg
Bi l−191.5% (whole blood, batch no. 905), 9.8 mg
Bi l−191.2% (whole blood, batch no. 906) and 9.9
mg Bi l−190.9% (lot no. 590321), which were in
good agreement with the certified values 5, 10, and
1091.5% mg Bi l−1, respectively.

3.7. Analysis of samples

In the urine and whole blood of the 25 subjects
under study concentrations from 0.2 to 1.4 mg Bi
l−1 (mean 0.890.3 mg Bi l−1) and from 0.5 to 1.9
mg Bi l−1 (1.290.4 mg Bi l−1) were respectively
detected. The results obtained are in a general good
agreement with those previously published by other
authors and obtained from healthy individuals
[10,19].

4. Conclusions

The proposed on-line automated method for the
determination of bismuth at very low levels in urine
and whole blood has proven to be sensitive, simple,
reliable, and reproducible. Since bismuth is present
at very low concentrations in biological samples,
specially in unexposed individuals, the use of
ETAAS with direct injection of urine or blood in
the atomizer could lead to not detectable levels of
the analyte or to irreproducible results. The detec-
tion limit obtained in this study was better or was
comparable to the literature values [3–5,9,10,20]
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Abstract

Two multivariate calibration methods, partial least squares (PLS-1) and principal component regression (PCR)
were proposed and successfully applied to the simultaneous determination of three dyes, tartrazine (T) (E-102), patent
blue V (P) (E-131), and indigo carmine (I) (E-132) in mixtures by ultraviolet-visible absorption spectrophotometry.
Calibration models were evaluated by internal validation (prediction of dyes concentration in its own designed
training set of calibration), by cross-validation (obtaining statistical parameters that show the efficiency for a
calibration fit model), and by external validation over 19 synthetic mixtures of the three dyes in different ratios
containing 2.4–17.6 mg l−1 of T, 1.6–5.6 mg l−1 of P, and 3.2–17.5 mg/l−1 of I, with recoveries between 93.5 and
103.1% and over three commercial products, in which the proposed calibration models were satisfactorily applied
without separation step. Repeatability and reproducibility studies (with the Students’s and F tests) were achieved over
two series of nine standards for each dye, showing no significant differences at 95% confidence level. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Dyes; Spectrophotometry; Partial least squares; Principal component regression

1. Introduction

The term color additive (artificial colorant) can
be applied to any dye, pigment, or other sub-
stance made or obtained from a vegetable, min-

eral, or another natural source that are capable of
coloring food, drugs, or cosmetic [1].

Tartrazine (T), patent blue V (P), and indigo
carmine (I) are three synthetic dyes available as
yellow and blue powder that can be present in
common food (drinks, yogurts, ice cream,
sweets...). The toxicological evidence for synthetic
colors are considerably greater than for natural

* Corresponding author. Tel: +34-26-295300; fax: +34-26-
295318; e-mail: jrflores@qata.uclm.es.
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colors since the chemical complexity and the
difficulty in defining specifications for them make
the toxicological evaluation of natural colors vir-
tually impossible. The present and/or contact of
some of these dyes (e.g. tartrazine) with drugs like
aspirin, benzoic acid, and other analgesics in the
human body can induce allergic and asthmatic
illness in sensitive people. An extensive review of
the genotoxicity of food, drugs, and cosmetic
colors and other azo, triphenylmethane, and xan-
thene dyes has been completed by Combes and
Haveland-Smith [2].

Chromatographic methods have been used for
colorant analysis in food and they are recom-
mended when the mixture contains many different
colorants [3,4].

Adsorptive stripping voltammetry has been also
applied by the authors in order to quantify sepa-
rately several dyes [5] in different commercial
products.

Under computer-controlled instrumentation,
derivative techniques and multivariate calibration
methods are playing a very important role in the
multicomponent analysis of mixtures by ultravio-
let-visible molecular absorption spectrophotome-
try [6]. Both of them are useful in the resolution
of band overlapping in quantitative analysis.
Derivative techniques have proved to be very
useful in the resolution of sample binary mixtures
of dyes [7] whereas multivariate calibration has
been found to be the method of choice for more
complex mixtures [8,9]. The advantages of multi-
component analysis using multivariate calibration
is the speed in the determination of components
in a mixture, avoiding preliminary separation
step.

The application of quantitative chemometric
methods, particularly principal component regres-
sion (PCR) and partial least squares (PLS) to
multivariate chemical data is becoming more
widespread owing to the availability of digitized
spectroscopic data and commercial software for
laboratory computers. Each method needs a cali-
bration step where the relationship between the
spectra and the component concentration is de-
duced from a set of reference samples, followed
by a prediction step in which the results of the
calibration are used to determine the component
concentrations from the sample spectrum.

Fig. 1. Influence of pH over the maximum of absorption
spectra for solutions of 16 mg l−1 of T, 4 mg l−1 of P, and 8
mg l−1 of I.

The basic concept of PLS regression was origi-
nally developed by Wold [10,11] and the use of
the PLS method for chemical applications was
also pioneered by Wold and co-workers [12].

The aim of this work is to propose two multi-
variate calibration methods to resolve ternary

Fig. 2. Absorption spectra for solutions of 10.4 mg l−1 of T,
2.4 mg l−1 of P, 10.4 mg l−1 of I, and their mixture
(T+P+I), prepared in acetate buffer medium (pH 4.8) and
recorded against a blank of Milli Q water with a scan speed of
600 nm min−1.
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Table 1
Composition of calibration training set

TaStandard IaPa

0.0 0.0M1 4.0
0.00.0M2 20.0

0.8 0.0M3 0.0
6.0 0.0M4 0.0

0.0 0.0M5 4.0
0.0 0.0M6 17.6

6.0 0.8M7 3.2
3.25.2M8 3.2

3.2 4.0M9 6.4
3.2 3.2M10 10.4

14.42.0M11 3.2
0.4 17.6M12 3.2

0.8 1.6M13 17.6
1.6 14.43.2M14

6.4 1.6M15 10.4
1.6 3.2M16 16.0

20.0 1.6M17 0.8
3.220.0M18 0.4

2.0 3.2M19 16.0
3.23.2M20 12.8

6.4 4.0M21 3.2
3.2 5.2M22 3.2

3.26.0M23 0.8
6.4 2.0M24 14.4

6.43.2M25 12.8
2.0 10.4M26 16.0
4.0 6.4M27 6.4

10.4 4.0M28 8.0
4.8 2.0M29 4.0

1.2 8.0M30 5.6
12.02.0M31 10.4

8.02.0M32 4.8

a Units concentration: mg/l.

an IBM-PS2 model 30 computer provided with a
Beckman data leader software [13].

The Grams-386 Level 1 version 3.01 software
package with the PLS plus version 2.1 G applica-
tion software [14] connected to an EGA computer
and a Hewlett Packard LaserJet IIIP, which were
used for the statistical treatment of the data and
for the application of PLS and PCR methods.

2.2. Reagents

All solvents and reagents were of analytical
reagent-grade unless indicated otherwise. T was
supplied by Sigma (St Louis, MO; T0388); P and
I were provided by Sancolor S.A. T, P, and I
stock aqueous solutions with a concentration of
200 mg l−1 were prepared. Acetic acid–sodium
acetate (0.1 M and pH 4.8) was used as buffer
solution.The two chemometric approaches were
applied to following food commercial
applications:
� Confectionery dye vahiné: with water and au-

thorized artificial dyes: E-102, E-131. From the
enterprise Ducros S.A. (Spain).

� Cherries in syrup: with cherries, sugar, glucose,
acidulant (citric acid), and dye:E-102, E-131.
From the enterprise DYC Helios S.A. (Spain).

Fig. 3. Representation of PRESS values generated by cross-
validation of PLS-1 calibration model for the resolution of the
ternary mixture: T, P, and I.

mixtures of T, P, and I in commercial products
without prior separation. In the same way, these
methods yield accurate and reproducible results in
three different commercial products with regard
to the contents provided by their respective manu-
facturer enterprises.

2. Experimental

2.1. Apparatus

A Beckman Instruments DU-70 spectrophoto-
meter equipped with 1.0 cm cells and connected to
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Table 2
Statistical parameters of cross-validation process for PLS-1 and PCRa

RMSD SEC/SEP R2Dye REP (%)Factor PRESS

PLS-1
0.999950.0448 0.6234T 0.04413 0.0622

0.0323 0.0328 0.99968 1.3125P 3 0.0334
1.48660.999670.1011I 0.10272 0.3270

PCR
0.0448 0.99995T 3 0.0622 0.0441 0.6234

0.999680.0328 1. 3125P 0.03230.0334
1.48680.99966I 0.3271 0.1011 0.1027

a RMSD= (PRESS/n) 1/2; SEC/SEP= (PRESS/n-1)1/2; REP (%)=RMSD·100/m

� Gelatin, flavor lemon: with sugar, dextrose,
gelatin, acidulant (citric acid, sodium citrate),
flavorings, ascorbic acid, salt, and dyes: E-
102, E-132. From the enterprise Nabisco
Iberia S.L. (Spain).
The ingredients are in all products in decreas-

ing order of concentrations.

2.3. Procedure

In 25 ml calibrated flasks, aliquots of the
stock solutions were added to obtain concentra-
tions between 0.8 and 20.0 mg l−1 of T, be-
tween 0.4 and 6.0 mg l−1 of P, and between 0.8
and 17.6 mg l−1 of I; 5 ml of acetate buffer
solution (pH 4.8) and deionized water (milli Q
quality) to the mark were also introduced. The
absorption spectra were recorded between 315
and 710 nm with a scan rate of 600 nm min−1

against a blank of deionized water. The opti-
mized calibration matrix, obtained by the use of
recorded absorption spectra of standards (in the
spectral ranges: 420–480 nm and 550–660 nm)
was applied to analyze the spectra and to calcu-
late the concentrations of T, P, and I in syn-
thetic and commercial mixtures. In order to do
this, a number of 3, 3, and 2 factors were se-
lected for T, P, and I, respectively by PLS-1
chemometric approach and a number of 3 fac-
tors was chosen for the three dyes resolution by
PCR method.

Absorption spectra of standards were em-
ployed in order to optimize the calibration ma-

trix by internal validation procedure using PLS
and PCR multivariate calibration. The external
validation of calibration model was achieved
over the spectra of 19 synthetic mixtures of dyes
in different ratios and over the spectra of three
food commercial preparations by the application
of PLS and PCR methods to determine T, P,
and I content in them.

The procedure for the preparation of the
commercial food samples was as follows:
� for the first product, once homogenized the

commercial mixture, different known aliquots
(40–80 ml) were placed in 25 ml calibrated
flasks, adding also 5 ml of HOAc–NaOAc
0.1 M, 8 mg l−1 of dye I (not contained in
this commercial product) and deionized water
to the mark

� for the second product, in order to analyze
the content of dyes in the syrup, once re-
moved the cherries it was necessary to clarify
the syrup by decanting, from this moment the
followed procedure was the same as above
described adding in this case 12 mg l−1 of I
(absent too in this commercial product)

� in the third case, a stock solution of gelatin
was preparing by dissolving 10 g in hot water
with strong stirring conditions, transferring
the clarified solution to 100 ml calibrated
flask, adding a known content of P standard
(dye not contained in this gelatin) and deion-
ized water to the mark. After that, different
diluted solutions were obtained by adding in
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25 ml calibrated flasks different known vol-
umes of stock solution, 5 ml of selected buffer
and deionized water to the mark
The spectra of the commercial samples thus

prepared were recorded against a blank of milli Q
water with a scan speed of 600 nm min−1 between
315 and 710 nm wavelength range. The contents
of T, P, and I in commercial samples were calcu-
lated by analyzing the recorded spectra with PLS-
1 and PCR chemometric approaches.

3. Results and discussion

3.1. Influence of chemical 6ariables

The influence of pH on the absorption spectra
for solutions of T (16 mg l−1), P (4 mg l−1), and
I (8 mg l−1) is studied (Fig. 1). In order to
establish a suitable pH for this study a range
between 1.5 and 12 pH values is examined obtain-
ing the following results: the spectra of T shows a

Table 3
Recoveries found in synthetic mixtures by PLS-1 and PCR

Content (mg/l) PLS-1 (rec %) PCR (rec %)

T PT IP I T P I

95.9100.496.495.9 97.4100.43.21.617.6
99.815.2 98.72.4 96.73.2 99.8 98.7 96.0

3.2 3.2 100.1 98.112.0 96.6 100.1 98.1 97.1
96.098.498.995.898.48.8 98.93.24.0

98.33.24.86.4 98.0 96.4 98.3 98.0 96.7
98.0 95.3 93.5 98.0 95.13.2 3.25.6 93.5

1.6 6.4 100.315.2 99.997.6 97.6100.399.5
99.196.9100.498.91.6 9.6 100.4 96.912.0

100.612.01.68.8 99.1 98.6 100.6 99.1 98.7
98.11.6 102.1 98.1 98.215.2 102.1 98.16.4
97.61.6 99.7 97.7 97.617.5 99.7 97.73.2

98.098.598.398.098.53.2 98.315.22.4
96.93.2 97.43.2 98.112.0 96.9 97.4 98.1

98.5 96.1 99.4 98.44.0 9.63.2 96.1 99.4
98.3 98.698.3 94.398.794.33.2 4.8 6.4

100.42.4 99.3 99.86.4 100.4 99.3 99.512.0
98.02.4 101.0 99.6 98.112.0 101.0 99.66.4

98.3 98.3 95.0 98.3 98.34.0 5.6 6.4 95.0
97.95.6 89.0 97.7 97.98.0 89.0 97.72.4

Table 4
Found contents of T, P, and I in commercial preparations food

Nominal contentsProducts Found contents

PCRPLS-1

P (ppm) I (ppm)I (ppm) T (ppm) T (ppm) P (ppm) I (ppm)P (ppm)T (ppm)

7.92 5.07 103 1.97 103 7.965.07 103a 8.00b 1.97 103Confectionery dye a

3.84 11.0 18.04 3.84Syrup 10.9920.00 4.00 12.00b 18.04
7.53 cGelatin 246.8260.0 7.54 c8.00b 0.15 246.5

a Unknown nominal values.
b Added dye.
c Lower than detection limits.
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maximum at 430 nm between 1.0 and 9.0 pH
values whereas for higher pH values this maxi-
mum decreases; P shows a maximum at 637 nm
whose absorbance rises between 1.0 and 3.5 pH
units, remaining constant from 3.5 to 8.0 pH
values and undergoing a batocromic shift for
higher pH values than 8; with regard to I, its
absorbance spectrum displays a maximum at 610
nm whose absorbance stays constant between 1.0
and 10.6 pH units decreasing from this last value.
We have chosen a pH value of 4.8 as optimum.

In Fig. 2 the zero order spectra of T, P, and I
recorded in the 310–710 nm wavelength range
are shown. As it can be seen the absorption
spectra of the three dyes are overlapped obstruct-
ing the resolution of this ternary mixture from
direct absorbance measurements, reason why we
have proposed two multivariate calibration meth-
ods in order to resolve this ternary mixture.

3.2. Partial least squares and principal component
regression multi6ariate calibration

PLS and PCR methods were evaluated for the
resolution of the mixtures and a comparative
study of the prediction capabilities of the two
chemometric approaches in our particular work
was undertaken.

3.2.1. Experimental design of the calibration
matrix and selection of the spectral zone for the
analysis

A training set of 32 standards samples was taken.
T concentration was varied between 0.8 and 20.0
mg l−1, P concentration between 0.4 and 6.0 mg
l−1, and I content between 0.8 and 17.6 mg l−1.
In Table 1 there are summarized the composition
of the standard mixtures used in the calibration
matrix.

The spectral regions placed between 420 and 480
nm, and 550–660 nm were selected as optima for
the analysis, which implies to work with 241
experimental points for each spectrum. The two
selected wavelength zones were chosen because
these ones contained the main spectral information
for the three components of the samples, rejecting
the range between 480 and 550 nm since did not

contribute any interesting spectral information for
the analysis as it can be seen in Fig. 2.

3.2.2. Selection of the optimum number of factors
To select the number of factors in the PLS and

PCR algorithms in order to model the system
without overfitting the concentration data, a cross
validation method leaving out one sample at a
time was used. The process was repeated 32 times
for each tested number of factors until each cali-
bration standard has been left out once (n=32,
number of calibration samples). The predicted
concentrations (x̂) of the compounds in each sam-
ple were compared with the already known con-
centrations (x) and the prediction error sum of
squares (PRESS) was calculated by each number
of factors:PRESS=�n

i=1 (xi− x̂i)2

In our particular case, a number of 3, 3, and 2
factors were obtained as optima for T, P, and I
components, respectively by PLS-1 method using
the Haaland and Thomas’s criterion [8], who em-
pirically determined than an F ratio probability of
0.75 is a good choice. Also the PCR model was
optimized by using the same set of standard sam-
ples and finding as optimum a number of 3 fac-
tors for this model. In Fig. 3 is shown the
obtained PRESS for each dye when the different
number of factors were tested in order to optimize
this parameter in the PLS-1 chemometric ap-
proach using the designed calibration matrix of
the absorption spectra of the samples.

The proposed PLS and PCR calibration models
were evaluated by internal validation (prediction
of dyes concentration in its own designed training
set of calibration) obtaining, in general terms,
recoveries between 97.5 and 106.2%.

3.2.3. Statistical parameters of cross-6alidation
method

Using the cross-validation method the follow-
ing statistical parameters have been obtained: the
values of root mean squares difference (RMSD),
the standard error of calibration (SEC/SEP), the
square of the correlation coefficient (R2) and the
relative error of prediction (REP).

In Table 2 the obtained results for these
parameters by the two proposed chemometric ap-
proaches are shown. We can see that R2 val-



J.J.B. Ne6ado et al. / Talanta 48 (1999) 895–903902

ues are in all cases very nearly to 1, which is an
indication of similitude between predicted and
known values. On the other hand, in this table
is shown how the obtained values of the statisti-
cal parameters are the same by both multivari-
ate calibration method, resulting higher those
reached in I determination than those obtained
in T and P determination.

3.2.4. External 6alidation of partial least squares
and principal component regression calibration
models

3.2.4.1. Determination of tartrazine, patent blue
V, and indigo carmine in synthetic mixtures. One
set of 17 synthetic mixtures containing from 2.4
to 17.6 mg−1 of T, from 1.6 to 5.6 mg l−1 of
P, and from 3.2 to 17.5 mg l−1 of I in different
ratios were predicted by means of PLS-1 and
PCR chemometric calibration methods.

The composition of these mixtures and the
recoveries obtained by each method are summa-
rized in Table 3, where it can be seen the results
obtained by the two chemometric approaches
are not significantly different from each other in
agreement with findings of other workers
[15,16], even in this case, these results are the
same for T and P determination and lightly dif-
ferent for I determination and reaching recover-
ies between 93.5 and 102.1 for all mixtures,
showing thus the efficiency for concentrations
prediction of the two methods.

3.2.4.2. Food commercial preparation applications.
The contents of T, P, and I in commercial sam-
ples were calculated by analyzing the recorded
spectra with PLS-1 and PCR chemometric ap-
proaches. The predicted concentrations, ex-
pressed as mass:volume ratio (mg of dye:l of
commercial products) in the two first applica-
tions and as mass:mass ratio (mg of dye:kg of
commercial product) for the third one are sum-
marized in Table 4, where there are also shown
the contents supplied by the manufacturer enter-
prise.

In this table, we can see the results obtained
by PLS-1 and PCR methods are very similar
between them and they are also very nearly to

provided values by the manufacturer (nominal
contents), reaching relative errors lower than
10% for the cases where these amounts are
known, except for I determination in the third
product, in which, because of the very small lev-
els of this dye (lower than detection limit), and
of containing a very unfavorable ratio of T:P:I
(see Table 4), this determination could not be
successfully realized.

3.3. Repeatability and reproducibility studies

In order to achieve these studies, two series of
nine samples of 10.40 mg l−1 of T, 4.00 mg l−1

of P, and 12.00 mg l−1 of I respective and sepa-
rately were recorded in consecutive days.

The results are shown in Table 5, obtaining
satisfactory results for the repeatability at day
for each dye in terms of RSD; with regard to
reproducibility studies, the comparison of stan-
dard deviations between the two sets of data to
detect random errors was made with the F-test,
whereas the comparison of averages concentra-
tions to check determinate errors was made with
the Student’s test (n=18) and did not show sig-
nificant differences in any case at a confidence
level of 95%. Consequently, successfully results
were obtained for the three dyes when the preci-
sion of the chemometric approaches was tested.

4. Conclusions

Ultraviolet-visible data usually contain non-
specific data, which can be converted into useful
information by multivariate calibration method;
in order to achieve this, chemometry has gener-
ated much interest in analytical molecular spec-
troscopy. Clear explanations of the different
chemometric approaches and properly designed
software use, should provide a bridge between
chemometric, mathematicians, and spectroscopic
technicians, enabling them to make successful
use of these powerful tools.

A comparative study of the use of PLS-1 and
PCR methods for the resolution of ternary mix-
tures of T, P, and I has been accomplished
showing that these methods provide, with ade-
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quate software support, a clear example of the high
resolving power of these techniques. In general
terms, there have not been noticeable differences
between the two proposed calibration methods
neither in cross-validation parameters (PRESS,
RMSD...) nor in the external validation of calibra-
tion method, obtaining similar results for the three
dyes in both synthetic and commercial applications
by PLS-1 and PCR methods and also, reaching
agreement between chemometric data and nominal
contents in commercial preparations.

On the other hand, successfully results were
obtained when the precision of chemometric ap-
proaches was checked at a confidence level of 95%
for the three dyes.

According to these studies, we conclude the two
multivariate calibration methods are suitable
choices to resolve overlapped absorption spectra of
mixtures of the dyes T, P, and I with satisfactory
results and an easy treatment for the preparation
of commercial samples.
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Abstract

Rapid and direct procedures for the determination of molybdenum, chromium and aluminium in human urine
samples are developed. Fast-programme methodology is used to simplify the heating cycles. Hydrogen peroxide, nitric
acid and Triton X-100 are added to the urine samples which are directly introduced into the furnace. For
molybdenum, two successive injection steps are required due to the low level of this element in the samples analyzed.
Calibration is carried out using aqueous standards for aluminium and the standard additions method for both
molybdenum and chromium. The reliability of the procedures is checked by analyzing two certified reference
materials. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Electrothermal atomization; Molybdenum; Chromium; Aluminium; Urine

1. Introduction

Electrothermal atomic absorption spectrometry
(ETAAS) is commonly used for trace and ultra-
trace metal analyses in biological fluids because it
offers excellent detection limits with minimum
sample consumption [1]. Since urine is the princi-
pal route by which aluminium, chromium and
molybdenum are excreted and taking into account
the clinical relevance of these metals, rapid
ETAAS procedures for their determination are of
interest for the biological monitoring in the gen-

eral population or in occupationally exposed per-
sons. Most of the absorbed aluminium is
eliminated with urine at a rate of less than 14 mg
day−1 in normal persons. Although absorbed
chromium is principally excreted in the urine, a
small amount is also eliminated in hair, sweat and
bile. Urine levels appear to be a useful indicator
of chromium intake when dietary intake is \40
mg day−1 although levels remain almost constant
when the intake is B40 mg day−1. Molybdenum
is readily and rapidly absorbed from most diets,
with urine again being the principal excretion
route. The average amount of Mo excreted by
humans is about 50–70 mg per day [1]. These
levels can be determined by means of ETAAS and

* Corresponding author. Tel.: +34-968-307100; fax: +34-
968-364148; e-mail: hcordoba@fcu.um.es.
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a number of procedures have been proposed [2–
20].

When dealing with clinical samples, a problem
can appear due to high background levels. This
problem is less severe for the case of urine sam-
ples than for other physiological fluids, the appro-
priate dilution of the sample before its injection
into the electrothermal atomizer being a simple
solution, although at the expense of a decrease in
sensitivity. The background can also be reduced
by including an air-ashing step in the heating
cycle [21], but this way has the disadvantage of
decreasing the useful lifetime of the expensive
pyrolytic material. Recently, it has been demon-
strated that the same purpose can be served by
incorporating hydrogen peroxide and nitric acid
in the samples, with the additional advantage that
no deterioration of the graphite atomizers is in-
volved [22–24]. The combination of these chemi-
cals has proved so effective that the conventional
calcination stage can also be avoided and fast-
programme methodology can be used [25].

In this study, procedures for the direct determi-
nation of molybdenum, chromium and aluminium
in human urine with no previous treatment of the
sample are discussed. The urine samples are di-
luted in a medium containing hydrogen peroxide,
nitric acid and Triton X-100 and then directly
introduced into the electrothermal atomizer. Our
data indicate that although a Zeeman-effect back-
ground corrector is highly recommended for trace
determinations in clinical samples [1], the widely
available deuterium-based corrector is sufficient
for the applications here reported.

2. Experimental

2.1. Instrumentation

A Perkin-Elmer Model 1100B atomic absorp-
tion spectrometer equipped with deuterium-arc
background correction and a HGA-400 (Perkin-
Elmer) graphite furnace atomizer were used. Py-
rolytic graphite coated tubes (part number
B013-5653) and pyrolytic graphite platforms (part
number B012-1092) inserted into pyrolytic
graphite coated tubes were obtained from Perkin-

Elmer. Wall atomization was used for molybde-
num and chromium, while aluminium was
atomized using platform. Measurements were per-
formed, using a bandwidth of 0.7 nm, at 313.3,
309.3 and 357.9 nm using hollow cathode lamps
operated at 12, 10 and 15 mA for molybdenum,
aluminium and chromium, respectively. Argon
was used as the inert gas, the flow rate being 300
ml min−1 during all the stages except atomiza-
tion, when the flow was stopped.

For comparison purposes, some measurements
were made with an ATI-Unicam (Unicam Atomic
Absorption, Cambridge, UK) 939QZ spectrome-
ter equipped with a GF90 graphite furnace and a
FS90 Plus autosampler. Zeeman correction was
used for these comparison experiments. Pyrolytic
tubes were obtained from Unicam.

2.2. Reagents

The ubiquitous abundance of aluminium made
it necessary to intensify precautions to avoid the
contamination. A clean-room was not used but, if
available, is recommended. All the chemicals used
were of the highest purity available and all the
glassware and plasticware was nitric acid-washed
and rinsed with ultrapure water. High quality
water, obtained using a Milli-Q system (Mil-
lipore), was used exclusively. Aluminium and
chromium standard solutions (1000 mg ml−1)
were obtained from Panreac (Spain) and the
molybdenum standard solution (1000 mg ml−1)
from Sigma; these solutions were diluted as neces-
sary to obtain working standards. High quality
concentrated (65% w/v) nitric acid (Merck), 30%
w/v hydrogen peroxide (Fluka) and Triton X-100
(Merck) were also used. Urine samples (24 h
specimens) from volunteers were directly collected
into acid-washed plastic containers and analyzed
as soon as possible after collection.

2.3. Reference materials

Freeze-dried urine reference samples, SRM
2670 (normal level and elevated level) were sup-
plied by NIST (USA). Samples were supplied in
freeze-dried form and were reconstituted by
adding 20 ml of distilled water to each bottle.
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2.4. Procedures

The samples were prepared by adding 0.5 ml of
concentrated hydrogen peroxide, 100 ml of con-
centrated nitric acid and 100 ml of a 10% (w/v)
Triton X-100 solution to a 10 ml urine aliquot. In
this way, the final concentrations were 1.5, 0.65
and 0.1% w/v for hydrogen peroxide, nitric acid
and Triton X-100, respectively. Aliquots of 25 ml
of urine for chromium detection and 20 ml for
aluminium were injected into the furnace. For
molybdenum, it was necessary to inject 50 ml of
urine, which was done by injecting two succesive
aliquots of 25 ml separated by a drying step. The
heating programmes given in Table 1 (where the
quoted temperatures are values set on the HGA-
400 power supply) were run and the background-
corrected peak areas due to the analytes obtained.
Calibration for aluminium was performed with
aqueous standards and for both molybdenum and
chromium by using the standard additions
method.

3. Results and discussion

3.1. Optimization of the heating furnace
programmes

Preliminary experiments for molybdenum de-
termination revealed no significant differences in
the atomization profiles when nitric acid plus
hydrogen peroxide were added to the samples and
when a conventional or a fast-heating programme
was used, the background levels being similar. All
subsequent experiments for this analyte were car-
ried out using fast-programme methodology and
wall atomization. The optimal drying temperature
and the holding time to be used in the modified
drying step were studied so that the samples were
completely dry before atomization and to avoid
sputtering. The optimal values were 120°C with a
45 s holding time. It was verified that the sensitiv-
ity of molybdenum was insufficient to permit the
analysis of urine from healthy subjects and, conse-
quently, two successive injections were carried
out. An aliquot of 25 ml was injected and submit-
ted to the drying step and the heating programme
was stopped. Then, a second aliquot was injected
and the total programme was run. Both drying
stages were separated by a cooling step at 20°C
with a ramp of 1 s and a holding time of 35 s.
The atomization stage was carried out at the
maximum temperature permitted by the spec-
trometer (2650°C). A cleaning stage was also nec-
essary to remove molybdenum from the tube, thus
avoiding memory effects or cross-contamination
problems due to the reaction of the analyte with
the pyrolytic coating of the graphite atomizer to
form thermally stable molybdenum carbides
[20,24].

For chromium, platform atomization resulted
in delayed peaks with pronounced tails and so
fast-programme methodology using wall atomiza-
tion was again selected. The optimal atomization
temperature was studied in the 1900–2600°C
range. Very broad peaks appeared below 2000°C
and the atomization curves did not level off.
Good results were obtained at 2500°C, which was
selected as optimal because higher temperatures
decreased the life of the coated tubes after succes-
sive firings.

Table 1
Heating furnace programmes

ParameterStep Mob Cr Al

Temperature 120 120 250Dry
(°C)
Ramp (s) 1 1 1

454545Hold (s)
Temperature 2650 2500 2500Atomizationa

(°C)
Ramp (s) 0 0 0
Hold (s) 5 2 4
Temperature 2650Cleaning 2650 2650
(°C)
Ramp (s) 11 1
Hold (s) 3 3 3

a The flow of argon was stopped during the atomization
step.

b Molybdenum required a double injection and, conse-
quently, two successive drying steps separated by a cooling
step at 20°C hold for 35 s.
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For aluminium, both wall and platform atom-
ization modes using both conventional and fast-
heating methodologies were tried. The
experiments using wall atomization produced very
narrow profiles leading to an excessively restricted
linear response range. In addition, the peak ap-
peared before 1 s, when isothermal conditions are
still far from being reached. Taking this into
account, and the fact that the use of platform
atomization [5] allows spectral and matrix inter-
ferences to be decreased or minimized, this atom-
ization mode was finally selected. The
temperature and holding time to be used in fast-
programme methodology were studied, 250°C and
45 s, respectively, being found as optimal. The
atomization temperature was varied between 2400
and 2600°C. At 2400°C the peak was not totally
resolved after 5 s, while at 2600°C, the height of
the peak was twice its area. A temperature of
2500°C was selected because both area and height
values were similar and the maximum of the peak
appeared at 2.5 s.

3.2. Optimization of the chemical agents
concentrations

The reproducibility attained in the sampling of
urine was not good because small drops remained
in the tip of the micropipette. A marked improve-
ment in sampling reproducibility was found when
Triton X-100 was added to the samples. A 0.1%
w/v concentration was selected because this did
not increase the background values.

Fig. 1A shows the profile obtained for molyb-
denum atomization in an urine sample. The back-
ground was not very high but appeared in the
form of two peaks at the start of atomization. It
also distorted the atomic peak by giving a false
prepeak. When both hydrogen peroxide and nitric
acid were added to the urine sample, the first
background peak was considerable decreased and
no distortion of the atomic signal was observed
(Fig. 1B). Similar results were obtained for alu-
minium, for which the profile showed negative
area at the start of atomization in the absence of
the oxidants (Fig. 1C); this effect disappeared in
the presence of both hydrogen peroxide and nitric
acid (Fig. 1D). The optimal concentrations of

Fig. 1. Comparison of the profiles obtained for the atomiza-
tion of molybdenum in the absence of both hydrogen peroxide
and nitric acid (A) and in the presence of both chemicals (B).
Idem for atomization of aluminium without (C) and with the
oxidants (D). For all cases, the urine sample was prepared in
the presence of 0.1% w/v Triton X-100, 1.5% w/v hydrogen
peroxide and 0.65% w/v nitric acid. The broken lines show the
background signals.

both chemicals were studied in order to ascertain
the minimum amount which could be used in
order to avoid unnecessary dilution of the urine
samples and a subsequent loss of sensitivity. Fig.
2 shows the variation of both the analytical and
the background signals for the atomization of
aluminium when different oxidant (graph A) and
nitric acid (graph B) concentrations were assayed.
Concentrations of 1.5% w/v hydrogen peroxide
and 0.65% w/v nitric acid were chosen because the
background was minimal. Higher oxidant and
acid concentrations led to higher blank values, the
samples being unnecessarily diluted. Similar re-
sults were observed for both molybdenum and
chromium. When using the recommended concen-
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Fig. 2. Effect of hydrogen peroxide (A) and nitric acid (B) concentrations on both the analytical and the background signals for the
atomization of aluminium from an urine sample. (A) Sample containing 0.65% w/v nitric acid and 0.1% w/v Triton X-100. (B)
Sample containing 0.1% Triton X-100 and 1.5% w/v hydrogen peroxide.

trations, no apparent damage to the atomizer was
observed and neither did the weight of the tube
suffer appreciable changes even after fifty succes-
sive firings in the conditions used for molybde-
num determination.

3.3. Study of matrix effect

To establish possible interferences due to the
urine matrix, the slopes of aqueous calibration
and standard additions calibration graphs were
compared. Fig. 3 shows the results obtained for
molybdenum in different experimental conditions.
As can be seen, the slopes for aqueous standards
and standard additions were quite different. In the
absence of hydrogen peroxide and nitric acid, the
slopes also differed. The addition of barium
fluoride (0.003% w/v) or sodium fluoride (0.004%
w/v) did not eliminate the matrix effect. Other
possible modifiers such as palladium [20] (300 mg
ml−1) or palladium (300 mg ml−1) plus magne-
sium (0.05%) [20], increased the slopes of the
standard additions graphs although a difference
of about 30% with respect to aqueous standards
still remained. This mixture (Pd+Mg) was as-
sayed with both the fast programme and a con-
ventional programme involving a drying step at
120°C, charring at 600°C, calcination at 1400°C,
atomization and cleaning, and no differences were

observed. Calibration with aqueous standards in
the presence of 2.5% w/v urea (concentration
usually added to synthetic urine samples [26]), led
to a slope value similar to that found in the
absence of urea. This study was repeated using
the Zeeman corrector and identical results were
obtained. Because the matrix effect could not be

Fig. 3. Slopes of aqueous calibration and standard additions
calibration graphs for atomization of molybdenum.
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removed, the standard additions method was used
for molybdenum determination.

A similar study was performed for chromium
determination. Previous reports have produced
contradictory results concerning the usefulness of
the conventional deuterium arc background cor-
rection system [8,9] the need to use a Zeeman-
based device [3,7,10], the use of a quartz halogen
light source for background correction [2,4] and
even the determination of chromium without
background correction [19]. Consequently, a com-
parative study was carried out. Using the deu-
terium system, the slope was 0.5167 A ng−1 for
aqueous calibration and 0.2665 A ng−1 for stan-
dard additions to the normal level SRM urine; the
addition of different chemicals did not remove
this discrepancy. The introduction of the Zeeman
corrector led to slopes of 0.7065 and 0.3739 A
ng−1 being obtained for aqueous calibration and
standard additions, respectively. The high level
present in the SRM urine required a 20-fold dilu-
tion and, after this, similar slopes were found.
However, in the case of urine from healthy sub-
jects, this high level of dilution could not be
performed due to the low concentrations of
chromium it contained. The results indicated that
the use of Zeeman correction did not affect the
difference in the slopes. Halls [9] reported elimina-
tion of the matrix effect for chromium in a 1+1
diluted urine sample by the addition of Triton
X-100; thus, several amounts in the 0.01–0.5%
w/v range were assayed. However, for the no-di-
luted urine samples, differences in the slope val-
ues, even at the higher Triton X-100
concentration, remained. Consequently, the stan-
dard additions method is recommended for this
determination. Our results agree with other stud-
ies on urinary chromium determination, which
also recommend the standard additions method to
minimize errors due to both matrix interference
and graphite tube deterioration [4]. The atomiza-
tion of aluminium, however, gave similar slopes
for aqueous and standard additions calibration
(0.244290.0146 and 0.233890.0126 A ng−1, re-
spectively) and calibration using aqueous stan-
dards could be performed.

Table 2
Results for the analysis of urine samples

Urine Contenta, mg l−1

Mo CrAl

1 1291 1490.3 2091
2 2.490.1 2.390.2 0.6190.05

6.590.13 1190.6 0.8790.04
NDb1491 7.090.44

a Mean9SD (n=9).
b Non detected.

3.4. Repeatability and calibration graphs

For molybdenum, the repeatability obtained for
ten successive simple and double injections was
compared and similar RSD values were found.
The RSD values were 95.9% for the urine
containing 6.5 ng ml−1 of Mo, 94.37% for an
urine sample containing 0.87 ng ml−1 of Cr and
97.15% for the urine with 2.3 ng ml−1 of Al.
The detection limits calculated for ten successive
injections of the blank and using the 3s criterium
were 40.5 pg (0.81 ng ml−1) for Mo, 10.5 pg (0.42
ng ml−1) for Cr and 23.4 pg (1.1 ng ml−1) for Al.
Calibration graphs were linear up to 40, 25 and 70
ng ml−1 for molybdenum, chromium and alu-
minium, respectively.

3.5. Results and reco6ery study

The proposed methods were applied to deter-
mining the metals in urine samples of several
healthy subjects. Table 2 shows the results ob-
tained. The reliability of the methods was checked
by using two certified reference freeze-dried urine
samples. As can be seen, a good agreement be-
tween the reference values and the results was
obtained (Table 3). The molybdenum contents
were not certified and a recovery study was car-
ried out to validate the method. Table 4 shows
that for four different urine matrices spiked with
10 and 20 ng ml−1 of molybdenum, a good
recovery was obtained. The average recovery was
98.9% (range 95–103%).

There has been growing interest in recent years
in the determination of aluminium and numerous
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Table 3
Results for the standard reference materialsa

Content, mg l−1Sample
CrAl

Found CertifiedFound Certified
(0.013)0.01490.002(0.18)0.1890.01SRM 2670 Normal level
0.08590.0060.08690.005SRM 2670 Elevated level 0.1590.01 (0.18)

a Values into brackets are not certified, they are given for information.

studies on interferences have been published.
Consequently, the influence of possible interferent
species on variations in both the analytical signal
and the background for the blank, aqueous alu-
minium and urine sample was studied. The slopes
obtained for aqueous standards and standard ad-
ditions graphs were also compared. The species
assayed were chloride, phosphate, calcium, mag-
nesium, iron, glucose, uric acid and urea, species
which are commonly present in urine samples.
Chloride (2000 mg ml−1) introduced a back-
ground signal at the same position as the urine
background and its presence produced a broaden-
ing of the peak. Phosphate (2000 mg ml−1) did
not affect the signal of aluminium in the urine,
but increased the slope for aqueous standards.
The presence of calcium (1250 mg ml−1) produced
an increase in the slopes for both aqueous stan-
dards and standard additions graphs. Magnesium
did not affect the aluminium signals in the urine
in either aqueous solutions, the only effect ob-
served being a delay in the atomization time due
to its stabilizing effect. No interference was found
for the other species studied.

In addition, a pharmacokinetic study on the
recovery of aluminium from urine after the oral
administration to a volunteer of a tablet contain-
ing aluminium (Almax, Almiral Lab.) was carried
out. Serial samples of urine were collected from
0 to 6 h after administration of the drug and
these were analyzed using the proposed method.
Fig. 4 shows a plot of the urinary excretion of the
metal.

4. Conclusion

The addition of both hydrogen peroxide and
nitric acid to the urine samples reduces back-
ground signal. No sample pre-treatment is neces-
sary, and so the risk of contamination is also
reduced. Molybdenum, aluminium and chromium
can be determined using fast-programme method-

Fig. 4. Plot of the excretion of aluminium in urine after an oral
dose.

Table 4
Recovery study of added molybdenum (mg l−1)

MoMo Recovery (%)Mo inMatrix
foundsample added

Urine 1 1011.8 21.7 99.5
95.330.320

12.510 100.62.4Urine 2
20 22.1 98.5

6.5 10Urine 3 16.3 98.7
97.725.920

103.024.810Urine 4 14.1
20 33.5 98.2
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ology and Zeeman-based correction is not manda-
tory. As urine samples are not previously diluted,
there is no unnecessary loss in sensitivity. Since
they are fast and reliable, the procedures here
reported may be of interest for the routine deter-
mination of urinary molybdenum, aluminium and
chromium in the general population and in those
exposed to high levels of contamination.
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Abstract

The acid–base equilibria of tetracycline and its copper(II) complex formation equilibria are investigated in
dioxane–water mixtures. The ternary complexes of copper(II) with tetracycline as primary ligand and amino acid or
DNA constituent as secondary ligand are studied in 50% dioxane–water solution. The formation constants of the
ternary and binary complexes with amino acids or DNA constituents are determined. The concentration distribution
of the various complex species are evaluated. Probable mode of chelation with tetracycline and DNA constituents is
discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Tetracycline complexes; Amino acid complexes; DNA complexes; Stability constants

1. Introduction

Most pharmaceuticals contain electron-donor
groups likely to bind metal ions occurring in vivo
[1]. Among these, tetracycline antibiotics (TC)
have long been known to behave as relatively
efficient chelating agents [2]. Essential trace metal
ions like zinc and copper are present in too low
concentration in blood plasma to significantly
influence the bioavailability of these drugs [3,4].
Following the recent evidence of the important
roles of calcium and magnesium in the transport
of these drugs in blood plasma, it is now sug-

gested that copper can act as a cofactor of their
antibiotic activity. The structural flexibility of
copper binary complexes within the three distinct
donor sites of bioactive tetracyclines is expected
to favor mixed-ligand coordination with bacterial
nucleic acids, then, through the formation of such
ternary complexes, copper may induce the attack
of free radicals known to damage these nucleic
acids [5,6].

It is now well established that the ‘effective’ or
‘equivalent solution’ dielectric constants in
proteins [7,8] or active site cavities of enzymes [9]
are low compared to that in bulk water. Estimates
of the dielectric constants in such locations range
from �30 to 70 [7–9]. Hence, by employing* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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aqueous solutions that contain �10–50% 1,4-
dioxane [10], one may expect to simulate to some
degree the situation in active site cavities [11] and
extrapolate the data to physiological conditions.
With this in mind and in conjunction to our
research project on metal complexes of antibiotics
[12–14], the present investigation deals with the
solution equilibria of the binary and ternary cop-
per(II) complexes involving tetracycline, amino
acids and DNA constituents. The structural for-
mulae of tetracycline and DNA constituents used
are given in Fig. 1.

2. Experimental

Materials: Tetracycline HCl (TC) was kindly
supplied by El-Nile Chem., Egypt. Chemical anal-
ysis for acid contents, shows that it is sufficiently
reliable to be used without further purification.
On account of the well-documented instability of
tetracycline in aqueous media [15], fresh solutions
were systematically prepared every day. The
amino acids and DNA constituents used were
provided by Sigma (St. Louis, MO). Cytosine and
cytidine solutions were prepared in aqueous
equimolar nitric acid solution. Copper nitrate was
provided by BDH. The Cu-content of solutions
was estimated complexometrically [16].

2.1. Procedure and measuring techniques:

The potentiometric measurements were per-
formed by a Metrohm 686 Titroprocessor
equipped with a 665 Dosimat (Switzerland). The
electrode couple is calibrated in standard buffer
solutions prepared according to NBS specifica-
tions [17], and the pH meter in dioxane–water
solutions were used in the calculation of equi-
librium constants, i.e. these constants are so-
called practical, ‘mixed’ or Bronsted constants
[18].

The protonation constants of the ligands were
determined by titrating 40 ml of ligand solution
(2.5×10−3 M) and NaNO3 (0.1 M). The condi-
tions of measurements for the determination of
stability constants of the binary complexes were
the same as for the protonation constants, but a
part of NaNO3 was replaced by Cu(NO3)2 with
the ratio [Cu2+]:[L]=1:1 for tetracycline and 1:2
for amino acids and DNA complexes. The condi-
tions of measurements for the titration of the
ternary complexes were the same as for the binary
ones, but the solutions contained equivalent
amounts of tetracycline, Cu2+ and the other lig-
and (D). The stability constants of KCu(TC)D

Cu(TC) for
the ternary complexes were determined using the
data obtained within the pH range corresponding
to the complete formation of the Cu–TC com-
plex. Hence, in the calculation only complex for-
mation between [Cu–TC] and ligand (D) is
considered and each of these systems could beFig. 1. Structural formulae of the investigated ligands.
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Table 1
Effect of dioxane on the dissociation constants of tetracycline and formation constants of copper–tetracycline complex

pK2
H pK3

H pH-range SbSystem %Dioxane V/V pK1
Ha

2.3×10−79.27(0.02) 3.15–10.18Tetracycline 7.77(0,02)0.00 3.36(0.04)
3.38–10.41 5.6×10−825.0 3.84(0.02) 7.94(0.01) 9.39(0.01)

9.41(0.01) 3.52–10.5337.5 4.10(0.02) 8.00(0.01) 2.7×10−8

3.63–10.629.36(0.01) 5.5×10−88.02(0.01)50.0 4.32(0.02)
8.00(0.01) 9.32(0.01) 3.68–10:15 3.7×10−862.5 4.52(0.02)

1og bCuL 1og bCuHL

2.65–5.68– 2.4×10−7Cu–Tetracycline 18.19(0 01)0.00 12.31(0.03)
2.65–4.51 8.7×10−825.0 12.38(0.17) 18.01(0.17) –

2.4×10−72.70–5.86–19.09(0.01)37.5 12.48(0.07)
2.65–5.21 2.1×10−750.0 12.89(0.19) 19.50(0 01) –
2.57–4.71 3.0×10−762.5 14.52(0.19) 20.06(0.02) –

a Standard deviations are given in parentheses.
b Sum of squares of residuals.

treated as a binary one. All pH-metric titrations
were carried out at 25°C in a purified N2 atmo-
sphere. The calculations were carried out with
the aid of the MINIQUAD-75 computer pro-
gram [19] on a IBM-486 computer. The model
selected was that which gave the best statistical
fit to, and proved chemically consistent with the
titration data, without showing any systematic
bias in residuals, as described in [19].

3. Results and discussion

3.1. Protonation equilibria

A maximum number of three protons can be
released from tetracycline in the fully protonated
form (H3L+) on titration with strong base in
the pH range 2–11. The titration data indicates
the presence solely of simple HL−, H2L and
H3L+ complexes. The acid dissociation con-
stants of the tetracycline were given in Table 1.
The protonation sites of tetracycline are shown
in Fig. 1, as the amide system (A), the phenolic
b-diketone moieties (B) and (B%) and the
dimethyl–ammonium cation (C). The first disso-
ciation constant pK1

H, is generally attributed to
site (A). The second dissociation constant pK2

H

is due to the combined (B) and (B%) system. The
third dissociation constant pK3

H is assigned to

site (C). The order of the protonation sites at-
tributed to the stepwise protonation steps deter-
mined in aqueous medium is subjected to change
in less polar media.

3.2. Effect of sol6ent

The protonation constants of tetracycline and
the formation constants of copper(II) complex in
dioxane–water mixtures of various compositions
are given in Table 1. The variation of pK1

H as a
function of solvent composition is shown in Fig. 2.
Careful examination of the results reveals the
following features:

(1) The first dissociation constant (pK1
H) value

increases linearly with increasing concentration of
the organic solvent. This results from the ability of
a solvent of low dielectric constant, as dioxane, to
increase the electrostatic forces between the ions and
to facilitate the formation of molecular species [12].
The second and third dissociation constants values
expressed as pK2

H and pK3
H increase with increasing

dioxane content up to 50%, as explained previously,
then tend to become constant. This behaviour may
be interpreted by non-electrostatic forces which
could include hydrogen bonding and solvent–solute
interaction. This finding is in agreement with the
conclusion that the non-electrostatic phenomena
become increasingly important in solutions contain-
ing greater than 50% organic solvent [20].
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Fig. 2. Variation of pK1
H of tetracycline as a function of solvent composition.

(2) The formation constant of copper(II)–tetra-
cycline complex shows a more or less increase
with increasing the organic solvent content. This
behaviour can be explained by the variation of the
protonation ability of the amide group (site A),
which is one of the binding site in the complex
formation, as the organic solvent content
increases.

3.3. Binary complexes

The copper(II)-complexes of amino acids and
DNA constituents have been extensively investi-
gated in aqueous media [21]. The acid–base and
binary complex formation equilibria involving the
amino acid and DNA constituents are investi-
gated in a medium, 50% dioxane–water solutions,
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Fig. 3. Potentiometric titration curve of Cu–Tetracycline system in 50% dioxane–water mixture. The solid curve through the
experimental points is the theoretical curve.

considered as a model of the biological system.
Tetracycline is capable of assuming several con-
formations in solution [22,23] as well as in the
solid state [24,25]. The relative flexibility of this
molecule largely conditions its capacity to accom-
modate diverse metal bonding modes. The com-
position and structure of tetracycline complexes
are depending on the nature of metal ion and
solvent. Copper(II)–tetracycline complexes were
previously investigated in aqueous media [2]. Un-
der this condition CuLH2 and CuLH complexes
are formed. CuL complex was not detected, possi-
bly due to its insolubility in water. The accepted
model for Cu–tetracycline in 50% dioxane involv-
ing the formation of CuL and CuLH species only
is tested by comparing the theoretical titration
curve with the experimental data points, Fig. 3.
The good fit is indicative of the validity of the
complex formation model. The noncharacteriza-
tion of CuLH2 species may explained on the
premise that CuLH2 is formed only in strongly
acidic medium which is not the case in the present
investigation. The complex equilibria leading to
the formation of the species CuL, CuLH and
Cu(HL) were described by Eqs. (1)–(3).

Cu+L X CuL; bCuL

[CuL]
[Cu][L]

(1)

Cu+L+H X CuLH; bCuLH

[CuLH]
[Cu][H][L]

� (2)

Cu+HL X Cu(HL); bCu(LH)

[Cu(HL)]
[Cu][HL]

(3)

(charges are omitted for simplicity)
Examination of the species CuLH and CuL

stability constants (Table 2), may provide prelimi-
nary information on the bonding modes of cop-
per. Supposing that ligand–proton interactions
remain unaffected in the presence of copper, sta-
bility of the metal–ligand bond formed in the
protonated complex species Cu(HL) can be esti-
mated by subtracting step protonation increment
from parent overall formation constant. Accord-
ing to this, the formation constant bCu(HL), ob-
tained in 50% dioxane–water solutions, is
calculated using Eq. (4) [2].

log bCu(HL)= log bCuHL− log bHL (4)

The values of log bCuHL (Table 2) and
log bHL(expressed as pK3

H in Table 1) are 19.50
and 9.36, respectively. The calculated log bCu(HL)

value, i.e. 10.14 is much smaller than log bCuL
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Table 2
Formation constants of binary and ternary complexes involving Cu(II), tetracycline and amino acids or DNA in 50% dioxane.

Binary complexes

log bb ScSystem l p qa D log K

9.82(0.00) 4.2×10−8 –Glycine 10 1
2.1×10−7 –1 1 0 8.64(0.03)

16.60(0.03) –1 2 0 –
9.9×10−89 39(0.01) –Methionine 10 1

0 8.32(0.04) 3.5×10−7 –1 1
16.37(0.02) –1 2 0 –

6.5×10−79.66(0.01) –Valine 10 1
0 8.30(0.05) 2.2×10−71 –1

––16.59(0.02)01 2
9.34(0.00) 4.3×10−8Serine 0 1 1 –
8.40(0.03) 5.3×10−71 1 0 –

–16.30(0.02) –01 2
9.78(0.01) 1.6×10−7Alanine 0 1 1 –
8.52{0.03) 3.1×10−71 1 0 –

–16.36(0.03) –01 2
1 10.33(0.01) 8.7×10−8 –Uridine 0 1

7.02(0.09) 3.7×10−71 1 0 –
–10.18(0.01) 4.3×10−8Uracil 10 1

6.21(0.04) 4.2×10−71 1 0 –
–9.4×10−89.16(0.01)Inosine 10 1

6.47(0.09) 8.5×10−71 1 0 –
11.74(0.06) –1 2 0 –

–4.67(0.00) 7.4×10−9Cytosine 10 1
6.7×10−71 1 0 3.35(0.04)

9.78(0.03) 9.7×10−7Inosine–5–mono–phosphate 0 1 1 –
–Precipitated –01 1

1 10.77(0.04) 2.1×10−6Guanosine–5–mono–phosphate –0 1
––1 1 0 Precipitated

Ternary complexes
4.13(0.02) −4.512.9×10−7Cu–TC–glycine 01 1

0 2.86(0.07) 1.6×10−6 −5.46Cu–TC–methionine 1 1
−5.023.3×10−63.28(0.08)Cu–TC–valine 01 1

3.90(0.03) 5.3×10−7Cu–TC–serine 1 1 0 −4.50
3 99(0.02) 3.5×10−7Cu–TC–alanine 1 1 0 −4.53

−3.213.81(0.02) 9.1×10−7Cu–TC–uridine 01 1
−2.323.6×10−7Cu–TC–uracil 1 1 0 3.89(0.02)

2.81(0.05) 6.4×10−7Cu–TC–inosine 1 1 0 −3.66
5.6×10−73.14(0.04) –Cu–TC–inosine–5–monophosphate 01 1

0 4.20(0.03) 6.3×10−7Cu–TC–guanosine–5–monophosphate –1 1

a l, p and q are the stoichiometric coefficients corresponding to the Cu(II)–TC complex, amino acid or DNA units and H+,
respectively,

b Standard deviations are given in parentheses.
c Sum of squares of residuals.

value, i.e. 12.89 (Table 2). This reveals that impor-
tant changes take place in the copper coordina-
tion mode along the pH range investigated. It is
suggested that in CuLH complex, chelation is

taking place at O(10)–O(12) system. In the CuL
complex, the dianionic form of tetracycline binds
to copper(II) through the N(4)–O(12a) centres.
This is in agreement with the data of the cop-
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per(II) complex of 6–desoxy–6–demethyltetracy-
cline [2], which has a structure similar to tetracy-
cline. In Table 1, the value of log bCuL is 14.52 in
62.5% dioxane. This value is considerably higher
than those for the other solvent mixtures. This
may be explained on the premise that the mode of
chelation is changed in less polar solvents (62.5%
dioxane).

3.4. Ternary complexes

The potentiometric titration curve of the
ternary system Cu(II)–tetracycline–glycine, taken
as a representative, nearly coincides with the 1:1
Cu(II)–tetracycline curve in the region 0BaB3
(a= the number of moles of base added per mole
of ligand) (Fig. 4). In this region, the Cu(II)–te-
tracycline complex was formed first, presumably
due to its high stability compared to that of
Cu(II)–amino acid or DNA constituent (D),
(Table 2). The formation of ternary complex was
ascertained by comparison of the mixed ligand
titration curve with the composite curve obtained
by graphical addition of the secondary ligand (D)
titration data to the Cu(II)–tetracycline titration
curve. The mixed ligand curve was found to devi-
ate considerably from the resultant composite
curve indicating the formation of a ternary com-
plex. A further evidence for the formation of
ternary complex by a stepwise mechanism is confi-
rmed by comparing the theoretical curve, con-
structed based on the formation of ternary
complex by a stepwise mechanism, and the exper-
imental titration data points Fig. 5. The good fit
is indicative of the validity of the complex forma-
tion model. Thus, formation of ternary complexes
can be described by the following equilibria (5,6):

Cu+TC X Cu–TC (5)

(Cu–TC)+D X (Cu–TC)–D (6)

Serine has b-alcoholato group and may partici-
pate as an extra binding centre as reported previ-
ously [26]. The stability constant of the
mixed-ligand complex of serine is in fair agree-
ment with those of other amino acids studied.
This indicates that serine binds in mixed-ligand
complex formation as substituted glycinate. The

lower stability of methionine and valine com-
plexes may be due to steric interaction caused by
the bulky alkyl group attached to the mentioned
amino acids.

Inosine has two donor sites, N1 and N7. In the
acidic pH range, N1 remains protonated, while the
metal ion is attached to N7. The gradual change
from N7-binding to N1 binding in the complex
formation with increasing pH has been rather
extensively documented by NMR and EPR
[27,28] spectroscopic measurements. The pro-
posed structure for the mixed ligand complex with

Fig. 4. Potentiometric titration curves of Cu(II)–Tetracycline–
glycine system.
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Fig. 5. Potentiometric titration curve of Cu–Tetracycline–glycine system in 50% dioxane–water mixture.

inosine, studied in the pH range 7–9, involves N1

binding.
The protonation constant of uracil and uridine

is corresponding to the [N(3)–C(4)O] group. The
pKH values have been compared with those of the
protonation of the analogous [N(1)–C(6)O]
grouping in inosine. The purinic derivative
(inosine) is slightly more acidic than the pyrimi-
dinic ones (uracil and uridine), a property which
can be related to the existence in the anion of the
purinic derivatives of a higher number of reso-
nance forms in equilibrium as a result of the
presence of two condensed rings in this ligand.
Based on the existing data, uracil and uridine are
ligating in the deprotonated form, through N3

atom.
The potentiometric data of Cu–TC–cytosine or

cytidine, showed the absence of any significant
interaction between Cu–TC complex and cytosine
or cytidine. Similar behaviour was found for the
system M-EDTA-cytosine or cytidine [29].

Further investigations to provide convincing
evidence for the structure of the mixed-ligand
complexes need to be carried out, including, for
example X-ray diffraction studies of the solid

complexes. However, such studies are not avail-
able now and will be considered in the future.

The difference in stability between the ternary
and binary complexes (D log K) given by Eq. (7) is
a way to characterize the tendency for ternary
complex formation.

D log K= log KCu(TC)D
Cu(TC) − log KCu(D)

Cu (7)

Statistically, D log K for distorted octahedral
complexes has been calculated to be negative and
equal to −0.9. The D log K values, given in Table
2, are invariably negative. This means that the
amino acid or DNA unit forms more stable com-
plex with free copper(II) ion than with Cu–TC
complex. This is expected statistically since more
coordination positions are available for binding
the secondary ligand by copper(II) ion than cop-
per–tetracycline complex. The values of D log K
for all of the amino acids are ranging from −4.50
to −5.46 and compared with those found (from
−2.32 to −3.66) for the DNA constituents. The
substantial difference originates in the bidentate
coordination of the amino acids and on the other
hand DNA constituents are behaving as
monodentate ligands, as reported previously [21].
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3.5. Speciation distribution plots

Estimation of equilibrium concentrations of
copper(II) complexes as a function of pH provides
a useful picture of metal ion binding in biological
systems. In all of the species distributions, the
concentration of the ternary complexes increases
with increasing pH, thus making the complex
formation more favoured in physiological pH
range. The species distribution pattern for the
Cu–TC–amino acids system indicates that the
mixed-ligand complex starts to form at a pH �8
and reaches the maximum concentration (�40%)
at a pH �10. The ternary complexes formed with
DNA constituents reach the maximum concentra-
tion (�10%) at a pH �9. Thus the ternary
complexes of DNA are less favoured than those
of amino acids, i.e. the amino acid will compete
with the DNA for the reaction with Cu–tetracy-
cline complex.

4. Conclusion

The present results may have important biolog-
ical implications. The structural flexibility of
bioactive tetracycline as well as its capacity to
coordinate copper via three different donor sites
may favour the formation of ternary complexes of
this metal with various ligands occurring in vivo.
In particular, such mixed-ligand coordination is
likely to occur with bacterial nucleic acids.
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Abstract

A new, simple, rapid and specific flow injection analysis (FIA) procedure for the determination of cationic
surfactants (CS) i.e. dodecyltrimethylammonium bromide (DTAB), tetradecyltrimethyl-ammonium bromide (TTAB),
cetyltrimethylammonium bromide (CTAB), cetylpyridinium chloride (CPC) in the environmental and commodity
samples is proposed. Their determinations are based on the enhancement of colour intensity of the Fe(III)–SCN−

complex. The value of apparent molar absorptivity of the Fe(III)–SCN− –CS+ complexes in the terms of CS lie in
the range of (2.10–4.30)×103 l mol−1 cm−1 at absorption maximum 475 nm. The most sensitive surfactant,
cetylpyridinium chloride (CPC) imparted detection limit (absorbance \3 s) of 250 ppb CPC has been selected for the
detailed studies. The working range is linear over 0.5–30.0 ppm CPC with slope, intercept, correlation coefficient and
sample throughput of 0.67, 0.02, +0.99 and 100 samples h−1, respectively. The effect of analytical and FIA variables
on the determination of the surfactant and the composition of the complex are discussed. The method is free from
interferences of almost all ions which commonly associated with the surfactant in the environmental samples. The
analytical potentiality i.e. sensitivity, linearity, precision and optimal analytical conditions of FIA to the manual
system for the determination of the surfactant are compared. It is reproducibly applicable for the analysis of CS to
the various environmental i.e. ground, surface, municipal waste water, and commodity i.e. detergent, soap, shampoo
samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cationic surfactants; Flow injection analysis; Spectrophotometry; Fe(III)–SCN−; Water and detergent samples

1. Introduction

Cationic surfactants (CS) are widely used in the
manufacture of commodity samples, i.e. deter-

gents, soaps, shampoo, etc. as surface cleaning
agents but they have also been reported as pollu-
tants [1]. The concentration of the surfactants in
water bodies, i.e. ground water aquifers, surface
and municipal waste water reservoirs of the highly
populated Asian countries like India is increasing
rapidly due to high anthropogenic stress gener-

* Corresponding author. Tel.: +91-771-223075; fax: +91-
771-254819.
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Fig. 1. Schematic diagram of FIA configuration. C=carrier, deionized double distilled water; R1=1.5×10−4 M iron solution in
0.005 M nitric acid; R2=0.7 M ammonium thiocyanate solution.

ated by change in life style in the fashion similar
to western countries. The flow injection analysis
(FIA) method based on the extraction of the CS
with anionic dyes, i.e. Orange II, tetrabromophe-
nolphthalein ethyl ester, bromochlorophenol
blue+quinidine into organic solvents were re-
ported for their determination [2–10]. The selec-
tivity and sensitivity of these methods are very
poor with low sample throughput and precision.
A new, simple and specific FIA method for the
determination of CS in the term of cetylpyri-
dinium chloride (CPC) based on the enhancement
of colour intensity of the Fe(III)–SCN− complex
in the nitric acid medium is described. The sim-
plicity, sensitivity, rapidity and reproducibility of
the proposed method are better than the Orange
II and other FIA methods reported for the analy-
sis of the CS. The method is found to be precisely
applicable for the analysis of CS to a variety of
environmental and commodity samples.

2. Experimental

2.1. Reagents

All chemicals used were of analytical grade
reagents (E. Merck). The standard solution (1000
ppm) of CPC was prepared by dissolving 1.00 g
CPC in deionized double distilled water and di-
luted to 1 l. Fresh solution of ammonium thio-
cyanate (5.0%, w/v or 0.7 M), and iron (8.0 ppm
or 1.5×10−4 M) in 0.005 M nitric acid were
employed. All solutions used were prior filtered
and degassed.

2.2. Apparatus

Tecator flow injection analyzer type-5012
equipped with ALPKEM UV–VIS spectrophoto-
meter type-510 matched with 5.5 mm flow cell and
Systronics VIS spectrophotometer type-106
matched with 1-cm quartz cell were employed.
The schematic FIA configuration used in the
present method is shown in Fig. 1.

2.3. Sampling

The surface, ground, and municipal waste water
samples of Raipur city were collected in 100-ml
polyethylene bottles during November 1997 as
prescribed in the literature [11]. For the commod-
ity samples, weighed amounts of detergents, soaps
and shampoo were dissolved in 100 ml double
distilled water. All sample solutions were filtered
with Whatman filter paper no. 42.

2.4. Procedure

Three solutions: deionized double distilled wa-
ter (C), iron solution in the nitric acid (R1) and
ammonium thiocyanate (R2) solutions were pro-
pelled through appropriate silicon tubes, Fig. 1.
The base line having practically negligible absorp-
tion at wavelength 475 nm was recorded at gain
factor 1. A 600 ml aliquot of the surfactant solu-
tion (containing upto 30.0 ppm CPC) was injected
into the flowing stream by keeping injection (the
span elapsed in delivery of the sample solution
from the injection loop into the flowing stream)
and residence time (the span elapsed after injec-
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tion of the sample solution until the complete
recording of the peak signal) to be 15 and 20 s,
respectively. The signal peak height was recorded

Fig. 4. Absorption spectra of the Fe(III)–SCN− –CP+ com-
plex. Iron=1.5×10−4 M. Thiocyanate=0.7 M. Concentra-
tion of CPC: A=0 (blank); B=5.0 ppm; C=10.0 ppm;
D=20.0 ppm; E=30.0 ppm CPC.

Fig. 2. Curve-fitting method for the determination of mole
ratio of the Fe(III) to SCN− in the Fe(III)–SCN− –CS+

complex.

Fig. 3. Curve-fitting method for the determination of mole
ratio of the Fe(III) to CS+ in the Fe(III)–SCN− –CS+

complex.

at 475 nm. A calibration curve for the determina-
tion of CS in the term of CPC was prepared by
plotting signal peak height versus concentration
of the surfactant injected. The filtered sample
solutions were injected in the similar way. The
concentration of surfactant in the sample solu-
tions was computed by using the calibration curve
prepared under similar condition.

3. Results and discussion

3.1. Reaction mechanism and composition of the
complex

Ferric ions react with SCN− ions to give a
variety of red–orange complexes but the presence
of CS activates the formation of a higher thio-
cyanato species with enhanced kinetics [12].

Fe3+ +nSCN−

+mCS+U[Fe(SCN)n ]3−n mCS+

where the value of n may vary from 2 to 6.
This reaction has been used for the determina-
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Fig. 5. Effect of concentration of nitric acid on the signal peak height and absorptivity. 1=0.0005 M, 2=0.001 M, 3=0.003 M,
4=0.005 M, 5=0.05 M, 6=0.2 M, 7=0.4 M, 8=0.6 M, 9=0.8 M, 10=1.0 M HNO3.

Fig. 6. Effect of concentration of iron on the signal peak height and absorptivity. 1=9.0×10−6 M, 2=1.8×10−5 M,
3=2.7×10−5 M, 4=3.6×10−5 M, 5=5.4×10−5 M, 6=7.2×10−5 M, 7=9.0×10−5 M, 8=1.0×10−4 M, 9=1.5×10−4

M, 10=2.0×10−4 M, 11=4.0×10−4 M, 12=4.5×10−4 M, 13=5.0×10−4 M, 14=5.5×10−4 M Fe.

tion of the cationic surfactants in the present
work. The mole ratio of Fe3+ to SCN− and CS+

ions involved in the formation of the complex in
the flowing stream were determined using the
curve-fitting method by plotting log(heq/hmax−
heq) (heq=peak height of the signal at gain factor

1 when the reagent was in equilibrium and hmax=
peak height of the signal when the reagent was in
constant excess) versus log molar concentration of
SCN− propelled into channel R2, and log molar
concentration of CP+ injected. The values of
slope were found to be 3.1 and 1.1, close to
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Fig. 7. Effect of concentration of thiocyanate on the signal peak height and absorptivity. 1=0.02 M, 2=0.03 M, 3=0.04 M,
4=0.05 M, 5=0.2 M, 6=0.3 M, 7=0.4 M, 8=0.6 M, 9=0.7 M, 10=0.8 M, 11=0.9 M, 12=1.0 M, 13=1.2 M, 14=1.3 M
15=1.4 M, 16=1.5 M SCN−.

integer 3 and 1, respectively, Figs. 2 and 3. The
probable reaction occurred in the flowing stream
in the HNO3 medium is expressed as

Fe3+ +3SCN− +nNO3
−

+CP+U{[Fe(SCN)3(NO3)n ]CP}n−1

where n may vary from 1 to 3.

3.2. Absorption spectra of the complexes

The Fe(III)–SCN− –CS+ (CS+ =cationic sur-
factant) complexes exhibit the sharp absorption
maximum around 475 nm. The position of lmax

did not change when different CS was used but
absorptivity was affected. In the presence of the
surfactant, a hyperchromic shift of the complex
was observed due to formation of a higher thio-
cyanato complex, Fig. 4.

3.3. Optimization of analytical and FIA 6ariables

The effect of acids, i.e. HCl, H2SO4, HNO3 on
the signal peak height of the complex was exam-
ined in the determination of CPC and all of them
were found to be adequate for the analysis of the
surfactant. Of these, HNO3 acid was selected for
the detailed investigation as several reductants,
i.e. CN−, Mn2+, Sn2+, S2−, S2O3

2−, oxalic acid,
ascorbic acid did not interfere. At least 0.003 M

HNO3 (:pH 3.0) was required to attain a maxi-
mum and constant peak height of signal and no
adverse effect up to 0.6 M HNO3 was seen, Fig. 5.
Similarly, at least 1.0×10−4 M Fe and 0.4 M
NH4SCN were required to attain maximum and
constant peak height of signal and their further
addition up to 4.0×10−4 M and 1.3 M, respec-
tively have no adverse effects, Figs. 6 and 7. The
acidity range of the sample solution injected was
very wide and lie in the range of pH 2.0–7.0. The
optimum bore size of silicon tubes used to propel
the carrier, iron and thiocyanate solutions were
1.52, 0.51 and 0.38 mm with flow rates of 2.4, 0.8
and 0.6 ml min−1, respectively, Fig. 1. A teflon
tube of bore size 0.5 mm was used throughout the
work. The adequate length of teflon coils used
between merging zones AB and BC were 60 and
20 cm, respectively. Increase in volume size of
sample solutions enhanced the signal peak height
from 100 to 600 ml and thereafter, no adverse
effect was observed. The optimal injection, and
residence time observed were 15 and 20 s, respec-
tively. The sample throughput of the method was
determined and found to be 100 samples h−1 at
flow rate, and pump speed of 3.5 ml min−1 and
48 cycles min−1, respectively.

3.4. Effect of type of surfactants

The effect of various types of surfactants on the
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Table 1
Values of molar absorptivity with various surfactants

Surfactant lmax (mm) Value of o (×103 l mol−1 cm−1)

FIA (apparent) Manual (real)

475 4.30 9.20Cetylpyridinium chloride
475 7.10Cetyltrimethylammonium bromide 3.00

2.40 5.80Tetradecyltrimethylammonium bromide 475
2.10 5.10Dodecyltrimethylammonium bromide 475

colour intensity of the Fe(III)–SCN− complex
was examined by the present FIA and the man-
ual methods. The nature of CS, i.e. dode-
cyltrimethylammonium bromide (DTAB), tet-
radecyltrimethylammonium bromide (TTAB),
cetyltrimethylammonium bromide (CTAB) and
CPC were found to remarkably affect the colour
intensity of the complex in the both systems.
The value of molar absorptivity of the com-
plexes in terms of CS with above four surfac-
tants with the FIA and manual methods lie in
the range of (2.10–4.30)×103 and (5.10–
9.20)×103 l mol−1 cm−1 at lmax 475 nm, Table
1. The highest sensitivity was recorded with the
cationic surfactant, i.e. CPC in the both systems

may be due to higher basic character and lower
steric hinderence Fig. 8. In this work, CPC was
selected for the detailed studies.

Fig. 9. FIA Signal peak height recorded for the standard
solutions of CPC, 0.5–30.0 ppm.

Fig. 8. Signals of various cationic surfactants. 1=cetylpyri-
dinium chloride (CPC), 10 ppm; 2=cetyltrimethylammonium
bromide (CTAB), 10 ppm; 3= tetradecyltrimethylammonium
bromide (TTAB), 10 ppm; 4=dodecyltrimethylammonium
bromide (DTAB), 10 ppm.
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Fig. 10. Calibration graph for spectrophotometric determina-
tion of CPC.

and 10. The methods followed linearity upto
30.0 ppm of CPC with slope, intercept and cor-
relation coefficient of 0.67, 0.02 and 0.99; and
0.024, 0.13 and 0.99, respectively. The value of
apparent molar absorptivity (calculated by tak-
ing the concentration of the surfactant injected
in molarity and path length of the flow cell to
be 0.55 cm) and real molar absorptivity (concen-
tration of CPC in molarity and path length of
the cell to be 1.0 cm) with CPC in term of the
surfactant are (4.30)×103 and (9.20)×103 l
mol−1 cm−1 at absorption maximum 475 nm in
the FIA and in the manual systems, respectively.
The detection limit (absorbance/peak height \3
SD) was found to be 250 ppb in the both sys-
tems. The relative standard deviation for the
analysis of six different solutions of the surfac-
tants containing 5.0 ppm CPC in the FIA and
the manual systems were found to be 90.9 and
91.5%, respectively.

3.6. Effect of di6erse ions

The effect of various diverse ions in the deter-
mination of 2.0 ppm CPC at gain factor 1 was
examined separately. None of the tested diverse
ions including neutral and anionic surfactants
were found to interfere in the determination of
CPC. However, the ions i.e. V(V), F−, CN−

are tolerated at moderate levels as V(V) reacts
with SCN− to give a deep coloured thiocyanato
complex causing a positive interference whereas
anions i.e. F−, CN− react with Fe3+ to give a
colourless or less coloured complex by causing
negative interference. Their tolerance limits (in
ppm) in the determination of CPC are summa-
rized in Table 2.

4. Comparison of FIA and manual systems

In the both systems, the complex shows a
sharp absorption maximum at 475 nm. The
value of molar absorptivity in the FIA system is
approximately two times less than the manual
method due to dispersion of the surfactant in
the flowing stream. In the both systems, the cal-
ibration curve was found to be linear up to 30.0

3.5. Optimum concentration range, detection limit,
sensiti6ity and statistics

The signal peak height and the absorbance
for the different concentration of CPC in the
FIA and manual systems are shown in Figs. 9

Table 2
Effect of various diverse ions in the determination of 2.0 ppm
CS

Ions added Tolerance limit
(ppm)a

Na(I), K(I) 500
400Cl−, NO3

−, SO4
2−

250SLS,
Ca(II), Mg(II), S2−, citrate, tartrate 200

TX-100, TX-300, Brij-35
50Al(III), Cr(VI), PO4

3−, SO3
2−, Br−

Thiourea, I− 40
Ni(II) 25

20Cu(II), Zn(II), Mn(II), Co(II), Bi(III),
oxalic acid, ascorbic acid

V(V), F−, CN− 10

aB92% error. SLS, sodium laurylsulphate; TX-100, Tri-
ton X-100; TX-300, Triton X-300.
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Table 3
Analysis of CS in water and detergent samples in terms of CPC

Sample By the Orange II method By the present method

RSDa (9%)RSDa (9%)CPC found CPC found
(pm)(pm)

Ponds, Raipur
– 2.6Kankali NAb 0.9
– 1.6Raja NA 0.8

2.0– 0.9NABendri
– 2.5Katora 0.8NA

1.03.2Budha NA –
NA – 3.5Handi 0.9

Ground water aquifers (tubewells), Raipur
0.8 0.9Kankalipara NA –

1.00.5–NARaja talab
0.81.0Katora talab NA –
0.91.2Budha para NA –

NA – 1.3Handi para 1.0

Municipal waste water, Raipur
NA – 4.2 1.0Raja talab

5.0 0.9Katora talab NA –
– 3.0Kota NA 0.8
– 3.7 0.9NADagania

Household commodities
5.0– 0.7NAVim (Mfd. by Hindustan Lever, India)

1.9 20.0Ghari detergent (Mfd. by Rahul Detergents, India) 1.021.2
1.8 31.0Surf detergent (Mfd. by Hindustan Lever, India) 30.4 1.1

72.01.7 1.070.2Lifebuoy soap (Mfd. by Hindustan Lever, India)
1.7 53.0Nirma soap (Nirma Chemicals, India) 0.954.1

0.81351.6132Clinic Plus shampoo (Mfd. by Hindustan Lever, India)
150 1.7 148 1.0Pantene shampoo (Procter & Gamble, India)
165 1.5 1.1Organics shampoo (Mfd. by Hindustan Lever, India) 168

a Six samples were analyzed.
b NA, not applicable.

ppm CPC and thereafter a negative deviation was
observed. The minimum concentration of HNO3,
NH4SCN and Fe3+ required in the both systems
were found to be almost same: ]0.001 M HNO3,
]0.4 M NH4SCN and ]1.0×10−4 M Fe3+.
The absorbance of the complex was found stable
for atleast 30 min in the room temperature (209
2°C) in the manual system. The method is not
found to be simple and easy to work with the
manual system for the analysis of the surfactant
as the reagent blank has an absorbance value of
0.12.

5. Application of the method

The precision of the present method was com-
pared with well established Orange II–FIA
method [2]. They were applied for the analysis of
CS in the term of CPC to the various environ-
mental and commodity samples, i.e. surface wa-
ters, ground waters, municipal waste waters,
detergents, soaps, and shampoo, Table 3. The
filtered water samples were directly injected
whereas the commodity sample solutions were
injected after appropriate dilution. The peak
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height of signal was recorded at 475 nm and
concentration of CS in terms of CPC was evalu-
ated using the calibration curve. The Orange II
method was not found to be applicable to the
samples containing CPC down to 5.0 ppm due to
poor sensitivity. The precision of the proposed
method was found to be better than the Orange II
method. The concentration level of the CS in the
eight commodity, five ground water, six surface
water and four municipal waste water samples
were in the range 5.0–168, 0.5–1.3, 1.6–3.5 and
3.0–5.0 ppm, respectively. The main expected
sources of the cationic surfactants in water bodies
of Raipur area are household commodities, i.e.
detergents, soaps, shampoo, liberated from hu-
man activities.

6. Conclusion

The proposed method is very simple, rapid and
specific for the FIA determination of the CS, i.e.
DTAB, TTAB, CTAB, CPC in the various water
and commodity samples. It is reproducibly appli-
cable for the analysis of CS down to 0.5 ppm in
the water samples. The selectivity, sensitivity and
reproducibility of the proposed method is better
than the Orange II–FIA method. All the station-
ary surface water bodies (ponds), municipal waste
water reservoirs and ground water aquifers lie
nearer to the sources i.e. ponds, municipal waste

water reservoirs, etc. were found to be contami-
nated with CS in the range of 0.5–5.0 ppm CPC.
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Abstract

The effects of various solvents on the ground and excited states of chloroaluminum (III) tetrasulphonated
naphthalocyanine (AlNcS4) were studied. Both the absorbance and fluorescence spectra were found to be influenced
by the hydrogen bond donating ability of various solvents. As the hydrogen bond donating ability of the solvent
increased, hypsochromic and bathochromic shifts in the absorbance and fluorescence spectra were observed in protic
and aprotic solvents respectively. Plots of the absorbance and fluorescence maxima versus the ET(30) solvent
parameter showed linear relationships in binary mixtures of protic–protic (methanol–H2O) and aprotic–protic
(DMSO–H2O) solvents. Aggregation was indicated by a broad band in the ground state absorption spectra and a low
quantum efficiency 0.04 relative to the efficiency observed in organic solvents. A face-to-face conformation of the
monomeric subunits of the dimer is suggested due to the red-shifted absorbance band. The acid-base properties of the
dye were studied and were indicative of a multi-step process. In acidic conditions (pH 1), protonation of the bridging
nitrogen atoms was identified by a broad band appearing red-shifted to those obtained at higher pH values. Under
slightly acidic conditions a pKa value of 6.7 was determined for one of the meso-nitrogen. In alkaline conditions a
pKa of 11.5 was determined for another meso-nitrogen and a second fluorescence band emerged at 804 nm,
red-shifted to the emission maxima. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chloroaluminum (III) tetrasulphonated naphthalocyanine; Absorbance; Fluorescence; Solvents

1. Introduction

The unique structure and chemical properties of
phthalocyanines and naphthalocyanines allow
them to be biologically and chemically useful

macrocyclic compounds. Several derivatives of
these compounds have been used as sensitizing
agents for photodynamic therapy due to their
ability to absorb light in the near-infrared spectral
region [1–5]. Naphthalocyanines also exhibit in-
teresting optical and electrical properties [6–8]. A
limited number of studies have been devoted to
the photochemical and photophysical properties

* Corresponding author. Tel.: +1-404-651-3856; fax: +1-
404-651-1416.
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of phthalocyanines and naphthalocyanines [9,10].
The effects of various metal substituents on the
electronic absorption spectra have been described
as well [11–13]. The spectral properties in acidic
conditions have also been investigated to elucidate
the reason for the broad, red-shifted absorbance
peak [14,15].

Naphthalocyanines (Nc) are azaporphyrin
derivatives with properties similar to the naturally
occurring porphyrins. A cyclic tetrapyrrole unit
makes up the central macrocycle that is linked by
nitrogen atoms rather than methine bridges. The
fusion of naphthalene rings with each of the four
pyrrole subunits extends the conjugation of the
macrocycle resulting in a strong absorption band
between 700 and 900 nm. Metal chelation with
the four pyrrole nitrogen atoms of the macrocycle
help stabilize the complex. These complexes are
insoluble in water, however solubility is achieved
by incorporating sulphonate groups in the outer
benzo rings. The photophysical properties of
metal-naphthalocyanines (MNc) closely resemble
that of their counterpart, the metal-phthalocya-
nines (MPc). The characteristic Soret (:350 nm)
and Q (:670 nm) bands of the MPc are blue-
shifted relative to those of the MNc.

In the present studies we report the effect of the
hydrogen bond donating ability of various sol-
vents on the electronic absorption and fluores-
cence spectra of chloroaluminum (III)
tetrasulphonated naphthalocyanine (AlNcS4) (Fig.
1). Investigations were also conducted to evaluate
the effect of pH on the photophysical properties
of AlNcS4.

2. Experimental

The chloroaluminum (III) tetrasulphonated
naphthalocyanine was synthesized in house and
its synthesis was previously reported [16]. Lesser
sulfonated fractions of the naphthalocyanine
derivative are assumed to be present in the sam-
ple, however because of the nature of the
sulphonate group to increase water solubility, a
subtle if any effect will be observed in the dyes
aggregation properties. The solvents were of spec-
tral grade quality and used as received from the

supplier (Aldrich or Fischer Scientific). Buffers
(0.1 M) were prepared using H3PO4 (pH 1–3),
NaH2PO4 (pH 4–7), NaHCO3 (pH 8–11), and
NaOH (pH 12–13) with the pH being adjusted
using concentrated HCl or NaOH. For the sol-
vent studies a stock solution of the dye was
prepared in DMSO and then diluted in the appro-
priate solvent yielding a final dye concentration of
2.5 mM (DMSOB2% V/V). The absorption spec-
tra were acquired between 600 and 850 nm on a
Lambda 20 UV/vis spectrometer (Perkin-Elmer,
Norwalk, CT). The extinction coefficients were
determined from the slope of the Beer–Lambert
plot. Steady-state fluorescence measurements were
acquired using a multifrequency cross-correlation
phase-modulation spectrofluorometer (K2, ISS,
Champaign, IL). Data acquisition was controlled
by a 50 MHz 486 computer (Gateway, Bozeman,
SD). Excitation at 690 nm was provided by a
continuous wave 27 mW laser diode (LAS-200-
690-30, LaserMax, Rochester, NY) with a colli-
mated output beam of :3.3 mm in diameter.
Steady-state spectra were collected at 90° to the
excitation, dispersed by a monochromator
equipped with a 1200 groove mm−1 grating and 2
mm entrance and exit slits (DH10, Instruments
SA, Edison NJ) then detected by a photomulti-
plier tube (R928, Hamamatsu, Bridgewater, NJ).

Fig. 1. Structure of chloroaluminum(III) tetrasulphonated
naphthalocyanine (AlNcS4).
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Table 1
Absorption and duorescence properties in protic and aprotic solvents

lem (nm) nem (cm−1) FSolvent Dn (cm−1)lex (nm) nex (cm−l) o (mol l−1 cm−1)

1620.0412 642Water 791781 12 804 43 000
12 626 0.45Methanol 782 12 788 59 000 792 162

1450.1912 626Ethanol 792783 12 771 45 000
12 610 0.181-Propanol 784 12, 755 40 000 793 145
12 610 0.131-Butanol 785 12 739 44 000 793 129

0.3112 594 177DMF 794783 12 771 48 000
800 12 500 0 36DMSO 791 14212 642 44 000
799 12 516 0.09Nitromethane 794 7812 594 44 000

The fluorescence quantum yields (F) were deter-
mined using a dilute solution of 1H-Benz-
[e]indolium,2 - [7 - [1,3 - dihydro - 1,1 - dimethyl - 3-
(4 - sulfobutyl) -2H-benz[e]indol -2 -ylidene] -1,3,5-
heptatrienyl]-1,1-dimethyl-3-(4-sulfobutyl)-, inner
salt, sodium salt (IR-125, Ex=795 nm, Em=833
nm) in DMSO at 20°C as the reference (F°=
0.13) [17]. Solutions were measured at room tem-
perature and were not deoxygenated.

3. Results

3.1. Sol6ent dependence on the absorption and
fluorescence of AlNcS4.

The photophysical properties of the naphthalo-
cyanine dye in various protic and aprotic solvents
as well as binary mixtures are listed in Tables 1
and 2. The absorption maximum for AlNcS4 in
methanol is 782 nm. The absorbance maximum of
the dye in a series of alcohol’s (methanol, ethanol,
1-propanol, and 1-butanol) displays a hyp-
sochromic shift with increasing hydrogen bond
donating ability. The electronic spectra in water
(781 nm) is blue shifted and broad relative to the
spectra obtained in methanol. Emission is ob-
served at the longest wavelengths in the aprotic
solvents along with relatively high quantum yields
(0.31 and 0.36). A linear relationship was iden-
tified between the wavenumber of the absorption
and fluorescence maxima in several protic (alco-
hol’s) and aprotic solvents with the corresponding
solvent parameter ET(30). To further investigate

the influence of the hydrogen bond donating abil-
ity of various solvents on the ground and excited
states of AlNcS4, absorbance and fluorescence
spectra were obtained in binary mixtures of
protic–protic (water–methanol) and protic–
aprotic (water–DMSO) solvents. The overall
spectral features of the dye in the protic–protic
binary mixtures are consistent with a progressive
blue-shift in the emission maxima along with a
decrease in quantum yield with the addition of
water. A hypsochromic shift of the absorbance
maxima is also observed with increasing amounts
of water to the protic–aprotic binary mixture.
The protic–aprotic binary solvent system exhib-
ited a decrease in quantum yield with increasing
amounts of water along with a blue-shift in the
emission maximum.

3.2. Effect of aggregation on the absorption and
fluorescence of AlNcS4.

Spectra obtained in 100% water, resulted in
broad blue-shifted spectra, due to the tendency of
these molecules to aggregate in water. The ab-
sorbance spectra obtained in water when using
DMSO as a co-solvent resulted in a narrow ab-
sorbance band indicative of the monomeric form
of the molecule. The excited state photophysical
properties were effected as well. A dramatic de-
crease in the quantum yield (4.1%) along with a
blue shift in the fluorescence spectra is observed
compared to the spectra obtained in organic me-
dia. These results along with the ground state
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Table 2
Absorption and fluorescence properties in binary solvent mixtures

lem (nm) nem (cm−1) FSolvent (% H2O) Dn (cm−1)lex (nm) nex (cm−l)

9712 674 0.2925a 789783 12 771
788 12 690 0.24 9850a 782 12 788

820.1612 73975a 785780 12 821

12 500 0.2825b 791 12 642 800 142
0.2512 531 15950b 798788 12 690
O.19 14475b 786 12 723 795 12 579

a Represents a binary mixture consisting of water and methanol.
b Represents a binary mixture consisting of water and DMSO.

spectral features corresponds well with results ob-
tained by others [2,3].

3.3. Influence of pH on the absorption and
fluorescence of AlNcS4.

The ground state absorbance maxima ranged
from 726 to 785 nm with the most red-shifted
absorbance maxima appearing in a buffered solu-
tion at pH 1. The spectra obtained at pH 1 is
broader, featureless, and red-shifted relative to
those obtained at higher pH values (Fig. 2). From
pH 1 to 6 the observed absorbance maxima are
between 785 and 779 nm. Two absorbance bands
(738 and 772 nm) of equal intensity are observed
at pH 7. With further titration, the absorbance
maxima shifts to 728 nm in solutions buffered
between pH 8 and 10. At pH 11, two absorbance
bands are present at 726 and 757 nm. Beyond pH
11, the absorbance maxima evolves at 758 nm
with two blue-shifted side bands at 679 and 728
nm. An isosbestic point at 742 nm is seen in
spectra obtained in solutions buffered between pH
10 and 13 (Fig. 3), indicative of two species
present.

In very acidic conditions (pH 1–4), the fluores-
cence intensity of the molecule increased with
increasing pH accompanied by a hypsochromic
shift (791–783 nm) in the emission profile. As the
pH was increased from 5 to 9 the fluorescence
intensity decreased with a hypsochromic shift in
the emission maxima. The excited state spectra
obtained at pH 10 supported the absorbance data
indicating the presence of two species under these

conditions. A closer look at Fig. 4 shows a band
near 764 nm and the formation of a new less
intense band near 804 nm. The smaller band was
absent in all fluorescence spectra obtained at
pH\10.

4. Discussion

The hypsochromic shift with increasing hydro-
gen bond donating ability associated with the
protic solvents is indicative of negative solva-
tochromism. This can be attributed to the ability
of the protic solvents to form hydrogen bonds
with lone pairs of the nitrogen in the macrocycle,
thus lowering the energy of the p-state without
modifying the p*-state (stabilization of the
ground state energy). The inability of the aprotic
solvents to form hydrogen bonds and influence
the p-state was identified by the bathochromic
shifts observed in DMSO and nitromethane (791
and 794 nm).

The hydrogen bond donating ability was fur-
ther investigated by plotting the ET(30) solvent
parameter as a function of the absorbance and
fluorescence maxima. The ET(30) scale is based on
the solvatochromic band of pyridinium-N-phenol-
betaine. This value gives the transition energy
(kcal mol−1) of the intramolecular charge transfer
of pyridinium-N-phenolbetaine. The slope of the
lines demonstrate hydrogen bonding to the
macrocyclic compound (Fig. 5). The plot of the
data obtained in aprotic solvents has a negative
slope, which corresponds to a bathochromic shift
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Fig. 2. Absorption spectra of AlNcS4 at pH values 1 and 13.

with increasing hydrogen bond donating ability.
The data obtained in the protic solvents produced
a linear plot with a positive slope. In Fig. 6, the
plots of the protic–aprotic and protic–protic sol-
vents featured positive slopes suggesting that with
the addition of water, their electronic spectra un-
dergo hypsochromic shifts in polar protic sol-
vents. The slope of the line produced by data
obtained in the protic–aprotic binary mixture was
less than that collected in the protic–protic binary
mixture. This indicates that the 18p system of the
naphthalocyanine is more influenced by protic
solvents implying stabilization via hydrogen bond
formation.

Phthalocyanines and naphthalocyanines aggre-
gate regularly in water, due to electronic interac-
tions between the rings of two or more Nc
molecules [18–21]. This effect leads to blue shifts,
broadening or splitting of the Q band in the
absorbance spectra and changes in the excited
state as well [21]. The tendency to aggregate is
primarily dependent on the degree of substitution
on the outer rings. It can also be associated with
the proximity of the approaching rings, their over-

lap position, the adopted tilt angle by the rings,
the size of the peripheral groups, and the solvent
type [21]. As expected, aggregation of the dye (in
water) was observed in the absorbance and emis-
sion spectra. The phenomena was very obvious in
the emission profile. The low quantum yield was
the result of self-quenching. In the absorbance
spectra, aggregation occurred red-shifted relative
to the monomer peak coinciding well with similar
studies on chloroaluminum (III) tetrasulphonated
phthalocyanine [20]. This is in contrast to the
face-to-face stacking conformation associated
with the blue-shift of dimer absorption bands of
other metal phthalocyanines [22]. However, in the
case of AlPcS4 and Th-2, 3, 7, 8, 12, 13, 17,
18-octaethylporphin dimers, a face-to-face stack-
ing conformation is suggested when a red-shift is
observed in the dimer’s absorption bands [20,23].
Yoon and co-workers explained their observa-
tions using a one electron molecular orbital (MO)
interpretation. In their interpretation, the dimer’s
highest occupied molecular orbital (HOMO) is
the result of the two monomer antibonding HO-
MOs. The dimer’s lowest unoccupied molecular
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Fig. 3. Influence of pH on the absorption spectra of AlNcS4: pH 13 (�); pH 12 ("); pH 11 (
); pH 10 (– –). Isobestic point at 742
nm.

orbital (LUMO) is the result of the monomers’
LUMO. The energy gap between the LUMO and
HOMO of the dimer is therefore less than that of
the monomer. The result of which is the red-
shifted absorption of the dimer relative to the
monomer. The red-shifted absorption of AlNcS4

can also be attributed to the dimer maintaining a
face-to-face conformation.

The photophysical properties of AlNcS4 are pH
dependent. However, this dependence is not influ-
enced by the acid–base properties of the sul-
phonic groups (SO3H) of the naphthalocyanine
due to their high acidity. Using proton nmr and
raman spectrometry, the pKa of several sulfonic
acids has been found to exist from −1.06 to
−1.86 [24–27]. Lower values of −6.65 and −
6.0 for benzenesulfonic acid and methylsulphonic
acid, respectively have also been reported [28,29].
Lastly, this can be supported by the fact that the
chromophoric region of the Nc extends into the
outer benzo rings near the sulphonic groups yet

no significant influence by the sulphonic group is
observed.

At pH 1, the absorbance band was very broad
and the most red-shifted. Different explanations
have been given for the featureless shape of the
Q-band in very acidic conditions. Ferraudi [14]
attributed changes to the protonation of axial
ligands co-ordinated to the metal centre and ruled
out the possibility of protonation of the macrocy-
cle. Mikhalenko [15] and co-workers believed that
protonation of the macrocycle caused the
bathochromic shift. A similar shift in the elec-
tronic absorbance spectra of tetraazaphorphyrin
in solutions of acetonitrile and perchloric acid was
observed by Malkova[30]. In this case the spectral
shift was also attributed to the protonation of a
nitrogen atom in the chromophoric macrocycle of
the molecule. Analysis of our data suggest proto-
nation of nitrogen atoms within the central
macrocycle as well. This is based on the two key
structural features of the molecule: (1) lack of
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Fig. 4. Influence of pH on the fluorescence spectra of AlNcS4: (a) pH 12; (b) pH 11.5; (c) pH 11; (d) pH 10. A new emission band
at 804 nm appears in solutions buffered at pH\9.

axial ligands co-ordinated to the central metal
that are capable of protonation; and (2) the
availability of lone pair electrons on the nitrogen
linking the adjacent pyrrole units. The Nc studied
contained aluminium chloride. Having this in
mind, the chloride ligand is not influenced by
solvent pH, leaving the nitrogen atoms as the
most likely site of protonation. The MNc has six
nitrogen atoms which makeup part of it’s chro-
mophoric region. Two of the chromophoric nitro-
gen atoms are involved in co-ordination with the
metal ligand, thus making their lone pairs un-
available. This leaves the four bridging nitrogen
as likely sites of protonation. The pKa of bridging
or meso-nitrogen in mono-, di-, and tetraazapor-
phyrins were determined by Malkova to be 10.80,
8.18, and 6.60, respectively. Similar values can be
assumed to exist for Nc dyes. If so this help
establish the existence of the protonated species in
acidic conditions.

The protonation of the nitrogen atoms can be
viewed as a multi-step equilibrium reaction. This

is indicated by the shifts in the ground and excited
state spectra as a function of pH. We believe the
equilibrium processes are overlapping and most
are not completely resolvable by absorbance and
fluorescence spectroscopy. The pKa values of two
of the nitrogen were determined to be approxi-
mately 6.7 and 11.5. The pKa values of diphthalo-
cyanine complexes of gadolinium, yttrium, and
lutetium were determined spectroscopically by
Moslalev and Kirin to be 8.7, 8.6, and 10.2 [31].
Although not stated it is assumed that the pKa
values of the other ionizable nitrogen were unable
to be elucidated. These values support the as-
sumption made earlier regarding the protonation
of the meso-nitrogen in acidic conditions.

The emission spectra of the dye at pH values
\10 are indicative of the presence of a second
fluorescing species by the emergence of a new
band at 804 nm red-shifted to the primary emis-
sion band at 764 nm. The ratio of the fluorescence
intensities I1 at 764 nm and I2 at 804 nm are given
in Table 3. The maximum ratio 6.83 is observed
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Fig. 5. Plots of the stokes’ shift (cm−1) versus ET(30) solvent parameter of aprotic (
) and protic (�) solvents. (a) DMSO; (b)
DMF; (c) nitromethane; (d) 1-butanol; (e) 1-propanol; (f) ethanol; (g) methanol.

at pH 11.5. This also corresponds well with one of
the ground state pKa values determined from the
absorbance data.

5. Conclusions

Both the ground and excited states of AlNcS4 are
effected by the hydrogen bond donating ability of
solvents. Protic solvents lower the energy of the
p-state without modifiying the p*-state by hydro-
gen bonding with the bridging nitrogen of the
macrocycle thus producing the observed hyp-
sochromic shifts with solvents of greater ET(30)
values. Aprotic solvents lack the hydrogen atom
necessary for hydrogen bonding. As expected the
AlNcS4 molecules aggregated in water causing a
broad red-shifted absorbance peak along with a
dramatic decrease in the quantum yield. The red-
shift of the absorbance band indicated that the two

monomeric subunits of the dimer exist in a face to
face conformation. Absorbance and fluorescence
pH titration data suggested the protonation of the
meso-nitrogens in the macrocycle to be a multi-step
process. Our results also support the work by
Mikhalenko and Malkova [15,31], attributing the
large red-shifted absorbance band observed in
acidic conditions to the protonation of meso-nitro-

Table 3

Ratio of fluorescence intensities at various pH*

I1 I2 I1:I2pH

5.38100610.0 187
6.5527311.0 1789
6.8346611.5 3184
6.7169612.0 4671
6.1976013.0 4704

* I1 and I2 are the fluorescence intensities (a.u.) at 764 and
804 nm, respectively.
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Fig. 6. Linear plots of absorbance (
) and fluorescence (�) maxima (cm−1) versus ET(30) solvent parameter of binary solvent
mixtures. (1–3) DMSO–H2O ratio: (1) 75:25; (2) 50:50; (3) 25:75. (4–6) methanol–H2O ratio: (4) 75:25; (5) 50:50; (6) 25:75.

gens in the macrocycle. Lastly, more plans are
being discussed to examine the properties of the
fluorophore using fluorescence lifetime. This in-
formation will help substantiate the conclusions
made regarding the relationships between sol-
vents and both the p and p* states. Questions
have also been raised concerning whether or not
the trends observed were valid for naphthalocya-
nines containing metals other than aluminum,
such as gallium and zinc. McCubbin and
Phillips found that the absorption and emission
properties for aluminum naphthalocyanine and
zinc naphthalocyanine were very comparable
with a Q-band at 769 and 754 nm respectively
and identical molar absorptivities [12]. Later
Ford and co-workers found similar properties to
exist between aluminum and gallium naphthalo-
cyanines [11]. Although this is not definitive in-
formation, is does suggest the presence of a few
general trends that are influenced by the central
metal.
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Abstract

The determination of copper and manganese in biological materials and river waters by sequential metal vapor
elution analysis (SMVEA) using an atomic absorption detector (AA) is reported. An improved molybdenum column
(open column, i.d. 1.22 mm) with three ring supporters was developed for SMVEA. An optimum flow rate of carrier
gas (pure argon) for separation of metal vapors was 4.0 ml min−1. Copper and manganese peaks separated from Al,
Ca, Cd, Fe, K, Mg, Na, Pb, and Zn peaks at a vaporization temperature of 1950°C and a column temperature of
1900°C. The appearing order of these metals was Cd, Zn, Pb, Cu, Na and Mn. It was understood by considering the
boiling points of these metals or chlorides. The delay of appearing time is due to an interaction between the metal
vapors and inside surface of the column. Under the experimental conditions, the number of theoretical plates was 11.3
for Cd, 89.6 for Cu, 160 for Na, and 258 for Mn in the improved column. Under the optimal experimental conditions,
NIST biological standards and river waters were analyzed for copper and manganese. The analytical results agreed
well with the certified values and the recoveries were in the range of 94 to 109%. By SMVEA, it was found that
copper and manganese in biological materials and waters were determined without interference of matrix elements,
after only acid digestion for biological materials and no chemical treatment for river water samples. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Sequential metal vapor elution analysis (SMVEA); Cu and Mn; Biological materials; River water; Atomic absorption
detection

1. Introduction

pn1In recent times, a separation system with a
high temperature column (700–2000°C), sequen-
tial metal vapor elution analysis (SMVEA) has

been demonstrated for separation and analysis of
trace metal elements [1–10]. The advantages of
SMVEA are: (a) direct separation of metal va-
pors; (b) rapid analysis without a prior chemical
treatment; (c) simplicity; (d) elimination of spec-
tral and chemical interferences occurring in con-
ventional atomic absorption spectrometry (AAS)
and inductively coupled plasma-atomic emission

* Corresponding author. +81-59-2319426; fax: +81-59-
2319426/9427/9478/9442; e-mail: ohta@chem.mie-u.ac.jp.
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spectrometry (ICP-AES); and (e) possibility as a
powerful accessory of analytical instruments like
mass spectrometer. However, in spite of the at-
traction, since there is the technical difficulty of
instrumentation, little information has been
reported.

Manganese and copper are essential elements
for mammals, but the excess causes serious prob-
lems for the mammal body [11–13]. Recently, Mn
has been suspected as one of the source sub-
stances for blackfoot and Parkinsonian diseases
etc. [11,12]. Therefore, many researchers have re-
ported the determination of copper and man-
ganese in biological materials and waters by AAS,
ICP-AES or ICP-mass spectrometry (MS) [11–
29]. However, there are some problems such as
optical and chemical interference for the determi-
nation in biological and water samples [16,27,30].
To eliminate the interference from matrix ele-
ments, adsorption [20], flotation [21,24,28,29], ion
exchange [28,29], liquid–liquid extraction
[22,28,29], matrix modifier [14,16,28,29], and stan-
dard addition [28,29] methods have been used. In
the previous studies of SMVEA [1–10], it was
found that SMVEA was useful for the elimination
of the interferences on the determination of trace
metal having relatively low melting point such as
cadmium.

In this study, a separation of copper and man-
ganese, having relatively high melting point, from
Al, Ca, Cd, Fe, K, Mg, Na, Pb, and Zn by
SMVEA-AA using an improved high temperature
column (\1900°C) with argon carrier gas is in-
vestigated. The method is applied to the determi-
nation of Cu and Mn in biological and water
samples.

2. Experimental

2.1. Apparatus and experimental conditions

An improved column used in the SMVEA sys-
tem is shown in Fig. 1 (open column). The
column consists of a molybdenum capillary tube
(99.95% purity, Goodfellow) and three alumina
tubes (2.5 mm i.d., 8 mm long). The molybdenum
column is set in a Pyrex glass dome. Argon and

Fig. 1. An improved column for SMVEA. (a) Molybdenum
column (250 mm long, 1.22 mm i.d.); (b) alumina tube (8 mm
long, 2.8 mm i.d., 5.0 mm o.d.); (c) column supporter; (d) hole
for detection; (e) hole for injection of sample.

hydrogen purge gas was flowed into the dome to
prevent oxidation of the column. The column
consists of vaporization part (60 mm) and separa-
tive part (190 mm). The vaporization part is con-
nected to a transformer (YAMABISHI S-130-30,
Cap.3 k VA) for heating to atomize sample. The
separative part is heated with a power supply (dc
generator, KIKUSUI PAD 35-60L). The alumina
tubes were combined with three tungsten rods in a
Pyrex glass dome and supported the molybdenum
open column to prevent bending of the column
during heating. A 0.5 mm diameter hole was
drilled at the midpoint of the vaporization por-
tion, in which sample was heated to vaporize, in

Table 1
Apparatus and experimental conditions

SMVEA column: molybdenum column (250 mm long, 1.22
mm i.d.) with alumina tubes
Transformer: YAMABISHI S-130-30, Cap.3 k VA
Power supply: KIKUSUI PAD 35-60L

Column temperature: 1900°C, 2020°C
Dry temperature: 80°C for 10 s
Pyrolysis temperature: 210°C for 10 s
Vaporization temperature: 1950°C

Purge gas: Ar 3 l min−1+H2 0.2 l min−1

Carrier gas: Ar 1.0, 2.0, 3.0, 4.0, 5.0 ml min−1

Detector: atomic absorption spectrometer
Monochromator: Nippon Jarrell-Ash 0.5 m Ebert-type
Lock-in amplifier: NF LI-575
Storage oscilloscope: Kikusui 5516ST
Computer: EPSON PC-286VG
Light source: hollow cathode lamp, Hamamatsu photonics

Co.
Al 309.3 nm, Ca 422.7 nm, Cu 324.8 nm, Cd 228.8 nm,

Fe 248.3 nm, K 766.5 nm, Mg 285.2 nm, Mn 279.5 nm,
Na 589.0 nm, Pb 217.0 nm, Zn 213.9 nm
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Table 2
Retention times of SMVE peaks obtained with an improved
column at 2020°C of column temperature, 1950°C of vaporiza-
tion temperature and 1.0 ml Ar min−1 carrier gasa

Retention time Element

NaCu MnPbCd Zn

–29.524.6tr, s 6.15.0 5.4
6.2 8.9RSD of tr,% 4.0 3.9 –2.9

a n=3–4, The signals of Mn, Al, Ca, Fe, K, and Mg did not
appear.

Table 4
Retention times of SMVE peaks obtained with an improved
column at 2020°C of column temperature, 1950°C of vaporiza-
tion temperature and 3.0 ml Ar min−1 carrier gasa

Retention time Element

MnNaCd Zn Pb Cu

16.810.72.0 –1.91.7tr, s
4.9 2.9RSD of tr, % 3.4 3.0 –3.5

a n=3–4, The signals of Mn, Al, Ca, Fe, K, and Mg did not
appear.

the column to inject a sample solution. The detec-
tion portion has an 0.8 mm hole, perpendicular to
the hole in the vaporization portion, for atomic
absorption measurement. The apparatus and the
experimental conditions for the measurements are
shown in Table 1. The absorption signal from the
amplifier was fed into the microcomputer. The
temperature of column was measured with an
optical pyrometer (Chino Works). Two pinhole
apertures were placed in front of and in the rear
of the detection hole to provide a narrow beam of
light and to remove background emission from
the column surface.

2.1.1. Reagents
All chemicals used were of analytical grade

purity or spectroscopic purity. Stock solutions (10
mg ml−1) of Al, Cu and Zn were prepared from
the high purity metal as chlorides in 0.1 mol l−1

HCl, and Fe in 1 mol l−1 HCl. Stock solutions
(10 mg ml−1) of Ca, Cd, K, Mg and Na were
prepared by solving the high purity chloride into

water. Standard stock solutions (1 mg ml−1, 1
mol l−1 HCl solution) of Pb and Mn (spectro-
scopic purity) were obtained from Nacalai Tesque
Inc, Kyoto, Japan. A working solution for the
separation study in SMVEA was made by mixing
these stock solutions. The concentrations of Al,
Ca, Cd, Cu, Fe, K, Mg, Mn, Na, Pb, and Zn in
the working solution were 10, 1000, 1, 10, 1000,
1000, 1000, 50, 1000, 1, and 1 mg ml−1,
respectively.

2.1.2. Procedure
Biological samples (NIST standards), weighed

accurately about 0.5 g, in a Uni-seal decomposi-
tion vessel were added 3 ml of nitric acid (14 M)
and 1 ml of hydrogen peroxide (30%). Then the
solution was put into an electric oven maintained
at 120°C for 3 h to digest. The solution cooled
was transferred into a Teflon beaker in a
polyethylene glycol bath (110°C) to evaporate.
Then the residue was dissolved in 5 ml of 6-M
hydrochloric acid on the bath. The evaporation

Table 3
Retention times of SMVE peaks obtained with an improved
column at 2020°C of column temperature, 1950°C of vaporiza-
tion temperature and 2.0 ml Ar min−1 carrier gasa

Retention time Element

Cd Zn Pb Cu Na Mn

2.3 –tr, s 21.72.5 15.43.1
3.4RSD of tr, % 7.77.13.1 –3.6

a n=3–4, The signals of Mn, Al, Ca, Fe, K, and Mg did not
appear.

Table 5
Retention times of SMVE peaks obtained with an improved
column at 2020°C of column temperature, 1950°C of vaporiza-
tion temperature and 5.0 ml Ar min−1 carrier gasa

Retention time Element

Cd Zn Pb Cu Na Mn

tr, s 29.15.53.51.21.1 1.1
1.9 2.0 2.5 3.9 2.8 3.1RSD of tr, %

a n=3–4, The signals of Al, Ca, Fe, K, and Mg did not
appear.
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Fig. 2. SMVE peaks with an improved column at 2020°C of
column temperature, 1950°C of vaporization temperature and
5.0 ml Ar min−1 carrier gas. Purge gas: Ar 3 l min−1 +H2

0.2 l min−1.

Fig. 3. SMVE peaks with an improved column at 1900°C of
column temperature, 1950°C of vaporization temperature and
5.0 ml Ar min−1 carrier gas. Purge gas: Ar 3 l min−1 +H2

0.2 l min−1.

the pyrolyzing step at 210°C volatile organic com-
pounds were removed.

3. Results and discussion

It was difficult for a formerly developed-column
of SMVEA to be heated at more than 1700°C for
a long time (\2 min) and a short life time
because of bending of the column, so that it was
difficult to separate metals having relatively high
melting point like copper and manganese. To
overcome the difficulties, three alumina tubes
were used as a sheath of a molybdenum open
column to prevent heat-bending. The tubes were
bound to three bars with tantalum wire in a
column chamber.

First, the effect of flow rate of carrier gas on
the separation and retention time of Al, Ca, Cd,
Cu, Fe, K, Mg, Mn, Na, Pb, and Zn was evalu-
ated at 2020°C of column temperature and

was repeated twice more with addition of hy-
drochloric acid in between. The residue was dis-
solved in 5 ml of 1-M hydrochloric acid. The
solution was diluted to adequate volume (10–20
ml) with high purity water for SMVE measure-
ments. Water samples spiked Cu and Mn were
directly injected into a vaporization portion in the
improved column without pretreatment.

For SMVEA measurements, after stopping the
carrier gas, a 1 ml of the sample solution was
pipetted into a vaporization portion in the molyb-
denum column. The sample solution was dried at
80°C for 10 s and pyrolyzed 210°C for 10 S. After
flowing argon carrier gas again, the column was
heated at 1900 or 2020°C and then the sample in
the vaporization portion was vaporized at 1950°C
for \60 s. The metal vapors were detected at a
detection hole in the column by AAS. The tem-
peratures of vaporization part and separation part
in the column were measured with an optical
pyrometer (Chino Works, Tokyo, Japan). During

Table 6
Retention times of SMVE peaks obtained with an improved
column at 1900°C of column temperature, 1950°C of vaporiza-
tion temperature and 5.0 ml Ar min−1 carrier gasa

Retention time Element

Cd Zn Pb Cu Na Mn

1.1 1.2 1.2tr, s 5.2 8.4 33.3
7.4RSD of tr,% 7.93.9 4.12.5 2.0

a n=3–4, The signals of Al, Ca, Fe, K, and Mg did not
appear.

Table 7
SMVE peaks with an improved column at 1900°C of column
temperature, 1950°C of vaporization temperature and 4.0 ml
Ar min−1 carrier gasa

Retention time Element

Cd Zn Pb Cu Na Mn

tr, s 44.813.17.61.91.8 1.9
5.2 3.6 4.0 6.0 3.7 5.0RSD of tr,%

a n=3–4, The signals of Al, Ca, Fe, K, and Mg did not
appear.
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Fig. 4. SMVE peaks with an improved column at 1900°C of
column temperature, 1950°C of vaporization temperature and
4.0 ml Ar min−1 carrier gas. Purge gas: Ar 3 l min−1 +H2

0.2 l min−1.

that Mg, Ca, and K signals did not appear \
2020°C of column temperature. These chloride
vapors probably go through the improved column
without decomposition at the column temperature.
If it is assumed that the elution phenomena are
caused only by boiling point of metal, first SMVE
peak (Cd) must appear within 0.328 s (0.174×
273×60/(4×2173), 0.174 ml; void volume of the
column) at 1900°C of column temperature and 4.0
ml min−1 carrier gas, but in fact the signal ap-
peared \1.8 s. This delay means an interaction
between the metal vapors and inside surface of the
column (Mo). However, there was no information
concerning metal–Mo bond strengths. Therefore,
we could not discuss the sequential elution on the
basis of the interaction.

The retention volume for the separation by
SMVEA, V(t, T), is defined as follows;

V(t, T)=Vg(t, Tc)+Vh(t, Tv)

where Vg(t, Tc) is related to a gas chromatographic
separation at a column temperature of Tc in kelvin.
Vaporized gaseous metals is governed by gas chro-
matographic principle in an open SMVE column.
Vh(t, Tv) is the term concerning a thermal separa-
tive principle at a vaporization temperature of Tv,
which refers to physical properties (bond energy,
melting point, boiling point and vapor pressure) of
compounds and metals. t, conventionally called as
retention time (tr), is the time required for the metal
vapor to reach an AA detector.

The number of theoretical plates N is given by

N=L/H=L2/s2=5.54(tr/W1/2)2

where L is the length of the column in centimeters,
H is the plate height, s is the standard deviation
of a measurement, and W1/2 is the width of SMVE
peak at half its maximum height. Under optimum
experimental conditions (1900°C column tempera-
ture, 1950°C vaporization temperature, and 4.0 ml
Ar min−1 carrier), the number of theoretical plates
was 11.3 for Cd, 89.6 for Cu, 160 for Na, and 258
for Mn in the improved column.

3.1. Determination of Cu and Mn

SMVEA with an improved column was applied
to the determination of copper and manganese in

1950°C of vaporization temperature. Tables 2–5
show the retention times of Cd, Zn, Pb, Cu, Na,
and Mn at 1.0, 2.0, 3.0 and 5.0 ml min−1 of argon
carrier gas. At this column temperature, the SMVE
peaks of Cd, Zn, Pb, Cu, and Na appeared at 1.0,
2.0 and 3.0 ml min−1 of argon, but the signals of
Mn, Al, Ca, Fe, K, and Mg did not be observed.
The SMVE peaks of Cd, Zn, Pb, Cu, and Na
overlapped each other and did not separate. Mn
vapor eluted in argon carrier gas of 5.0 ml min−1,
as shown in Fig. 2. At this carrier flow rate,
therefore, the separation of Cu and Mn from others
was investigated at lower column temperature
(1900°C). The results are shown in Table 6 and Fig.
3. Even at the low temperature, the Cu peak did
not separate from Cd, Zn, Pb and Na signals
though Mn signal separated. Cu, Na and Mn
SMVE signals did not appear at less than 1900°C
of column temperature. Next, Cu and Mn separa-
tion was investigated at 4.0 ml min−1 argon carrier.
Consequently Cu and Mn could be completely
separated at 1900°C of column temperature and
1950°C of vaporization temperature, as shown in
Table 7 and Fig. 4.

The order of appearance of these metals was Cd,
Zn, Pb, Cu, Na, and Mn. It is reasonable by
considering boiling points of these metals or chlo-
rides (Cd 765°C, Zn 907°C, PbCl2 950°C, CuCl2
993°C decomposition to CuCl, NaCl 1413°C and
Mn 1960°C) [31]. The chlorides of Pb, Cu, alkaline-
earth metals and alkali metals are relatively stable
B1900°C [32,33]. However, it could not be under-
stood from boiling points of Mg, Ca, and K
chlorides (1412°C, \1600°C, 1500°C subl) [31]
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Table 8
Determination of Cu and Mn in biological materials and water by SMVEA at 1900°C of column temperature and 1950°C of
vaporization temperaturea,b

Analyte amount, mg g−1 (mg ml−1 for water)Sample Recovery (%)

Certified valueFoundSpiked

5.490.8 5.6490.24Apple leaves Cu –
54935195–(NIST SRM1515) Zn

15897Bovine liver Cu – 160910
9.591.6 9.990.8(NIST SRM1577a) Mn –

63.093.56595–Oyster tissue Cu
17.591.2(NIST SRM1566) Mn – 1791
–ND–Iwata Cu

4.790.3River 5 94
9.791.710 97

–ND–Mn
10 9.992.5 99

219120 107
–ND–Shitomo Cu

5.090.9River 5 100
9610 9.690.9

ND –Mn –
1191 10910
2192 10720

a n=5–6.
b ND; not detected.

biological materials (NIST standard) and river
waters. The calibration curves were prepared from
copper and manganese standard solutions. The
peak area of absorbance was measured for the
analysis. The linear ranges of the calibration
curves were up to 50 ng for manganese and up to
20 ng for copper. The analytical results obtained
under optimal experimental conditions were in
good agreement with the certified values, as
shown in Table 8. The recoveries of spiked-
manganese and copper in river waters were in the
range of 94 to 107%. The results by the SMVEA-
AA were also in good agreement with the spiked
values. The RSDs for copper and manganese
determinations in these samples were in a range
of 4.8 to 25%. The relatively good precisions
were obtained.

As described above, the improvement for a
molybdenum column made the column long life
and gave a direct separation of copper and
manganese, which could not be separated until
now, and manganese and copper vapors were

separated from Al, Ca, Cd, Fe, K, Mg, Na, Pb,
and Zn metals at a vaporization temperature of
1950°C and a column temperature of 1900°C, so
that the interference of some elements observed
by ETAAS could be eliminated. Consequently,
under the experimental conditions, accurate
determinations of manganese and copper in
biological materials and river waters were possible
after just only acidic digestion of the samples.
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Abstract

The solubility of four recently synthesized 1,8-dihydroxy-9,10-anthraquinone derivatives, as potential complexing
agents in some extraction and membrane transport experiments, have been measured in supercritical carbon dioxide.
The measurements were carried out in the pressure range 120–400 atm at temperatures 35, 45, 55, 65, and 75 °C. The
measured solubilities were correlated using the model proposed by Chrastil. The calculated results show good
agreement with the experimental data. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: 1,8-Dihydroxy-9,10-anthraquinones; Solubility data; Supercritical CO2

1. Introduction

In the past 2 decades increasing attention has
been focused on the supercritical fluid extraction
(SFE) as an interesting alternative to conventional
extraction methods [1,2]. The most widely used
supercritical fluid is carbon dioxide because it is
nontoxic, nonflammable, and relatively inexpen-
sive and possesses reasonable critical properties as
well as high solvent power for a wide range of

nonpolar and intermediately polar organic com-
pounds [2]. The use of SFE method has provided
both analytical and large-scale techniques for or-
ganic waste extraction from contaminated ma-
trices [3,4]. In recent years, the supercritical fluids
modified by the addition of complexing agents
have been used in the development of analytical
methods for the extraction of metal ions from
various solid and liquid matrices [5]. Information
on solubilities in supercritical fluids is perhaps the
most important thermophysical property that
must be determined and modelled in order to
efficiently design the extraction procedures based
on supercritical solvents.

* Corresponding author. Tel.: +98-831-94066; fax: +98-
831-831618.
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9,10-Anthraquinones are the largest groups of
natural quinones and historically the most impor-
tant. In addition to a wide variety of chemical and
industrial applications [6–8], recently synthetic
derivatives of anthraquinones, as well as naturally
occurring derivatives, have been used for medical
purposes [7,9]. While there are numerous reports
available on the solubility of low-volatility or-
ganic compounds such as alkanes, aromatic hy-
drocarbons, alcohols, phenols, acids, etc. [1],
limited studies on the solubility of solid aromatic
carbons (e.g. quinones, anthrones and an-
thraquinones) are reported in the literature [10–
12].

Due to the special importance of 1,8-dihydroxy-
9,10-anthraquinones as metal ion complexing
agents in analytical chemistry [7,8,13], in recent
years we have been involved in the synthesis
[14–16], acid–base studies [17–19] and some ap-
plications in extraction and membrane transport
[20,21] of new derivatives of these quinone com-
pounds. Due to the key role of the solubility data
of chelating agents in supercritical CO2 in the
design of analytical SFE methods, in this paper
we determined the solubilities of four 1,8-dihy-
droxy-9,10-anthraquinone derivatives, recently
synthesized by this research group [14], in super-
critical carbon dioxide over a wide range of tem-
peratures and pressures. The measured solubilities
were nicely correlated using the model proposed
by Chrastil [22].

2. Experimental

HPLC grade methanol (Aldrich) was used as
received. Pure carbon dioxide (Sabalan Tehran,
99.99%) was used for all SFEs. Reagent grade
1,8-dihydroxy-9,10-anthraquinone (A1, Merck)
was of the highest purity available and used as
received. 1-Hydroxy-4-(prop-2%-enyloxy)-9,10-an-
thraquinone (A2), 1,8-bis(prop-2%-enyloxy)-9,10-
anthraquinone (A3) and 1,8-dihydroxy-2,7-bis
(prop-1%-enyl)-9-10-anthraquinone (A4) were syn-
thesized [14] and used after recrystallization from
pure benzene and vacuum drying. Structures of
the anthraquinone derivatives used are given in
Fig. 1.

Fig. 1. Structures of anthraquinones.

A Suprex MPS/225 integrated SFE–SFC sys-
tem modified for the solubility determination in
SFE mode was used. A schematic diagram of the
modified static system used is shown in Fig. 2.
Solubility measurements were accomplished with

Fig. 2. Schematic diagram of experimental apparatus for mea-
suring solubilities: (A) CO2 gas tank; (B) supercritical fulid
pump; (C) 5-port, 4-position valve; (D) 1 ml equilibrium cell;
(E) 10-port, 2-postition valve; (F) injection loop; (G) on/off
valve; (H) syringe; (I) microadjust valve; (J) collection vial.
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Table 1
Solubility of naphthalene in supercritical carbon dioxide at 35°C

103yP (atm)

Ref. [26]Ref. [25]Ref. [23] Ref. [24]This work

––105.6 11.6 – 11.7
–13.9–14.1136.2 14.2
––165.8 16.2 16.5 –

17.59–201.3 17.4 17.6 –

a 1 ml extraction vessel in the pressure range from
120 to 400 atm at temperatures 35, 45, 55, 65, and
75 °C for a duration of 15 min. The solid solutes
(100–200 mg) were mixed well with some 1 g of
glass beads and packed into the extraction vessel.
This procedure prevents channelling, increases the
contact surface between the sample and the super-
critical fluid and, consequently, reduces the equili-
bration time. Sintered stainless steel filters (5 mm)
were used to prevent any carryover of the solutes.
Supercritical CO2 was pressurized and passed into
the vessel D through the 5-port, 4-position valve
C. After reaching equilibrium at the desired tem-
perature and pressure (for about 15 min), a 122 ml
portion of the saturated supercritical CO2 was
loaded into injection loop F by means of a 10-
port, 2-position valve E. Then the loop was de-
pressurized into the collection vial J containing a
known volume of methanol by switching the in-
jection valve E. In order to prevent solvent disper-
sal, the depressurizing rate of the sample loop was
adjusted by the valve I. Finally, the G and I
valves were opened completely and the sample
loop was washed with some methanol and col-
lected into the collection vial J.

The solubilities were calculated by absorbance
measurements at lmax of each compound using a
Model 2100 Shimadzu UV–Vis spectrophotome-
ter. The stock solutions of the compounds Al–A3
(100 ppm) were prepared by dissolving appropri-
ate amounts of the solid samples in methanol. A
set of standard solutions was then prepared by
appropriate dilution of the stock solutions. The
calibration curves obtained (with regression co-
efficients better than 0.999) were used to establish
the concentration of the anthraquinone deriva-
tives in the collection vial.

3. Results and discussion

In recent years, the use of supercritical fluids
modified by the addition of complexing agents in
the extraction of metal ions from various solid
and liquid matrices has grown rapidly [5,23–26].
The need for charge neutralization of metal ions is
the most important aspect in their SFE. The
addition of a proper complexing agent to the
supercritical fluid phase can not only neutralize
the charge on the metal ion, but also will intro-
duce some tipophilic groups to the metal–ligand
system, so that the solubilization of the metal
complex into the supercritical fluid will be facili-
tated. Obviously, a search for promising complex-
ing agents would be of vital importance. We have
recently used some 1,8-dihydroxy-9,10-an-
thraquine derivatives such as A4 as suitable lig-
ands in construction of lead ion-selective
electrodes [21] and in solid phase extraction of
Pb2+ ions [27]. In this work, the solubility of the
anthraquinone derivatives were determined, as a
first step in investigating the possibility of their
use in the SFE of metal ions with carbon dioxide.

The reliability of the apparatus and the experi-
mental method was checked by measuring the
solubilities (mole fraction, y) of naphthalene in
supercritical carbon dioxide at 35°C and different
pressures and the results are summarized in Table
1. The values given in Table 1 are obtained from
an arithmetic average of three replicate measure-
ments with relative standard deviations B3%.
These solubility data are in good agreement with
those reported previously [28–31] (Table 1). The
largest relative deviation is about 2%.

Table 2 represents the solubilities of an-
thraquinones A1–A4 at temperatures 35, 45, 55,
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65, and 75°C over a pressure range from 120 to
400 atm. The resulting solubilities are reported in
terms of equilibrium mole fraction, y, of the so-
lute and in g l−1, s, of the solute in supercritical
carbon dioxide. Each reported datum is the aver-

age of at least three replicate samples. The mole
fractions of the solutes were reproducible within
92%.

The data given in Table 2 revealed that the
solubilities of the solutes increase with pressure at

Table 2
Solubilities of anthraquinones A1–A4 in supercritical carbon dioxide

P (atm) r (g l−1) A1 A2 A3T (°C) A4

s (g m−3) 104y s (g m−3)104y s (g m−3) 104y s (g m−3) 104y

– 0.8 29121 –2.535 90.22770120
160 – – 1.2 47833 0.30 12 3.7 199

264 – – 2.9 132200 871 0.41 20 4.7
– – –314 –5.5240 898 0.49 24

–280 – 4.2 243922 0.54 27 6.4 377
–320 – 7.0 381942 0.56 29 7.0 426

– 9.3 547478 –7.8320.62960360
–400 10.3 676975 – – 8.5 531 –

18 – –8245 120 0.361.980.20665
160 0.43 24 0.6 26763 0.31 13 3.8 187

290 0.45 27 2.4 122200 815 0.47 21 5.6
399 0.55 36 4.8 266240 852 0.55 26 7.4

42 7.6 426504 0.639.0310.64880280
0.68320 46 9.5 554905 0.75 37 0.2 590

49 11.0 700677 0.7111.542360 924 0.83
–400 – – –945 – – 12.4 745

120 – – – –524 0.21 6 1.555 50
40 1.8 90178 0.804.1150.39685160
49 3.8 207200 757 0.56 23 6.8 328 0.88
53 7.1 4109.0 0.9146328240 805 0.63

0.94280 57 8.1 492838 0.88 40 11.3 604
754 1.01 63 9.4 609320 867 1.03 49 13.7

1.19360 77 11.0 752889 1.12 54 16.0 907
83 11.4 779909 1.25400 ––––

120 0.43 12 1.9 90397 0.19 4 1.065 26
155 0.92 40 3.5 194160 601 0.54 18 4.1

77 5.1 303340 1.527.7200 695 0.83 31
–240 – 7.2 448754 1.08 45 11.6 556
1.67280 96 8.9 570796 1.18 50 15.4 778

22 10.3 6811017 2.0319.3571.26828320
1238 2.39 48 11.2 761854 1.54360 71 22.7

161 11.6 785– 2.53400 876 144625.9–

120 0.50 12 5.4 300328 0.14 2 –75 –
– 0.85 32 4.3 440160 519 0.54 15 –
– 2.04 94 8.8 558200 631 0.93 32 –

148 – –– 2.90–491.28702240
– 3.63 199 11.4 766750 1.40280 57 –

266 12.3 862788 4.641.65320 ––71
4.83360 287 13.9 967818 2.02 90 – –

– 5.34 328 15.6 1109843 –400 – –
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Fig. 3. Solubility isotherms for anthraquinone A2.

is a clear crossover point in the resulting solubil-
ity–pressure curves, which is the cross point of
two or more isotherms. Beyond the crossover
point, solubility increases with increasing both
pressure and temperature, while below this point,
solubility increases with the increased pressure but
decreases with increased temperature. A similar
retrograde solubility (crossover/pressure effect)
behavior for the solubility of different organic
compounds in supercritical CO2 has been reported
in the literature [12,33,34]. It is interesting to note
that in all cases, for a given pressure above the
crossover points, the highest solubility values were
observed at the lowest density for the an-
thraquinones (i.e. highest temperatures).

The observed different effects of temperature
on solubility of compounds A1–A4 could be due
to the influences of temperature on such diverse
properties of the system as the solute vapor pres-
sure, the solvent density and the intermolecular
interactions in the supercritical fluid phase. At
lower pressures, the fluid density is lowered by
small increases in temperature. Since the density
effect predominates at this region, the solubility
will decrease with increasing temperature. While,
at higher pressures, the fluid density is less depen-
dent on temperature so that the observed increase
in solubility with temperature could be primarily
due to other factors, especially the higher vapor
pressure of the solid samples.

The results obtained in this study indicate that,
among different 1,8-dihydroxy-9,10-an-
thraquinone derivatives used, compound A2 and
A1 show the highest and lowest solubility in
supercritical CO2, respectively. The diminished
solubility of A1 can be related to the self-associa-
tion and possible intermolecular interactions,
mainly via H-bonding, in the solid state [35].
However, substitution of the enyl groups on the
mother compound A1 will result in enhanced
solubility in supercritical CO2, mainly due to the
reduced chance of solute–solute interactions in
the system. On the other hand, compound A2
with only one substituted enyl group and smaller
molecular size than A3 and A4 (both bearing two
substituted enyl groups) is expected to show the
highest solubility in the series [34,36].

any constant temperature; the effect of pressure
on the solubilities being more pronounced at
higher temperatures. However, this considerable
increase in solubility with temperature occurs de-
spite the decreased density of supercritical CO2 at
elevating temperatures. This observation is in con-
trast to the conventional wisdom stating that the
density of a supercritical fluid increase in order to
increase both the solubility and the extraction
efficiency [32]. While increasing supercritical fluid
density at a constant temperature generally does
increase solubility, increasing density at a con-
stant pressure (by lowering temperature) results in
diminished anthraquinone solubility.

Sample solubility isotherms for anthraquinone
A2 are shown in Fig. 3. As it is seen from Fig. 3,
the curves of solubility increase very steeply with
pressure. The pressures above the region of steep
increase are suitable for the supercritical extrac-
tion. Moreover, it is interesting to note that there
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The experimental solubility data for the an-
thraquinones A1–A4 were correlated using the
model proposed by Chrastil [22]. This model is
based on the hypothesis that each molecule of a
solute (S) associates with k molecules of supercrit-
ical solvent (C) to from a solvato complex (SCk)
in equilibrium with the system. The model pro-
poses a linear relationship between the logarithm
of the solubility, s, and the logarithm of fluid
density, r, as follows

ln(s)=k ln(r)+a/T+b (1)

where

a=DH/R

and

b= − ln[MC
k /(MS+kMC)]+q

s is solubility, r is the fluid density, T is absolute
temperature, k is the dissociation number, DH is
the total heat of reaction (i.e. heat of solvation
plus heat of vaporization of the solute), q is a
constant, and MS and MC are the molecular
weights of the solute and solvent, respectively.
The ln s is a linear function of 1/T at constant
density and has a slope given by a. The value of b
can be chosen to minimize the deviation of the
model from experimental data.

The solubility data obtained in this study show
the expected linear relationship predicted by the
Chrastil model. Sample plots of ln s versus ln r

for compound A2 at various temperatures are
shown in Fig. 4. The straight lines reported in Fig.

Table 3
Solubility constants of Chrastil model for anthraquinones
A1–A4 in supercritical CO2

Anthraquinone k a b

–58004.65A1 3.1
23.7–56326.16A2

–78974.34 28.3A3
6.06 –932 9.2A4

4 are the best fit of Eq. (1) to the solubility data.
The slopes of the solubility isotherms are with a
good approximation equal. The optimum calcu-
lated values of k, a, and b for solutes A1–A4 are
given in Table 3.

It is noteworthy that the comparison of the
solubility data given in Table 2 with those re-
ported for some ionizable crown ethers (which
were used for selective extraction of mercury by
supercritical CO2) [26] revealed a more or less
similar behavior. Thus, ionizable anthraquinones
bearing some lipophilic groups (e.g. compounds
A2 and A4) [18] could be considered as potential
candidates for the SFE of metal cations such as
Pb2+ ion. Of course, the extraction efficiency of
the resulting metal complexes is expected to influ-
ence by several parameters, including pressure
and temperature of supercritical CO2, the nature
of modifier, the identity of the metal and its
oxidation state and the complexant functional
groups [37].
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Abstract

A general rapid on-line preconcentration method for the determination of trace metals coupled to flame atomic
absorption spectrophotometry (FAAS) or ion chromatography (IC) with spectrophotometric detection is described.
The method is based on the on-line precipitation of metal hydroxides with sodium hydroxide and their dissolution in
a small volume of nitric acid solution. All the chemical and physical variables that affect the efficiency of metal
precipitation and elution in the flow injection system have been studied. The detection limits obtained by FAAS are
0.1, 0.3, 0.5 and 0.5 mg l−1 for Zn, Cu, Ni and Pb, respectively. When the on-line precipitation is coupled to IC with
post-column derivatization with the spectrophotometric reagent 4-(2-pyridylazo) resorcinol (PAR), the detection
limits are 3, 1, 5, 3, and 3 mg l−1 for Cu, Zn, Ni, Co and Mn, respectively. The proposed general method was
successfully applied to determine independently the above mentioned metals in compost and tap and river water
samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Trace metals; On-line precipitation; Flame atomic absorption spectrophotometry; Ion chromatography

1. Introduction

Industrial activities have produced an increase
in the concentration of several heavy metals

present in environmental waters. Heavy metals
are usually determined by flame atomic absorp-
tion spectrophotometry (FAAS) due to its rapid-
ity and simplicity, but this technique is not
sensitive enough to allow the determination of
metals at very low concentration levels. The
simultaneous determination of trace metals can be
also carried out by ion chromatography coupled
to different detectors, but this technique also lacks
sensitivity. Therefore, it is usually necessary to

* Corresponding author. Tel.: +34-91-3944318; fax: +34-
91-3944329; e-mail: ccamara@eucmax.sim.ucm.es.

1 Present address: Departamento de Quı́mica, Facultad de
Ciencias, Universidad Europea de Madrid-CEES, Villaviciosa
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Fig. 1. FIA system for metal preconcentration by FAAS. (A) Peristaltic pump; (B) injection valve; (C) PTFE microcolumn filled
with zirconia spheres; (D) PTFE filter; (E) detector.

include a previous trace enrichment step which
allows not only metal preconcentration but also
the separation of the analyte from the matrix
components. Since flow injection analysis (FIA)
first appeared in the literature [1], the develop-
ment of on-line preconcentration methods, such
as ion-exchange, liquid–liquid extraction, etc.
coupled to different detection techniques has
grown considerably.

Precipitation is a common separation and/or
preconcentration technique in classical analytical
chemistry, although it is less frequently used in
FIA. Only there was a certain activity in this field
at the end of the eighties, when several methods
using on-line precipitation systems were devel-
oped. In every case, the flow injection system was
coupled to FAAS allowing the direct determina-
tion of several metals, such as lead [2], copper [3]
and calcium [4], and the indirect determination of
anions such as sulphide [5] and halides (chloride
and iodide) [6]. However, since then there has not
been any attempt to continue in this direction.
This is perhaps due to the opinion that precipita-
tion and filtration are not well defined processes
under flow conditions and to the tendency of
precipitates to be adsorbed on the inner walls of
manifold tubing and the need to periodically clean
the whole system, as well as the risk of backpres-
sures in the flow system. The latter was sorted out
by using knotted reactors, however the amount of
precipitate handled is limited by the length of the
reactor and so the sample volumes typically used

are lower than 5 ml [7,8]. We consider that the
on-line precipitation technique can be a useful
tool if the analyte readily forms a filterable precip-
itate which is rapidly dissolved by a small volume
of a suitable reagent in order to obtain sharp FIA
peaks.

Accordingly, the aim of this work is to develop
an analytical method for the determination of
several metals (Zn, Cu, Ni, Co, Pb, Hg, and Mn)
in compost and tap and river water by on-line
precipitation of their corresponding hydroxides
which are easily dissolved in nitric acid and subse-
quent determination of the metals either by FAAS
or by ion chromatography with postcolumn
derivatization with the spectrophotometric
reagent 4-(2-pyridylazo) resorcinol (PAR) [9].

2. Experimental

2.1. Apparatus

A Perkin Elmer 2380 atomic absorption spec-
trophotometer optimised for the determination of
each metal equipped with its corresponding hol-
low cathode lamp with an air–acetylene flame
was used. The instrument settings were: absorp-
tion line 217 nm and width 0.7 nm for Pb, 232
and 0.2 nm for Ni, 213.9 and 0.7 nm for Zn and
324.8 and 0.7 nm for Cu. The analytical signal
was monitored on a XT-chart recorder (Perkin
Elmer).
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Fig. 2. FIA system for metal preconcentration by ion chromatography. (A) Peristaltic pump; (B) injection valve; (C) PTFE
microcolumn filled with zirconia spheres; (D) PTFE filter; (E) injection valve; (F) high pressure pump; (G) analytical column; (H)
detector; (I) chart recorder.

A Perkin Elmer 1100B atomic absorption spec-
trophotometer equiped with a Perkin Elmer HGA
400 graphite furnance was used for method vali-
dation purposes.

A Gilson HP4 peristaltic pump, an Omnifit
six-way injection valve, polytetrafluoroethylene
(PTFE) tubes and Omnifit connectors were used
in the flow injection system (Fig. 1). The filtration
unit, inserted in the manifold, consisted of a mi-
crocolumn made of PTFE tube (2.5 cm×5 mm
i.d.) filled with zirconia spheres (1.5 mm diameter)
(Glen Creston). A PTFE filter (J.T. Baker) with a
pore size of 0.45 mm, 5 mm diameter and 1 mm
thickness was fitted at the end of the PTFE tube.

The ion chromatography system consisted of a
PU-980 high pressure pump (Jasco) coupled with
a spectroMonitor 3100 (Milton Roy) and a chart
recorder (Hitachi). The analytical column was a
25 cm×4.6 mm i.d. packed Spherisorb SCX 5 mm
purchased from Symta.

A Microwave Sample Preparation System MSP
1000 (CEM) was used in the mineralization of
compost samples.

2.2. Reagents

Standard working metal solutions were pre-
pared daily by appropriate dilution of 1000 mg
l−1 stock metal solutions (Spectrosol) obtained
from BDH. Sodium hydroxide (Merck), nitric
acid (Carlo Erba), tartaric acid (Merck) and PAR
(Fluka) were also used. All the reagents employed
were analytical-reagent grade.

PAR solution (0.2 mM) was prepared in 1 M
acetic acid and 3 M ammonium hydroxide
medium.

Final solutions were prepared in high purity
water from a Milli-Q water system (Millipore).

2.3. Procedure

2.3.1. On-line precipitation coupled to FAAS
A schematic diagram of the flow injection sys-

tem is shown in Fig. 1. Standard solutions,
aqueous samples and solutions of compost (at the

Fig. 3. Effect of NaOH concentration on analyte response.
Metal concentrations: 50 mg−1; Sample volume: 10 ml.
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Fig. 4. Effect of sample volume on PB on-line precipitation.

Compost samples were prepared for analysis by
microwave digestion. A known amount of accu-
rately weighed compost sample (0.3 g) was dis-
solved in 2.5 ml of nitric acid and after 30 min the
sample was placed in the microwave oven and
heated at 650 W and 40 psi for 5 min, followed by
a second step at 650 W and 85 psi for 30 min. The
sample was cooled and, after addition of 1 ml of
H2O2, treated by microwaving at 650 W and 85
psi for 15 min. After cooling, the solution was
transferred to a volumetric flask and diluted to
100 ml with Milli-Q water.

3. Results and discussion

In this work, all the physical and chemical
variables affecting analyte precipitation and elu-
tion were optimised for each metal by FAAS.
During the study, it was kept in mind of develop-
ing a general on-line precipitation method for the
determination of all metals under study by FAAS
and by ion chromatography.

3.1. Effect of precipitation parameters

Different kinds of filters of different dimensions
and pore sizes were tested in order to allow
quantitative retention of the precipitates formed
as well as to avoid overpressure in the on-line
system. Paper, nylon and PTFE filters with pore
sizes ranging from 0.2 to 0.8 mm were tested.
Paper and nylon filters successful retained the
precipitates, but they were easily destroyed by the
eluting reagent (nitric acid) after only two analy-
sis. However, PTFE filters could be used for more
than 20 analysis without losing their retention
properties. The best performance of the filtration
unit was obtained using a PTFE filter (0.45 mm
pore size and 1 mm thickness) inserted in a PTFE
microcolumn.

When real samples were analysed (see below), a
high amount of precipitate was obtained, which
produced a strong matrix effect in the determina-
tion of the selected metals as well as overpressure
in the system. These drawbacks were remedied by
filling the microcolumn with small zirconia
spheres, since the high surface area available for

pH obtained after microwave treatment) were
pumped into the system and mixed with 0.1 M
NaOH (0.025 M when Cu was analysed) at 1 ml
min−1 in both cases, and the precipitate formed
was retained on the PTFE filter. Then, after a
washing step with 2 ml Milli-Q water, a 70 ml
volume of 1.5 M nitric acid was injected into the
system at 1 ml min−1. The nitric acid dissolved
the collected hydroxides and the metals passed
directly to the nebulizer.

2.3.2. On-line precipitation coupled to ion
chromatography

A schematic diagram of the system precipita-
tion–ion chromatography is shown in Fig. 2.
Once the precipitation process has been carried
out according to the procedure described above,
the redissolved metals passed directly to the loop
(200 ml) of a Rheodyne valve. The valve was
switched to introduce the metals into the chro-
matographic system, where they were separated in
the analytical column with 0.1 M tartaric acid
(pH 2.95) as mobile phase at 1 ml min−1. The
eluent was mixed with a 0.2 mM PAR solution
with the aid of a Y piece. The metal complexes
formed were detected spectrophotometrically at
500 nm.

2.3.3. Sample pretreatment
Water samples were filtered through a 0.47 mm

nylon filter (Whatman) before analysis.
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Fig. 5. Calibration graphs obtained in the determination of Pb
in different water samples by the proposed on-line precipita-
tion method.

The effect of NaOH concentration from 1 mM
to 0.3 M on precipitation efficiency was evaluated.
Fig. 3 shows that for Pb, Ni and Zn the best
sensitivity is reached for NaOH concentrations
higher than 0.1 M as well as for Co and Mn
(curves not shown). However, the Cu calibration
slope decreases at NaOH concentrations higher
than 0.01 M due to redissolution of the precipitate
by the excess NaOH [10]. Mercuric hydroxide was
not formed in the system described and thus Hg
was excluded from the study.

Fig. 4 shows the curves obtained after on-line
precipitation of different standard solution vol-
umes at different Pb concentrations. At concen-
trations below 0.02 mg l−1 it is possible to
preconcentrate up to at least 30 ml of sample
volume without losses of metal, which means that
precipitation efficiency is constant whichever sam-
ple volume is used. At higher concentrations, a
short linear range is observed suggesting that it
may only be possible to preconcentrate up to
:0.8 mg of Pb because at this point preconcentra-
tion may become non-proportional. Similar re-
sults were obtained for the other metals tested.
Thus, it can be concluded that high enrichment
factors are obtainable since no washing effect was
observed for any metal.

3.2. Effect of elution parameters

Nitric acid was chosen as eluting agent due to
its ability to quantitatively dissolve the precipi-

precipitate retention prevented overpressure and
facilitated the redissolution of the precipitates
formed. Microcolumns of different lengths (0.5,
1.5, and 2.5 cm) were tested and the best perfor-
mance was obtained using the longer micro-
column due to the reasons mentioned above.

The effect of sample and precipitation agent
(sodium hydroxide) flow-rates was evaluated
within the range 0.5–1.2 ml min−1. For flow-
rates higher than 1 ml min−1 the signals obtained
were not reproducible due to random overpres-
sure in the system. Flow-rates lower than 1 ml
min−1 allowed quantitative precipitation of all
metals tested so, in order to increase the sampling
frequency, a flow-rate of 1 ml min−1 was chosen
as appropriate.

Table 1
Calibration graphs obtained in the metal determination by on-line precipitation of 10 ml of enriched water samples coupled to
FAAS

River waterbRiver wateraTap waterMilli-Q water

Calibration R2 CalibrationR2 R2 CalibrationCalibration R2

equationc equationcequationc equationc

0.9979 y=0.037+0.0046x 0.9975 –Zn –y=0.012+0.0049x 0.9978 y=0.12+0.0048x
0.9971y=0.008+0.0014x0.9894y=0.002+0.0004x0.9981Ni y=0.003+0008x0.9998y=0.001+0.0017x

y=0.003+0.0020x y=0.008+0.0013x 0.9979 y=0.002+0.0016x 0.9928 – –Cu 0.9971
Pb y=0.007+0.0014x0.9978 0.9978y=0.008+0.0017x0.9936y=0.000+0.0003xy=0.003+0.0022x 0.9979

a Filtration unit without zirconia spheres.
b Filtration unit with zirconia spheres.
c y, Absorbance; x, concentration (mg l−1).
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Table 2
Determination of metals in real samples by on-line precipitation coupled to FAASa and GF AAS

Sample Metal concentration (mg l−1)9SDb

Pb Zn Cu Ni

FAAS GF AAS FAASFAAS GF AASGF AAS FAAS GF AAS

4.090.3 3.890.3Tap water 5.190.4 5.090.3 2591 2691 5.890.5 5.690.2
1.290.3 1.090.4 5.790.6River water 4.790.4 5.090.5 8.090.7 5.990.57.090.4

a Sample volume: 10 ml.
b Average of three independent determinations.

tates studied. The nitric acid concentration range
evaluated was 0.1–4 M. At concentrations above
1.5 M it was possible to dissolve quantitatively the
precipitates evaluated. In order to protect the
filter from high acidity, a 1.5 M nitric acid solu-
tion was used for further experiments.

The injection volume of nitric acid was studied
over the 20 ml–1 ml range. Low elution volumes
did not dissolve completely the precipitate
formed, producing memory effects in the determi-
nation of the different metals. Optimum results
were obtained using 70 ml nitric acid, which pro-
duced very sharp FIA peaks.

The acid flow-rate had a strong effect on the
speed of precipitate dissolution. Acid flow-rates
below 1 ml min−1 dissolved the precipitates
slowly, so the analytical peaks obtained were too
broad. A flow-rate of 1 ml min−1 provided sharp
peaks and avoided any risk of overpressure in the
flow system. Thus, 1 ml min−1 was chosen as
appropriate.

As the preconcentration efficiency remained
constant with increasing sample volume up to 30
ml (lack of washing effect), the enrichment factor
found was 140 for a 10 ml sample volume, al-
though it could have been raised by using larger
sample volumes.

3.3. Analytical performance and applications

3.3.1. On-line precipitation coupled to FAAS
Linear calibration graphs were obtained up to

100 mg l−1 of each metal by preconcentrating 10
ml calibrants with regression coefficients better
than 0.993 in every case. The relative SD for ten

independent determinations of each of the four
metals tested, using a 10 ml sample volume, aver-
aged 4% at the 50 mg l−1 concentration level. The
detection limits, calculated as three times the SD
of the blank, and preconcentrating a 10 ml sample
volume were 0.1, 0.3, 0.5 and 0.5 mg l−1 for Zn,
Cu, Ni and Pb, respectively, although they could
be lower by using a higher sample volume.

The influence of several foreign ions (Al3+,
Cr3+, Cd2+, Sn2+, Fe3+, NO3

−, Cl−, CO3
2− and

EDTA) at several concentration levels, on the
determination of the above mentioned metals by
the proposed method was investigated. Only
EDTA and Fe (III) seriously interfered in the
determination of Pb, the former due to the forma-
tion of a stable complex and the latter due to
competition for the hydroxide ions between both
metals, respectively.

The proposed method was applied to determine
Pb, Zn, Cu and Ni in tap and river water samples.
Quantification was carried out by the standard
additions method. As an example, Fig. 5 shows
the calibration graphs obtained for Pb in Milli-Q,
tap and river water samples, where a strong ma-
trix effect can be observed in river water. How-
ever, when the filtration unit microcolumn is filled
with small zirconia spheres, the matrix effect is
almost completely eliminated, allowing the deter-
mination of Pb in this kind of sample by the
proposed method. Similar results were obtained
for Ni (see Table 1) by comparing the slopes of
the calibration graphs obtained in the different
samples. However, the matrix effect is smaller for
Zn and Cu, so the use of zirconia spheres should
not be necessary in the determination of these
metals in river water.
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Fig. 6. Chromatogram obtained at 500 nm after on-line precipitation coupled to ion chromatography of 10 ml of Milli-Q water
spiked with 10 mg l−1 of each metal. Peak numbers: (1) Cu; (2) Zn; (3) Ni; (4) Co; (5) Mn. Chromatographic conditions: See Section
2.

Table 2 shows the metal concentrations found
in tap and river water samples by the proposed
on-line precipitation method. The results were
compared with those obtained by graphite furnace
atomic absorption spectrophotometry (GF AAS)
and it was found that there were no significant
differences at the 95% confidence level.

3.3.2. On-line preconcentration coupled to ion
chromatography

The metals evaluated in this study were Cu, Zn,
Co, Ni, Mn and Cd, as they can form a filterable
precipitate by reaction with NaOH and a
coloured complex with PAR. The ion chromatog-
raphy method used was adapted from that pro-
posed by Weiss [11]. In the conditions described
in Section 2, Cd did not form an appropriate
precipitate and it was excluded from the study. In
addition, although Pb was easily determined by
FAAS, it could not be determined by ion chro-
matography due to lack of sensitivity. Therefore,
the metals Cu, Zn, Ni, Co and Mn were deter-
mined in one run by the proposed on-line precipi-
tation-ion chromatography method. Fig. 6 shows
the chromatogram obtained after on-line precon-
centration of Milli-Q water spiked with 10 mg l−1

of each metal.
In these conditions, the calibration graphs ob-

tained were linear up to at least 20 mg l−1 of each
metal by preconcentrating 10 ml of sample with
regression coefficients better than 0.988 in every

case. The relative SD for five independent deter-
minations, using 10 ml of sample, averaged 8% at
the 10 mg l−1 concentration level. The detection
limits, calculated by using a signal-to-noise ratio
of 3, were 3, 1, 5, 3, and 3 mg l−1 for Cu, Zn, Ni,
Co and Mn, respectively.

The proposed method was successfully applied
to the determination of the above mentioned
metals in river water (reference material SLRS-3
from National Research Council of Canada) and
compost samples. Table 3 shows the results ob-
tained for Zn, Ni and Mn in the analysis of river
water compared with the certified values, as well
as those obtained for Cu, Zn and Ni in compost
by the proposed method compared with those
obtained by direct FAAS. In both cases, there are
no significant differences at the 95% confidence
level (at the 99% level for Zn and Ni in the
compost analysis).

4. Conclusions

The proposed on-line precipitation of several
metals with sodium hydroxide allows their inde-
pendent determination at trace concentration lev-
els by FAAS without changing the operating FIA
conditions. The proposed method is simple and
rapid, easily carried out in any laboratory and
allows metal determination in environmental sam-
ples at low concentration levels.
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Table 3
Mean value9SDa obtained in the determination of trace metals by on-line precipitation coupled to ion chromatography

River water (mg l−1) Compost (mg g−1)

Certified value Ion chromatographyc Direct FAASIon chromatographyb

489925 432916Zn 0.9390.06 1.0490.09
0.8390.08 6694Ni 1.090.1 7593

–3.990.3 –4.590.5Mn
– 273945Cu – 301928

a Average of three independent determinations.
b Sample volume: 20 ml.
c Sample volume: 1 ml.

As Cu, Zn, Ni, Co and Mn are precipitated
simultaneously, they can be separated after redis-
solution by using ion chromatography and indi-
vidually determined by UV-vis detector after
postcolumn derivatization with PAR.

Both methods were successfully applied and
validated for the determination of the above men-
tioned metals in environmental samples.
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Abstract

The overall efficiency of ion chromatographic procedures allows the possibility of routine separation and detection
of common inorganic and organic anions and cations at low levels in a simultaneous system. A simple and rapid
independent separation, and sensitive simultaneous detection of monovalent common anions and cations were
achieved using 2 mM copper sulfate, (at pH: 5.40), as eluent with low cell-volume potentiometric detectors. This was
established using all-solid state contact, tubular, PVC-matrix membrane anion and cation-selective electrodes in series
as detectors with mixed-bed ion-exchange column in ion chromatography. The developed method is reproducible and
highly selective to monovalent anions and cations, and takes less than 8 min. Under all operation conditions, the
detection limits of the developed method, for potassium, rubidium, cesium, thallium(I), nitrite, nitrate, benzoate and
bromide, were of the order of tens of ppb, for sodium, ammonium, chloroacetate, cyanate and chloride ions, values
were of the order of hundreds of ppb for an injected volume of 20 ml. The method was flexible since most of anions
do not interfere the detection of cations and most of cations do not affect the detection of anions, so that the method
can be applied to many sample types e.g. environmental. The application of the method for river, sea and tap water
samples were illustrated. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Simultaneous determination of anions and cations; Single column ion chromatography; All solid-state contact tubular
membrane ion-selective electrodes; Potentiometric detection

1. Introduction

Ion chromatography developed by Small et al.
[1] has become a routine tool for the sensitive
determination of ion content in many sample
matrices in industry, analytical laboratories, the
clinical environment, etc. Originally, ion chro-

� The methods described in this paper are the subject of
pending patents.
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matography was applied to determine either an-
ions or cations using suppressed conductivity de-
tection. The applicability of only a limited
number of eluents and the expense of suppressor
columns and a limited detection capability have
created interest in other means of detection.

One area of ion chromatography that holds
particular promise for further improvements in
ion determination is the development of alterna-
tive detection methods. The technology of ion
selective electrode (ISE) fabrication at low cost,
design of miniaturized flow-cells to minimize dead
space and carry over sample solutions, low detec-
tion limits and cost, and less selectivity of some of
ISEs have led to increase the use of ISEs as
detectors in ion chromatography [2–4]. Liquid
membrane electrodes are less selective compared
to other counter parts and hence could be more
suited for more general potentiometric detection
of ions in ion chromatography. Schultz and
Mathis [5] first described the use of a commercial
liquid membrane nitrate-selective electrode to de-
termine nitrite, nitrate, and various phthalate iso-
mers by ion chromatography. A platinum wire
electrode coated with PVC, employing a mixture
of neutral carrier ligands, has been used for po-
tentiometric detection of alkali cations and am-
monium [6]. With this type of arrangement,
detection limits varied with the selectivity of each
neutral carrier ligand toward the individual ions,
possibly due to the response of the electrode to
the components present in the eluent exhibiting
poor sensitivity. A PVC tubular membrane elec-
trode has been successfully used for the determi-
nation of Cl−, Br−, NO2

−, and NO3
− in

environmental samples by ion chromatography
[7]. An interesting application of a highly selective
liquid membrane electrode is described by Tro-
janowicz and Meyerhoff [8] who used a wall-jet,
valinomycin, potassium-selective electrode for de-
tection of anions and cations in replacement ion
chromatography. The same authors [9] also deter-
mined anions and cations using flow-through,
wall-jet, polymeric pH electrodes in suppressed
ion chromatography. Isildak and Covington [10]
have demonstrated the use off all solid-state-con-
tact tubular PVC-matrix membrane electrodes as
detectors for the determination of monovalent

Fig. 1. Schematic diagram of the single column ion chromato-
graphic system for the simultaneous determination of monova-
lent anions and cations.

inorganic and organic ions in ion chromatogra-
phy. Recently, Hong et al. [11] have used a neu-
tral carrier-based potentiometric detector in ion
chromatography for simultaneous monitoring of
mono- and divalent cations.

There was a recognition that the routine sepa-
ration and detection of common anions and
cations at low ppb levels in a simultaneous system
is a useful goal for maximizing the overall effi-
ciency of ion chromatographic procedures. There-
fore, another area of ion chromatography that
holds a particular promise for further improve-

Table 1
Single column ion chromatographic parameters of the simulta-
neous determination system

Eluent 0.5×10−3 mol dm−3 copper sulfate,
pH:5.62 and 2×10−3 mol dm−3 cop-
per sulfate, pH:5.40

Flow-rate 0.5 ml min−1 and 0.8 ml min−1

2.0×250 mm Dionex HPIC-CS5Separator column
(mixed-bed)
4.0×50 mm Dionex HPIC-CG5Guard column
(mixed-bed)

Injection volume 20 ml

Detectors

All solid-state contact tubular PVC-Detection for
monovalent an- membrane monovalent anion-selective
ions electrode

Detection for All-solid-state contact tubular PVC-
monovalent membrane monovalent cation-selective

electrodecations
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Fig. 2. Ion chromatographic separation and potentiometric
detection of monovalent anions using the mixed-bed column
with the all solid-state contact PVC-membrane anion-selective
electrode as detector. Eluent: 0.5×10−3 mol dm−3 copper
sulfate, pH: 5.62, flow-rate: 0.5 ml min−1. Injection: 20 ml of
10−4 mol dm−3 standard solution of each anion. (1)
Chloroacetate (2) Chloride (3) Nitrite (4) Benzoate (5) Cyanate
(6) Bromide (7) Nitrate.

metric detection methods. An outstanding method
developed by present author, in which the simulta-
neous determination of fourteen inorganic and
organic anions and cations at sub-ppb levels was
demonstrated by using anion- and cation-exchange
columns in series with two all solid-state contact
tubular liquid membrane electrodes as detectors in
ion chromatography [10]. It is believed that the
efficiency would be improved if the anion- and
cation-exchange columns could subsequently be
modified into a single column by using a mixed-bed
ion-exchange column.

We now describe, a simple and economic, single
column ion chromatographic method which per-
mits a full independent separation and simulta-
neous detection to determine of a group of 13
inorganic and organic common monovalent anions
and cations in about 8 min at sub-ppb levels.

This was achieved by using Dionex-HPIC-CS5
mixed-bed ion-exchange column with a simple
eluent system, and two all solid-state contact,
tubular, PVC-matrix membrane monovalent anion
and cation-selective electrodes as detectors in series
in ion chromatographic system. The method was
successfully applied to river, sea and tap water
samples.

2. Experimental

2.1. Preparation of all solid-state contact tubular
membrane electrodes and flow cells

The construction of all solid-state contact tubu-
lar PVC matrix membrane anion and cation-selec-
tive electrodes without an inner reference solution
was carried out, as described by Alegret et al. [14].
Two identical potentiometric cells were designed to
use for the simultaneous detection of anions and
cations. Each consisted of two perspex holders into
which 3 mm diameter channels were drilled and a
perspex cylinder body containing a cast graphite-
epoxy conductive support into which a central 1.5
mm diameter channel was drilled. The PVC-te-
trahydrofuran (THF) solution comprised the elec-
troactive material and the plasticizer was applied
dropwise to the inside surface, the inner-diameter
of which was thereby reduced to ca. 1.2 mm.

ments in ion determination is the achievement of
simultaneous analysis of common anions and
cations. The main drawback to simultaneous detec-
tion of a large variety of anions and cations is
non-specificity of most detection methods used in
simultaneous determination. Therefore, several ap-
proaches have been envisaged for simultaneous
determination of anions and cations. Potentially,
the most straightforward approach is a single
channel system in which an anion- and a cation-ex-
change column are connected in series with an
eluent that is compatible with both [12,13]. The ion
exchange capacities of the two columns can be
manipulated to give appropriate retention time for
both species, and a suitable detection mode can be
used to perform simultaneous determination by
conductometric, spectrophotometric, and potentio-
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Fig. 3. Ion chromatographic separation and potentiometric detection of monovalent cations using the mixed-bed column with the
all solid-state contact PVC-membrane cation-selective electrode as detector.. Eluent: 0.5×10−3 mol dm−3 copper sulfate, pH: 5.62,
flow-rate: 0.5 ml min−1. Injection: 20 ml of 10−4 mol dm−3 standard solution of each cation. (8) Sodium (9) Ammonium (10)
Potassium (11) Rubidium (12) Cesium (13) Thallium(I).

The sensing membrane consisted of 25 wt.%
PVC, 4 wt.% tetradodecylammonium bromide
(TDAB) for anion selective electrode and dibenzo-
(18-crown-6) (DBC) or dicyclo-(18-crown-6)
(DCC) for cation selective electrode as active lig-
ands, 67 wt.% dibutylphalate (DBP) for anion
selective electrode and dioctylsebacate (DOS) for
cation selective electrode as plasticizers after evap-
oration of THF at room temperature open to air
for 4 h. To reduce the membrane resistivity and
anionic selectivity, in the case of neutral carrier
electroactive materials, the membrane contained 1
wt.% potassium tetraphenylborate (KTPB). The
epoxy resin mixture used to bind the graphite in
preparing the internal conducting support of the
electrode was made from epoxy and hardener in
THF solvent in the proportions of 1+0.5. The

powdered graphite was mixed with epoxy resin in
the proportions of 1+1. Electrical connection
was made by a copper rod inserted into a hole in
the epoxy-graphite conductive support. When not
in use for a long time the all solid-state contact
tubular PVC-matrix electrodes were stored dry
after washing with deionized water. They were
reconditioned by using primary ion solutions be-
fore use. The detector cell consisted of an all
solid-state tubular PVC-matrix anion selective or
cation-selective electrode and a double junction
calomel reference electrode (Russell pH, Auchter-
muchty, Fife, Scotland) with tetramethylammo-
nium chloride in the outer compartment. In case
of simultaneous detection, two ISEs associated
with a double junction calomel reference elec-
trode.
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2.2. Chemicals and procedures

All standard sample solutions of anions and
cations, and eluent were prepared from their ana-
lytical reagent grade chemicals in deionized water,
then diluted to the desired concentrations. Suit-
able compositions of eluents were prepared
freshly before use.

Chemicals for preparation of sensing mem-
branes were from Fluka except DBP which was
from Aldrich.

Calibration plots of the detectors for anions
and cations were obtained by the constant volume
dilution method [15,16]. Speed of response and
selectivity were obtained by testing in a flow-injec-
tion mode.

The normal procedure for the use of ion chro-
matograph was followed with the exception of the
use of a mixed-bed column with two detectors in
series. The solutions were injected, and the detec-
tors and recorder were adjusted appropriately to
provide peaks of useful height for anions and
cations.

Samples of river, sea and tap water collected
from local areas of Samsun district were filtered
over a 0.45 mm membrane filter (Millipore SA
67120 Molshem, France) before use.

During the experiments, 20 ml of samples or of
standard sample solutions were injected into the
chromatographic system by a Rhodyne injection
valve provided with a loop. Identification of spe-
cies of interest was performed by comparing re-
tention times of peaks with those of peaks in
standards. Chloride solutions of cations and
sodium solutions of anions were used in the iden-
tification studies.

2.3. Apparatus

Chromatography was performed using the dual
channel pump and injection valve with 20 ml
sample loop of a Perkin Elmer (Series 3) high
performance liquid chromatography (HPLC).

Separations were made on Dionex-HPIC-CS5
analytical and -CG5 guard mixed-bed columns.
Other components of the system used for the
recording of chromatogram and for the reading of
the potential were as previously described [10].

The instrumental scheme, and the full operating
parameters of the simultaneous determination sys-
tem is given in Fig. 1 and Table 1, respectively.

3. Result and discussion

The selection of an eluent is important to the
success of simultaneous determination of anions
and cations using mixed-bed column and poten-
tiometric detection in ion chromatography.

In ion chromatography employing potentiomet-
ric detector, strength of detector response is based
upon the selectivity of the electrode membrane
between the eluent ion and analyte ion. The
strength of detector response toward an analyte
ion will be much higher if the electrode membrane
selective to analyte ion than that of eluent ion. If
the vice versa is true, there will be no detector
response for analyte ion.

We tested polyvalent anions and cations as
eluent components to separate and detect mono-
valent ions as the all solid-state contact PVC-ma-
trix membrane electrodes as detectors are highly
selective to monovalent anions and cations. Only,
the detection of anions in the simultaneous system
was achieved with Na2SO4, or Na3PO4/Na2HPO4

buffer solutions as eluents. The reason of this
might be the high selectivity of the cation-selective
electrode detector toward the Na+ cation present
in the eluent. Chloride solutions of Cu2+, Mg2+

and Ca2+ were used as eluents and only monova-
lent cations were detected in the simultaneous
system. This can also be attributed to the high
selectivity of the anion-selective electrode detector
toward chloride ion present in the eluent.

It is obviously believed that, for simultaneous
determination, one of each of Cu2+, Mg2+ and
Ca2+ components present in the eluent system is
responsible for the elution of monovalent cations
while the sulfate counterpart has responsibility for
the elution of monovalent anions. Consequently,
by using sulfate solutions of Cu2+, Mg2+ and
Ca2+ as eluents, efficient and rapid separations
with the mixed-bed column, and sensitive detec-
tion with all solid-state contact tubular PVC-ma-
trix anion and cation selective membrane
electrodes for both monovalent anions and
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Fig. 4. Simultaneous detection of anions and cations using the mixed-bed column followed by all solid-state contact PVC-matrix
monovalent anion and cation selective electrodes as detectors in series. Eluent: 0.5×10−3 mol dm−3 copper sulfate, pH: 5.62,
flow-rate: 0.5 ml min−1. Injection: 20 ml of 10−4 mol dm−3 standard solution of each ion. (1) Chloroacetate (2) Chloride (3) Nitrite
(4) Benzoate (5) Cyanate (6) Bromide (7) Nitrate (8) Sodium (9) Ammonium (10) Potassium (11) Rubidium (12) Cesium (13)
Thallium (I).

cations were achieved. It was seen that, Cu2+ ion
present in the eluent was about two times stronger
than of either Mg2+ or Ca2+ ions in the eluent for
the elution of cation when compared, hence, CuSO4

eluent was chosen throughout the study. The high
selectivity of each of all solid-state contact tubular
PVC-matrix membrane electrodes towards mono-
valent ions over CuSO4 eluent ions has also created
responses for both anions and cations at ppb
concentrations in the standard sample solution
injected into the chromatographic system.

Single detection, of monovalent anions by using
the anion-selective electrode detector at the end of
the mixed-bed column, and of monovalent cations
by using the cation-selective electrode detector at
the end of the mixed-bed column with 0.5 mM
CuSO4 (pH: 5.62) as eluent are shown in Figs. 2 and
3 respectively.

The time required, for the determination of
anions is about 8 min, and for the determination
of cations is about 14 min. In present authors
previous study, it was found that anion-exchange
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resin in the Dionex HPIC-AS4A anion-exchange
column exhibited some degree of cation-exchange
capacity. The same anion-exchange resin has been
packed into the mixed-bed column to separate
anions according to Dionex HPIC-CS5 mixed-bed
column instruction notes. Therefore, the long re-
tention time of cations can be attributed to both;
relativly high cation-exchange capacity of the
cation-exchange resin, or the cation-exchange
charecteristics of the anion-exchange resin in the

mixed-bed column. Fig. 4 shows independent sep-
aration and simultaneous detection of 13 inor-
ganic and organic monovalent anions and cations
by using the same eluent with two all solid-state
contact tubular anion and cation-selective mem-
brane electrodes as detectors in series and the
mixed-bed column in a single injection volume ion
chromatography. Anion and cation concentra-
tions in the standard sample solution injected
were adjusted by mixing different anion solutions
of metals of interest at required concentrations.

Shortening of the analysis time is possible by
increasing the eluent ionic strength while main-
taining good resolution in the chromatogram. In
Fig. 5, simultaneous determination of ten com-
mon monovalent anions and cations in about 8
min was achieved by using 2 mM CuSO4 (pH:
5.40) as eluent. The standard sample solution
injected was prepared by mixing required volumes
of sodium solutions of anions of interest and
chloride solutions of cations of interest. Increas-
ing the ionic strength of the eluent, shortens the
retention times of all ions, but does not change
the elution sequence of anions and cations
studied.

The chromatograms demonstrate selectivity,
simplicity, flexibility, the high capability and sen-
sitivity of the method.

3.1. Detection limits and retention times

Table 2 shows the detection limits and retention
times for anions and cations measured in the
simultaneous system. Some organic acids such as
acetate and propionate have resulted almost the
same retention times with Cl-acetate. Although
the detector showed some degree of selectivity for
Cl-acetate over acetate and propionate. However,
in the detection of 10−5 mol dm−3 of Cl-acetate,
interference occurred only by the concentration
level of 1×10−4 mol dm−3 acetate and propi-
onate. Two configurations of all solid-state con-
tact tubular membrane anion and cation-selective
electrode detectors placed immediately after the
end of the mixed-bed column are possible. Either
the anion-selective electrode detector or the
cation-selective detector can be placed first in line.
For any given ion the detection limits and reten-

Fig. 5. Simultaneous detection of anions and cations at rela-
tivly high sodium and chloride levels, using the mixed-bed
column followed by all solid-state contact PVC-matrix mono-
valent anion and cation selective electrodes as detectors in
series. Eluent: 2×10−3 mol dm−3 copper sulfate, pH: 5.40,
flow−rate: 0.8 ml min−1. Injection: 20 ml of 10−4 mol dm−3

standard solution of each ion except sodium and chloride
which were 0.5×10−3 mol dm−3 and 0.6×10−3 mol dm−3

respectively. (2) Chloride (3) Nitrite (4) Benzoate (5) Cyanate
(6) Bromide (7) Nitrate (8) Sodium (9) Ammonium (10) Potas-
sium (11) Rubidium (12) Cesium.
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Table 2
Retention times and simultaneous detection limits of monovalent anions and cations using Dionex HPIC-CS5 mixed-bed column
with the all solid state-contact PVC membrane anion and cation-selective electrodes as detectors in series

Eluent: 2×10−3 mol dm−3 CuSO4,Ion Eluent: 0.5×10−3 mol dm−3

(pH: 5.40) Flow-rate: 0.8 ml min−1CuSO4, (pH: 5.62) Flow-rate: 0.5
ml min−1

Detection limitsRetention timeRetention time (min) Detection limits (ppb)
(ppb)(min)

––3.1 500Cl-acetate
120 2.8Chloride 1303.4

20 3.2Nitrite 4.1 20
3.850 705.3Benzoate
– –Cyanate 5.9 200

154.6206.8Bromide
10 5.2Nitrate 7.8 8

100 3.8Sodium 4.8 100
1005.41006.6Ammonium

6.6 20Potassium 8.0 20
257.4309.4Rubidium

120 –TMAa 9.7 –
30 8.4Cesium 11.2 25

14.4 ––50Thallium(I)

a Tetramethylammonium.

tion times obtained with the two configurations
were essentially the same owing to the short dis-
tance between the detectors in line as 2 cm.

The detection limits for the anions and cations
determined in the simultaneous system using two
all solid-state contact tubular membrane electrode
detectors were estimated from calibration plots

obtained from chromatograms. Under all opera-
tions conditions, the detection limits for nitrite,
benzoate, bromide, nitrate, potassium, rubidium,
cesium and thallium(I), defined as the amount for
a signal to noise ratio of 2 and 20 ml sample
volume, are of the order of tens ppb, for other
ions values are of the order of hundreds of ppb.
In addition these detection limits were obtained

Fig. 6. Response behaviour of the single column ion chro-
matographic system with all solid state-contact PVC mem-
brane anion and cation-selective electrodes as detectors in
series. (100 mV scale is equal to 20 cm)

Table 3
Calibration response equation for chloride, nitrate, sodium,
and potassium in the simultaneous detection systema

Ion Equationb r

Chloride 0.9817E=146.4+27.2 log[C ]
h=29.28+4.92 log[C ]

0.9846E=162.7+27.2 log[C ]Sodium
h=32.54+5.44 log[C ]

Potassium 0.9980E=230.7+37.5 log[C ]
h=46.36+7.75 log[C ]

0.9988Nitrate E=271.2+43.9 log[C ]
h=54.24+8.78 log[C ]

a n=5 and range: 10−4–10−6 mol dm−3 for all ions.
b E, potential (mV); h, peak height (cm); C, concentration of

ion (mol dm−3).
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Table 4
Reproducibility for simultaneous anion and cation determination systema

Peak height per centimeterIon Retention time per minute

X RangeX Range RSD% RSD%

8.1–8.88.4 1.8Nitrate 1.75.2 5.1–5.3
1.0 6.2 6.0–6.5Potassium 1.46.6 6.6–6.7

a n=10, eluent: 2×10−3 mol dm–3 CuSO4 (pH: 5.40), injection: 10−5 mol dm−3 solution of each ion, flow-rate: 0.8 ml min−1.

under normal operation conditions and not any
special care to improve the quality of the
numbers.

The effect of the concentration of CuSO4 eluent
on the retention time of anions and cations was
examined. The relative retention times of the an-
ions and cations in respect to the first eluted anion
and cation were essentially the same. In general,
when the eluent concentration was decreased, a
corresponding increase in the retention times of
anions and cations was observed. The increase in
the retention times was greater for the cations
than the anions. The retention of anions and
cations is controlled by ratios of anion- and
cation-exchange capacity in the column. There-
fore, the reason that might be higher ratio of
cation-exchange capacity in the mixed-bed
column.

3.2. Reproducibility and calibration

Standard solutions of Cl−, Na+, K+ and
NO3

− prepared in the concentration range of
10−4–10−6 were injected into the simultaneous
system and calibration curves, shown in Fig. 6,
were obtained by measuring the peak height (in
cm) versus the logarithmic concentration of each
anion and cation (in molarity). Calibration re-
sponse equations are also given in Table 3. From
the calibration curves and calibration response
equations the response of the electrode detectors
for the anions and cations are logarithmic in the
concentration range studied.

The reproducibility of peak heights for repeated
injections of all anions and cations was generally
better than 2%. As examples the reproducibility of
the simultaneous system obtained after 10 re-
peated injections of nitrate and potassium ion

solutions at concentration level of 10−5 mol
dm−3 is given in Table 4.

In two years time, the sensitivity of most detec-
tors constructed remained almost constant for at
least 7 weeks. Such a constant response obtained
may be due to continuous washing of the elec-
trode membrane by the eluent. When the sample
included species, such as amino acids or long-
chain organic ions which may coat the surface of
the membranes of the electrodes and influence
their sensitivity.

3.3. Applications

The method developed in this study was easily
applied for the simultaneous determination of
monovalent anions and cations in environmental
water samples without any pre-treatment. Samples
were diluted and filtered prior to injection. As
examples the chromatograms of river, sea and tap
water are shown in Fig. 7(a), (b) and (c)
respectively.

The analytical results of river, sea and tap water
samples are listed in Table 5. The peak height
calibration graphs were used for quantitative de-
terminations. In chromatograms in Fig. 7(a) and
(b), the peak numbered as 1 can be a peak of
Cl-acetate in the samples. It was not quantified,
because of interference from the organic acid an-
ions which may be present in the samples. The
three species chloroacetate, acetate and propi-
onate might be determined together, as the acetate
and propionate peaks overlap with chloroacetate
peak. Using the mixed-bed column and the poten-
tiometric detectors, the determination of the all
anions and cations except chloroacetate was not
influenced by any other anion and cation.
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Fig. 7. Simultaneous determination of anions and cations in (a) river; (b) sea; (c) tap water samples by single column ion
chromatography with all solid-state contact PVC-membrane electrodes as detectors in series. Eluent: 2×10−3 mol dm−3 copper
sulfate, pH: 5.40, flow−rate: 0.8 ml min−1, injection: 20 ml of sample solution. The analytical results as in Table 5.

4. Conclusions

The use of all solid-state contact tubular PVC-
matrix anion and cation-selective electrodes as
detectors offers so far the best simultaneous sensi-
tivity toward all monovalent anions and cations
studied when compared with other simultaneous
detection methods.

It is interesting that the method, requires sepa-
rations of anions and cations independently as

there is no interference in the detection for anions
from cations or for cations from anions in the
ranges studied, and is unlike to most of other
simultaneous determination methods in which an-
ions and cations must be separated from each
other during the run makes separation difficult
and time consuming. In the determination no
overlap problem arises when the retention time of
a cation is equal to that of anion, namely no need
to provide better resolution between the cations
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Fig. 7. (Continued)

and anions makes separation easy and less time
consuming.

The selection of an eluent-column-detector
combination is critical to the success of simulta-
neous determination of anions and cations in
ion chromatography. The system developed here
can be generalized as the best suitable combina-
tion for the simultaneous determination of
monovalent anions and cations when compared
to other combinations developed up to now.
The system is simple and cheap, and allows

rapid and sensitive determination of common
monovalent anions and cations in the minute
sample volume injected into the chromato-
graphic system.
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Table 5
Analytical results of monovalent anions and cations in sea, river and tap water samples by the simultaneous determination systema

Tap waterRiver waterIon Sea water

X X tstsX ts

2.9 14.5(2) Chloride 19.5 2.4 2.36.2
––2.5(3) Nitrite \0.010.02 2.3

2.7 –(4) Benzoate \0.01 2.6 \0.005 –
2.0 –(6) Bromide 0.02 2.3 \0.01 –

0.042.6 2.0(7) Nitrate 2.58.2 2.2
4.5 2.1 3.4(8) Sodium 13.4 2.01.8

––2.8(9) Ammonium 0.30.3 2.1
1.2 1.6 0.8 1.5(10) Potassium 8.4 1.6

– –2.4(11) Rubidium 0.60.8 2.3
– –(12) Cesium B0.005 2.4 0.08 2.4

a Values represent, the average (X=mg l−1), standard deviation (ts=%), for n=5 in confidence level of 95%.
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Abstract

Differential Pulse Polarography (DPP) was used for the quantitative determination of the free and adsorbed
(non-entrapped) chlorothiazide (CHT) in the presence of liposomes. It was found that CHT polarographic signal
depends both on the concentration of multilamelar (MLV) liposomes, due to its adsorption on the liposomal surface,
and on their size. Calibration plots of CHT concentration versus current density, at pH 7.4, in the presence of
different liposomes concentrations were constructed. Based on these curves the non-entrapped chlorothiazide was
determined. Results were compared to those obtained from the application of conventional procedure i.e. chromato-
graphic separation of CHT from liposomes followed by UV spectrophotometric determination. Both techniques were
found to be comparable with respect to their accuracy, with a relative error of 0.47%. Determination of the drug using
DPP was faster. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Differential pulse polarography; Chlorothiazide; Liposomes

1. Introduction

When evaluating retention of drugs in lipo-
somes in most cases size exclusion or dialysis
separation of the entrapped liposomal drug is

required followed by spectrophotometric determi-
nation of the non-entrapped portion [1]. An addi-
tional more perplexing reason for applying such
procedure is that a direct spectrophotometric
analysis applicable to two-component mixtures is
usually ruled out since a number of drugs possess
overlapping UV spectra with the lipids commonly
used. Unfortunately, this process is time consum-

* Corresponding author. Tel.: +30-61-997582; Fax: +30-
61-993255; e-mail: cgk@iceht.forth.gr.
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ing and its application is prohibiting for an in-situ
evaluation of drug release kinetics where monitor-
ing of the non-entrapped concentration is needed.
It is apparent that a less cumbersome, fast, reli-
able and accurate technique for measuring the
non-entrapped drug in the presence of liposomes
is needed.

Classical, dropping mercury polarography, has
been used in the past for determining some thi-
azides in tablets at different pH values [2] but the
influence of liposomes and their characteristics,
i.e. concentration and size, on the performance of
the polarographic techniques has not been
studied.

In the present work, differential pulse polarog-
raphy (DPP) was applied for the determination of
the non-entrapped chlorothiazide (CHT), a
derivative of benzothiadiazine used as a diuretic
and/or mild antihypertensive, in the presence of
known concentrations of multilamelar liposomes
(MLV). A new methodology was developed and it
was compared to the conventional procedure. [1].

2. Methods and materials

Chlorothiazide was obtained from Aldrich,
Germany while phosphadicholine PC lipid was
acquired from Lipid Products, Nutfield, UK.
Both chemicals were used as received. All solu-
tions were buffered with Tris buffered saline
(TBS) at pH=7.4. TBS was prepared by dissolv-
ing 8.2 g NaCl (Merck, pro-analysis), 1.21 g Tr-
is[hydroxymethyl]-aminomethane (Sigma, 99.5%)
and 0.2 g NaN3 (Serva) in 1 l triply distilled
water.

Multilammelar liposomes (MLV) were pre-
pared from 5 mmol phospholipid. The lipid (sup-
plied as a solution in CH3Cl:MeOH [2:1]) was
dried by rotary evaporation of the organic solvent
to a thin film on the walls of a 50-ml round-bot-
tomed flask, and any traces of solvent was re-
moved under a stream of nitrogen and by
overnight connection to a vacuum pump. Lipids
were dispersed by vortexing with TBS (pH 7.4).
The liposome preparations were sonicated for 15
min in a Branson bath type sonicator, and al-
lowed to stand at room temperature for 1 h.

The DPP system used consisted of: (a) An EG
& G 303A Static Mercury Electrode with a Ag/
AgCl reference electrode and a Pt counter elec-
trode, (b) An EG & G 264A Polarographic
Analyzer, (c) a personal computer interfaced with
the polarographic analyzer through an SMM
PCL-818-H data acquisition card, (d) A Julabo
MV-F-25 thermostat which was set at 37°C and
(e) A 99.999% Ar gas for solution deaeration.
Before each experiment a 3 min gentle deaeration
was applied.

Liposome size was measured by PCS, using the
Mastersizer of the Malvern Instruments.

Pharmacia gel chromatographic system was
used for the separation of the liposomal from the
non-entrapped drug.

A Shimadzu single beam UV-Vis spectrophoto-
meter was used for the quantitative analysis of the
separated non-liposomal chlorothiazide.

3. Results and discussion

3.1. DPP calibration cur6e for CHT

Chlorothiazide is hydrolyzed to yield 4-amino-6
chloro-m-benzene disulfonamide to a small extent
(− log k=3.7 for 87.5°C at pH 7.4 [3]), and thus
the possibility of hydrolysis affecting the DPP
peak was examined. A solution of CHT buffered
at 7.4 at 37°C was prepared and the peak current
intensity was measured at −1.6 V versus external
Ag/AgCl at 1 h intervals for 10 h; no change was
observed.

The calibration curve for the concentration of
CHT versus the current density was constructed.
As it was expected a linear relation between the
peak height of the DPP peak and its concentra-
tion was observed. The linear fit equation, forced
through 0, was:

j=0.157 XCHT (1)

where j is the current density in mA cm−2 and
XCHT is the CHT concentration in ppm (mg l−1).
Correlation coefficient was 0.9998, data points
were 8, while the standard deviation for the slope
was 6.6×10−4. The detection limit defined as 6 s
b−1 [4],where b is the slope and s the standard
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Table 1
Cumulative results for the calibration curves of the current densities against the CHT concentration in ppm in the presence of 3.5
mm MLV liposomes

Liposomal Concentration/mg ml−1 n SD slopeCalibration linea r

5 0.9995j=0.143 XCHT (2) 1.5×10−34

2 5j=0.149 XCHT (3) 0.9999 6.2×10−4

0.9998 7.6×10−41 5j=0.154 XCHT (4)

0.5 4j=0.155 XCHT (5) 0.9996 9.4×10−4

a j, current density/mA cm−2; XCHT, CHT concentration/ppm; r, correlation co-efficient; SD, standard deviation; n, data points.

deviation of n blank measurements, was calcu-
lated to be 0.04 ppm.

3.2. Effect of liposomal concentration

When liposomes were added to chrolothiazide
solutions a DPP signal reduction was observed.
This phenomenon was attributed to adsorbed
drug on the external surface of the liposomes.
Specific adsorption of liposomes on the mercury
electrode surface could have been also the cause
for the observed signal reduction but this possibil-
ity was ruled out since it was found that current
intensity depends also on: (a) on liposome size
(Section 3.3) and (b) drug lipophility. For exam-
ple in the case of diazepam, log P=2.86, an
almost 50% signal depression was recorded for 3.5
mm diameter 1 mg ml−1 liposomes [5] as opposed
to �2% reduction for identical CHT solution,
log P= −0.27, which was calculated using Eq.
(1) and Eq. (4) (Table 1). P is defined as the
partition co-efficient of a compound between n-
octanol and the aqueous phase i.e. P=Cn-octanol/
Caq, where Cn-octanol is the concentration in
n-octanol and Caq is the concentration in the
aqueous phase.

To obviate this drawback a set of calibration
plots were constructed. TBS buffered solutions
with 4, 2, 1 and 0.5 mg ml−1 empty MLV lipo-
somes, 3.5 mm diameter, and 35, 70, 150, 200, 250
ppm CHT were prepared. The current densities of
the DPP peaks were recorded and by plotting

them against the CHT concentration, in ppm,
linear relations were observed. The respected
equations and their statistics can be seen in Table
1. It is also interesting to note that by re-plotting
the current densities versus the liposomal concen-
tration, in mg ml−1, linear equations, tabulated in
Table 2, were also obtained.

Usage of information in Tables 1 and 2 per-
mits non-entrapped chlorothiazide determination
of solutions, consisting of the free and the ad-
sorbed drug, with 3.5 mm diameter liposomes as
follows: The lipid concentration, in mg ml−1,
which was used in the liposome preparation, is
entered into the equations of Table 2 and the
expected current intensities are calculated. The
determined current intensities are then plotted
against the chlorothiazide concentration, in
ppm, and a linear equation resembling those of
Table 1 is obtained. The DPP current density
due to CHT is then introduced to the new equa-
tion and the unknown CHT concentration is de-
termined. An example of this procedure is
described in Section 3.4.

3.3. Effect of liposome size

A dependence of the DPP current intensities on
the liposome size was observed. Solutions having
empty liposomes with mean diameters of 3.5 mm,
w=0.96; 5.6 mm, w=2; 7.1 mm, w=2.2; 9.2 mm,
w=2.3; 10.2 mm, w=2.5; were prepared from
identical lipid films by varying the sonication
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Table 2
Linear equations reflecting the influence of the concentration of 3.5 mm liposomes on the current density of the CHT DPP peak

n SD interceptrCalibration linea SD slopeCHT Concentration/ppm

0.999 2.2×10−3 5.2×10−3j=39.1−0.68 Xlip (6) 250 4

4 0.999j=31.3−0.84 Xlip (7) 3.8×10−3200 1.6×10−3

150 1.3×10−2 3.0×10−24j=23.6−0.73 Xlip (8) 0.990

4 0.991j=11.1−0.40 Xlip (9) 3.9×10−3 9.0×10−370

a j, current density/mA cm−2; Xlip, Lipid concentration/mg ml−1; r, correlation co-efficient; SD, standard deviation; n, data points.

time. The w is the span of the size distribution and
is define as w={d(90)−d(10)}/d(50) where
d(90), d(10), d(50), represent the size of the parti-
cles below of which are the 90, 10 and 50% of all
liposomes, respectively. The liposome concentra-
tion in all cases was 1 mg ml−1 while the amount
of the chlorothiazide added was 150 ppm. A
linear relationship appears to exist between the
DPP current density and the liposome size:

j=23.4−0.29 S (10)

where j is the current density in mA cm−2 and S
is the size of the liposomes in mm. Correlation
co-efficient was 0.986, data points were 5, while
the standard deviations for the slope and the
intercept were 4.6×10−2 and 3.5×10−1 respec-
tively. The rather poor correlation co-efficient and
the large standard deviations reflect the liposomes
size distribution, w. Nevertheless, Eq. (10) appears
to be valid since for no liposomes (S=0) j equals
23.4 mA cm−2 which in turn, by using Eq. (1),
yields a CHT concentration of 150.9 ppm, a rela-
tive error of 0.6%. Larger liposomal size yields
lower current densities which translates to higher
chlorothiazide adsorption percentages.

3.4. DPP 6ersus classical method

The analytical methodology which was de-
scribed in Section 3.2 was compared with the
technique currently used [1]. A TBS buffered
solution with 3 mg ml−1 MLV PC liposomes with

3.5 mm in diameter was prepared and 212 ppm
chlorothiazide was added. Using DPP the current
density of the solution was determined as the
average of five measurements and found to be
31.190.15 mAcm−2. According to the methodo-
logy described in Section 3.2 the liposome
concentration, 3 mg ml−1, was entered into the
equations of Table 2 and the j values for 250, 200,
150 and 70 ppm CHT were determined. By plot-
ting the current densities against the respected
CHT concentrations in the presence of 3 mg ml−1

3.5 mm liposomes the following linear relationship
was obtained:

j=0.146 XCHT (11)

Correlation co-efficient was 0.9995, data points
were 4, while the standard deviation for the slope
was 1.5×10−3. Entering into Eq. (11) the current
density of the under consideration solution the
concentration of the added CHT was determined
to be 21392 ppm, a relative error of 0.47%.

A 1 ml sample of the same solution was then
introduced to a size exclusion chromatography
column, Sephadex G-50 (35×1 cm) equilibrated
with TBS, where liposomes were separated from
free drug. Liposomes were eluted in the column
void volume and chlorothiazde in the bed volume.
Please note that the adsorption problem was
effectively eliminated through the large dilution
taking place during the separation processes thus
the concentration of free CHT coincides with the
concentration of the non-entrapped drug. All the
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non-liposomic segments with the chlorothiazide
were added and the CHT concentration, taking
into account the dilution factor and using a UV
calibration line based on the Beer’s law, was
found to be 21190.5 ppm, a relative error of
0.47%.

The two methodologies were equally accurate
but the precision of the classical procedure was
better. The proposed method was less time con-
suming since no separation of the drug was
needed and eventually can be used for in-situ
measurements of drug release rates from lipo-
somes. With respect to the classical methodology,
the disadvantage was the need for more calibra-
tions lines instead of the one required for the
spectrophotometric determination.

4. Conclusions

DPP was used successfully for the fast and
accurate and non-destructive determination of
chlorothiazide in the presence of known concen-
tration of PC MLV liposomes. Calibration curves,
incorporating DPP peak current density, liposo-
mal concentration, and CHT concentration, were
constructed using liposomes with a diameter of
3.5 mm. On the basis of these plots the non-en-

trapped CHT concentration, at pH 7.4, was deter-
mined. The proposed procedure was found to be
equally reliable as the conventional analytical
method currently in use and exhibits the following
advantages: (a) it is faster (b) requires only one
system i.e. polarograph as opposed to the two
techniques needed for the conventional method
i.e. chromatograph and UV spectrometer (c) is
less cumbersome and (d) can be used for monitor-
ing of drug release from liposomes.
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Book review

Handbook of Chemometrics and Qualimetrics: Part
A. D.L. Massart, B.G.M. Vandeginste, L.M.C.
Buydens, S. De Jong, P.J. Lewi and J. Smeyers-Ver-
beke, Elsevier, Amsterdam, 1997. xvii+867 pp.
US$ 293.25. ISBN 0-444-89724-0.

A handbook needs to be as comprehensive and
all embracing as possible to warrant such a descrip-
tion. It also needs to be as self-contained as possible
with lots of examples and extensive and relevant
reference lists. Above all, it has to be biased
towards practical applications. Thus a handbook of
chemometrics and qualimetrics is a tall order since
it needs a full background in statistical theory and
the relevant mathematics as well as covering an
extensive variety of applications in the world of
design and analysis of chemical experiments.

At 848 pages plus index, this book is undoubt-
edly comprehensive, covering basic statistics, hy-
pothesis testing, the analysis of variance, quality
control, regression (both linear and non-linear),
non-parametric (robust) statistics, principal com-
ponent analysis, information theory, and experi-
mental designs. In addition there are chapters that
introduce and explain some necessary mathematics
that may not always be familiar to chemists includ-
ing vector analysis and optimisation theory. Indeed
there is so much material covered, that a second
volume is necessary that promises a more advanced
treatment with emphasis on multivariate systems.

How useful is it? A single experimenter cannot
fully judge because of the scope of the book, but
at the time of this review I was involved in the use
of non-parametric statistics for matching X-ray
powder diffraction patterns. Chapters 5 and 12

discussed much of what was needed: the Spearman
rank correlation coefficient, the Mann–Whitney
test and the Kolgomorov–Smirnov test, but no
Kendal t (perhaps that is in Part B). The examples
of how these methods are used were clear. This is
true of the whole book: the references are extensive
and useful, the diagrams and text are always clear,
and every technique has at least one example of
chemical relevance that is explained in detail. At the
end of each section the experimenter should be able
to carry out the test or procedure for themselves
and hopefully adapt it to their needs.

It is up to date as well. For example, the section
on optimisation theory has a comprehensive de-
scription of genetic algorithms as efficient search
mechanisms in multi-dimensional, non-linear
spaces with an example involving the sums of
exponentials in which the arguments are polynomi-
als. Occasionally I felt that there was an insufficient
description of when a given test could be used and
when it may break down. Does it, for example,
assume that the variables are normally distributed?
What happens if the sample is very small? A feature
that I would also like to see added is a critical list
of web sites. There is a lot of good (and poor)
statistical software available free on the Internet
and it is useful to say where this can be found.
Statistics computer packages too could be men-
tioned. It all adds to the practical value of a
handbook.

However, it is altogether very well done, and is
indeed a handbook that will useful in any indus-
trial or academic laboratory where quantitative
procedures are involved. But the price: get your
library to buy it!

C.J. Gilmore

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Book review

Preparative Chromatography Techniques—Appli-
cations in Natural Product Isolation. K.
Hostettmann, A. Marston and M. Hostettmann,
Springer, Berlin, 1998. xi+244 pp. US$ 129.00.
ISBN 3-540-62459-7.

Due to the importance of bioactive compounds
from natural sources, there have been tremendous
advances in the different chromatographic instru-
ments and numerous new applications since the
first edition of this book in 1986. The objective of
this book (second edition), is, on the same bases
as the first edition, to provide an update for
techniques and protocols in the preparative sepa-
ration of natural products. The book is successful
in achieving this goal. With the emphasis on
applications, the authors not only present con-
crete examples of preparative separations but also
provide readers with the means of selecting an
approach for their separation problem. Overall,
this book will be of significant interest to natural
product chemists, biochemists and newcomers to
the field.

The book is organized into 11 chapters that
cover a set of topics from sample preparation to
separation strategy and combination of methods.
Chapter 1 is a very brief introduction which de-

scribes the link between chromatography and nat-
ural products, and the history of method
development. Chapter 2 describes the important
area of sample preparation, and gives practical
methods for pre-treatment of a sample prior to
chromatography. Chapters 3 to 7 cover the liq-
uid–solid and all-liquid chromatographic proce-
dures with emphasis on techniques which involve
the application of pressure, separation of prob-
lematic labile compounds and the advantages of
the various methodologies. Subsequently, chap-
ters 8 and 9 illustrate the isolation of macro-
molecules and chiral molecules which are, in most
cases, difficult to separate. Chapter 10 discusses
the strategy when designing separation protocols
for complex mixtures. The final chapter provides
a useful subject index for readers.

While a vast amount of literature is available
about natural products isolation and identifica-
tion due to the increasing interests in this field,
books that deal practically with preparative sepa-
ration of natural products are very few. This book
obviously makes a significant effort to fill this
gap. Most readers will find this book very useful
in their bench work.

L.X. Liu

.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Basic Gas Chromatography. H.M. McNair and
J.M. Miller, Wiley, Chichester, 1997. xii+200 pp.
Softback, £24.95. ISBN 0-471-17261-8.

This is a book in the Techniques in Analytical
Chemistry Series. This series of books addresses
current techniques widely used in analytical labo-
ratories. Few would deny that gas chromatogra-
phy (GC) is one such technique.

This is an excellent, concise, easily understand-
able, well-written, well-presented and well-illus-
trated, small text-book (200 pages long) which
covers the basic principles and techniques of mod-
ern GC. It provides a rapid, easily assimilated,
not too theoretical, basic textbook for undergrad-
uate students or those wishing to rapidly acquire
the basics of the technique to understand or do
some practical GC work. Wherever appropriate
theory and practice are intermeshed—this aids
the learning process. The book, as one would
expect, covers basic theory, instrumentation,
columns (packed and capillary), detectors and the

principles of qualitative and quantitative analysis.
Except for the chapter which gives an overview of
the instrumentation, every chapter is adequately
referenced to allow further reading for those who
wish to expand their knowledge on particular
aspects. Particular mention is made of specialities
such as GC–MS, chiral separation, sample prepa-
ration and derivatives. At the end there is an
excellent chapter (seven pages) on trouble-shoot-
ing—this could be a big time saver for a beginner
and experienced analyst alike! Another important
source of information is the nine appendices
which cover a variety of useful facts such as a list
of symbols and acronyms, guidelines for selecting
capillary columns, how to avoid problems in GC,
a short list of recent books (latest published in
1996) and recent, general literature.

A unique little book which presents the basics
of GC and much more.

R.R. Moody

.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Capillary Electrophoresis in the Life Sciences.
A.M. Krstulovic (editor), Elsevier, Amsterdam,
1997. 293 pp. Dƒ 216.25. ISBN 0-444-82868-0.

This book represents a collection of review
articles (5), research papers (12) and short com-
munications (7) reprinted from the Journal of
Chromatography B, Volume 697. There can be
little doubt that capillary electrophoresis (CE) is
being used increasingly as a means of analysis for
biological molecules and smaller molecules, in-
cluding drugs, in complex matrices because of its
speed, efficiency and the small sample volume.
The rapidity of the expansion of CE applications
in this field is epitomised by the contents of this
book which include substantive contributions
from some of the world’s leading experts from
Japan, USA, Canada and Europe.

The reviews cover analytical applications in
clinical chemistry, pharmacokinetics, recombinant

protein purity, gene defects and the quality of
dairy products. The papers and short communica-
tions give more specific illustrative examples of
the applications of CE in the life sciences. In
particular, they collectively highlight the current
methods employed to overcome sensitivity-detec-
tion problems.

As expected from peer reviewed work the qual-
ity of the contents is of a uniformly high standard
throughout and as an aid to the reader an author
and compound index is included at the end of the
book.

For those with limited library facilities this
hard-backed edition is well worth having as a
quality reference source to current methodology,
problems and the future potential of CE in the
biological and medical fields.

R.R. Moody

.
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Abstract

A continuous monitoring system for cyanide with a galvanic hydrogen cyanide sensor and an aeration pump for
purging was developed. Hydrogen cyanide evolved from cyanide solution using a purging pump was measured with
the hydrogen cyanide sensor. The system showed good performance in terms of stability and selectivity. A linear
calibration curve was obtained in the concentrating range from 0 to 15 mg dm3 of cyanide ion with a slope of −0.24
mA mg−1 dm−3. The lower detection limit was 0.1 mg dm−3. The 90% response time of the sensor system was within
3.5 min for a 0.5 mg dm−3 cyanide solution, when the flow rate of the purging air was 1 dm3 min−1. The system
maintained the initial performance for 6 months in the field test. The developed galvanic sensor system was not
subject to interference from sulfide and residual chlorine, compared with a potentiometric sensor system developed
previously. The analytical results obtained by the present system were in good agreement with those obtained by the
pyridine pyrazolone method. The correlation factor and regression line between both methods were 0.979 and
Y=2.30×10−4+1.12X, respectively. This system was successfully applied for a continuous monitoring of cyanide
ion in waste water. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Galvanic cell; Chemical sensor; Cyanide; Continuous monitoring; Gas phase; Industrial waste water

1. Introduction

Cyanide is one of the most toxic compounds
but it has been used widely in industrial fields
such as hydrometalogy and metal plating due to
its excellent chemical properties. Cyanide concen-

* Corresponding author. Tel.: +81-944-53-8876; e-mail: as-
ano@ariake-nct.ac.jp.
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tration in industrial waste water had been regu-
lated strictly to be 1 mg dm−3 in Japan [1,2]
because the leakage of cyanide causes serious
damage to the ecosystem. A potentiometric
cyanide ion selective electrode has been widely
used as a continuous cyanide-monitor to control
cyanide in industrial waste water. However, the
method needs several procedures such as sam-
pling, adjustments of pH and ionic strength of the
samples prior to determine. Therefore a simple
and more inexpensive monitoring system for
cyanide is needed to replace the system with the
conventional ion selective electrode [3–5]. Ab-
sorption spectrometry based on the Knöig reac-
tion such as the pyridine pyrazolone method has
also been used to determine cyanide. However
this method needs several procedures and is time-
consuming [6–8].

Recently, rapid and simple analytical methods
for cyanide using ion chromatography [9,10] and
flow injection analysis [11,12] have been reported.
However, both methods may have some difficulty
in application as a continuous, maintenance-free
monitor because a sampling pump, a separation
column and pretreatment of the samples are
needed and the running costs seem to be high for
continuous monitoring. Leakage of cyanide into
the environment is accidental, therefore a continu-
ous cyanide-monitoring system with the charac-
teristics of simplicity, selectivity, reliability, low
cost and long-stability in the field is desirable
presently.

We have developed a system for monitoring
cyanide by combining a potentiometric gas sensor
for hydrogen cyanide with an air-bubbling flow
system [13,14]. Though the developed system is
simple and of low-cost and is of commercial use,
it is subject to interference from concentrated
residual chlorine and traces of sulfide which coex-
ist in the sample solution. These interferences may
be due to the fact that the sensing element of the
system consists of Ag2S which shows a response
to residual chlorine and sulfide [14].

In this work we have developed a galvanic
hydrogen cyanide sensor system in order to im-
prove the interference from residual chlorine and
sulfide. The monitoring system consists of an air
pump, a purge tube, a galvanic hydrogen cyanide

sensor and an ammeter. The performance of the
sensor system and its application to waste water
monitoring are described.

2. Experimental

2.1. Apparatus

The output-current of the galvanic hydrogen
cyanide sensor was measured by an electrometer
(model 612, Keithley Instruments). The signals
from the electrometer were fed to a recorder
(model LR4110, Yokogawa Denki). An aeration
pump (model NS-SUN, Nissei) was used for air-
purging. A silver ion-selective electrode (model
7084L, DKK) and a double junction type refer-
ence electrode (model 4083, DKK) were used to
standardize the cyanide stock solution by
argentometry.

2.2. Reagents

All reagents used were of analytical grade.
Deionized water (Milli-Q water) was used
throughout the experiment. A stock solution of
1000 mg dm−3 cyanide solution was prepared by
dissolving 1.252 g potassium cyanide in 0.5 dm3 of
a 0.1 mg dm−3 NaOH solution. This solution was
standardized by argentometry before use. A 0.25
mol dm−3 phosphate buffer solution was pre-
pared by dissolving 34.0 g KH2PO4 and 35.5 g
Na2HPO4 in 1 dm deionized water.

2.3. Gal6anic hydrogen cyanide sensor

The structure of the galvanic hydrogen cyanide
sensor is shown in Fig. 1. An inner electrode,
which consists of a silver working electrode and a
silver counter electrode, was fabricated. The silver
working electrode (2mm diameter, plate) was
fixed at the end of the inner body and a silver wire
(0.4 mm diameter, 350 mm long) was reeled
around the inner body. The inner electrode was
inserted into a sensor body (26 mm outer diame-
ter, 65 mm long). The sensor body has a compart-
ment for an internal filling solution. A
gas-permeable polytetrafuluoroethylene (PTFE)
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membrane was fixed at the end of the sensor
body by an O-ring. The pore size and porosity
of the membrane were 0.22 mm and 65%, respec-
tively. An internal filling solution (4 cm3), which
was a mixture of 4.6 mg dm−3 silver nitrate and
0.02 mg dm−3 nitric acid in 70% ethylene glycol
to prevent evaporation of the inner solution, was
filled into the inner compartment of the sensor
body. The thickness of the internal filling solu-
tion layer between the working electrode and the
PTFE membrane was less than 0.1 mm.

Because the sensor was a galvanic cell, any
potential between the working and the counter
electrode was not applied.

2.4. Principle of determination of cyanide
concentration by the hydrogen cyanide sensor

In an aqueous sample solution containing
cyanide, the following equilibrium is established
between the hydrogen ion, cyanide ion and hy-
drogen cyanide;

H+ +CN− =HCN (1)

The formation constant of hydrogen cyanide is
expressed as follows:

[HCN]/[H+ ] [CN−]=1/Ka (2)

where Ka is the acid dissociation constant and is
reported as 10−9.24. From Eq. (2), using the pH
of the solution, the concentration ratio of HCN
and CN− is expressed as follows:

[HCN]/[CN−]=109.24−pH (3)

In the neutral pH region (pH 6.86), most of
cyanide exists in the form of hydrogen cyanide
judging from Eq. (3). When air is bubbled into
the sample solution at the flow rate of more
than 1 dm3 min−1, hydrogen cyanide is evolved
into a gaseous phase immediately. When the gas
phase is transported to the hydrogen cyanide
sensor, the hydrogen cyanide permeates through
the PTFE membrane of the sensor and is dis-
solved in the internal filling solution. The hydro-
gen cyanide is oxidized according to Eq. (4) at
the surface of the working electrode sponta-
neously, while the silver ion internal filling is
reduced to silver according to the Eq. (5) [15] at
the counter electrode. Thus the current gener-
ated is measured by the ammeter.

Ag+2HCN�Ag(CN)2− +2H+ +e− (4)

Ag+ +e−�Ag (5)

Since the current changes are proportional to
the hydrogen cyanide concentration in aqueous
phase, and the hydrogen concentration is related
to the cyanide in aqueous solution by Henry’s
law, the cyanide concentration in the sample so-
lution can be determined by measuring the cur-
rent from the hydrogen cyanide sensor.

Fig. 1. Structure of the galvanic hydrogen cyanide sensor. 1,
Terminal; 2, inner solution (4.6×10−1 M Ag+/0.2 M HNO3

in70% ethylene glycol); 3, inner body; 4, lead wire from
counter electrode; 5, membrane for pressure balance; 6, coun-
ter electrode (f 4 Ag wire 350 mm); 7, O-ring; 8, gas perme-
able membrane; 9, membrane support; 10, working electrode
(f 2 Ag plate); 11, lead wire from working electrode; 12,
sensor body.
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Fig. 2. Continuous monitoring system for cyanide with a
galvanic hydrogen cyanide sensor.

cyanide-monitor is shown in Fig. 2. Air was bub-
bled through the Teflon tube (3 mm i.d.) at 70
mm from the surface of the sample solution by
the aeration pump. The hydrogen cyanide evolved
from the solution was transported to the sensor
by air through the polypropylene tube (27 mm
i.d., 1.0 m long) immersed in the sample solution
at depth of 15 cm. The evolved hydrogen cyanide
was detected by the sensor located at the top of
the polypropylene tube. Therefore, the sensor sig-
nals was reproducible since the surface of the
sensor was always kept clean. The current from
the sensor was measured by the ammeter and its
signals were fed to a recorder. The hydrogen
cyanide and air were evacuated through a hole
which was bored at 80 mm from the top of the
polypropylene tube.

3. Results and discussion

3.1. Performance of the hydrogen cyanide sensor

3.1.1. Calibration cur6e
The calibration curve of the hydrogen cyanide

sensor, which was obtained for the cyanide solu-
tions (pH 6.86) at 25°C in the closed vessel is
shown in Fig. 3. The linear calibration curve was
obtained in the range 0–15 mg dm−3 cyanide
concentration. The slope of the calibration curve
was −0.24 mA mg−1 dm−3. The lower detection
limit of the sensor was 0.1 mg dm−3 cyanide.

2.5. E6aluation of the performance of the gal6anic
hydrogen cyanide sensor

The performance of the sensor in the gaseous
phase was evaluated in a 1 dm3 brown colored
closed vessel containing 0.1 dm3 cyanide solutions
of different concentrations at pH 6.86 adjusted by
phosphate buffer. The sensor was suspended in
the aqueous phase of the vessel containing the
cyanide solution (pH 6.86) and then the sensor
was inserted into the gas phase of the closed
sample solution. The temperature of the solution
was kept constant. The current from the sensor
was measured after gas–liquid equilibrium was
attained. The accuracy of the results from the
sensor was evaluated by measuring the hydrogen
cyanide gas in the gas phase after absorbing hy-
drogen cyanide gas in a 0.1 mol dm−3 NaOH
solution and by argentometric titration of the
absorbed solution.

2.6. Construction of the continuous monitoring
system for cyanide

The schematic diagram of the continuous Fig. 3. Typical calibration curve for cyanide.
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Fig. 4. Response time of the galvanic hydrogen cyanide sensor
(0.1 mg dm−3 cyanide, pH 6.68).

usually contains residual chlorine. Therefore the
cyanide monitor should have good selectivity for
cyanide against residual chlorine. Although the
present hydrogen cyanide sensor was immersed in
the brown colored closed vessel containing 100
dm3 of 500 mg dm−3 hypochlorite solution for 30
min to examine the interference from residual
chlorine, the current from the sensor was not
changed. Even after immersing the sensor for 30
min. in the hypochlorite solution, the sensitivity
to cyanide remained at the same level as the initial
sensitivity of −0.24 mA mg−1 dm−3.

In addition, when the sensor was exposed to 1
ppm Cl2 gas for 5 min it did not show any
response to the Cl2 gas. However, the potentio-
metric hydrogen cyanide sensor showed 65% er-
rors for measurement of 1 and 10 mg dm−3

cyanide when exposed to the same Cl2 gas. From
these experiments the present galvanic sensor was
confirmed to be applicable to the aqueous phase
containing residual chlorine and the gaseous
phase containing chlorine.

On the other hand, the sensor was subjected to
interference from sulfide as shown in Fig. 5. The
current from the sensor for 0.1, 1 and 10 mg dm3

sulfide solutions corresponded to the one for 1.41,
15.8 and 65.6 mg dm−3 cyanide solution, respec-
tively. Sulfide exists as dissolved hydrogen sulfide

3.1.2. Response time
Fig. 4 shows the typical response curve of the

0.1 mg dm−3 cyanide solution. The 90% response
times for 0.1, 0.5, 3 and 10 mg dm−3 cyanide
solutions were 282, 208, 91 and 47 s, respectively.
The 50% response times for 0.1, 0.5, 3 and 10 mg
dm−3 cyanide solutions were 80, 98, 24 and 13 s,
respectively. The fast response time is characteris-
tic of the present sensor even for a sample solu-
tion of low cyanide concentration.

3.1.3. Reproducibility and stability
The reproducibility and the long-term stability

of the sensor are important for continuous moni-
toring in the field. The reproducibilities for 0.1, 1,
3 and 10 mg dm−3 cyanide solutions were 1.0,
4.3, 8.4 and 7.8%, respectively. The variation of
the current from the sensor for the 0.5 mg dm−3

cyanide solution over a period for 6 months was
within 920% reproducibility. These results indi-
cate that the good reproducibility and long-term
stability of the present sensor meet the require-
ment continuous monitoring.

3.1.4. Effect of interferences
Because the waste water containing cyanide is

generally treated with hypochlorite for decompo-
sition of cyanide, the waste water after treatment Fig. 5. Effect of hydrosulfide: �, cyanide; �, hydrosulfide.
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Fig. 6. Comparison of the effect of sulfide between the gal-
vanic and the potentiometric sensors.

tiometric hydrogen cyanide sensor reported pre-
viously.

3.1.5. Effect of temperature
The effect of temperature on the sensor re-

sponse is shown in Fig. 7. The sensitivity and
the slope of the calibration curve increased with
increasing temperature. The increasing sensitivity
of the sensor with temperature may be due to
the fact that the concentration of hydrogen
cyanide in the gas phase increases with increas-
ing temperature of the aqueous phase. This indi-
cates that the sensor response is subject to
temperature variation of the sample solution. In
order to reduce the effect of temperature a tem-
perature compensation circuit was combined in
the system..

3.2. Performance of the continuous monitoring
system for cyanide

3.2.1. Response time
The performance of the continuous monitoring

system for cyanide as shown in Fig. 2 was evalu-
ated with respect to response time by aeration
through the cyanide standard solutions instead of
the sample solutions. The 90% response times of
the system to 0.5 mg dm−3 was 3.5 min. The
longer response time of the system compared to
the hydrogen sensor itself may be due to the fact

Fig. 7. Effect of temperature on the sensor signals.

in the solution at near neutral pH. The sensor
signals to a 1 mg dm−3 cyanide solution and a
1 mg dm−3 sulfide solution correspond to 2
ppm HCN and 8 ppm H2S, respectively. How-
ever, the effect of sulfide on the signal of the
present sensor was not so large compared with
that of the potentiometric hydrogen cyanide sen-
sor, as shown in Fig. 6 which indicates that
sulfide is insoluble in the inner solution because
the inner solution of the present sensor is acidic
while that of the potentiometric sensor is alka-
line. Accordingly, the reactivity of the present
sensor to sulfide is very low and, as a result, the
present galvanic hydrogen cyanide sensor is
more selective for sulfide compared to the poten-
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Fig. 8. Correlation between the present method and the con-
ventional method. The samples are waste water from a plating
factory.

such as waste water.
3.2.3. Stability of the sensor system in the field

The long term stability of the present system
was tested by setting the system in the waste
water from a plating factory and the results are
shown in Fig. 9. The system was periodically
checked with a standard solution of 0.5 mg
dm−3 cyanide during the period of the test. The
variation for 6 months was within 920%. The
initial performance of the cyanide monitor re-
mained constant for 6 months.

4. Conclusion

We have developed a galvanic hydrogen
cyanide sensor, in which selectivity to cyanide
against sulfide and residual chlorine was im-
proved and used it in a continuous monitoring
system with a purge unit for the detection of
cyanide. A linear response curve was obtained in
the range from 0 to 15 mg dm−3 cyanide con-
centration. The lower detection limit was 0.1 mg
dm−3, and the 90% response time of the system
was shorter than 3.5 min for 0.5 mg dm−3

cyanide solution. The system maintained a good

that there is a time-lag to attain the phase
equilibrium and transportation of the evolved
hydrogen cyanide to the sensor by air. Shorten-
ing the length of the gas purge tube and more
powerful aeration may reduced the response
time.

3.2.2. Correlation between the present
amperometric method and a con6entional pyridine
pyrazolone method

The present continuous monitoring system for
cyanide was applied to the determination of
cyanide in waste water. Several waste water sam-
ples containing cyanide from a plating factory
were used. The analytical results obtained by the
present sensor system method were compared
with those from the conventional pyridine pyra-
zolone method. The correlation between two
methods was fairly good as shown in Fig. 8.
From these data the regression line expressed by
Y=2.30×10−4+1.12X and a correlation factor
of 0.979 were obtained. This good correlation
indicates that the present sensor system can be
applied for the continuous monitoring of
cyanide directly in nearly neutral pH solutions

Fig. 9. Long-term stability test of the continuous monitoring
system for cyanide with a galvanic hydrogen cyanide sensor.
Field, a plating factory. The system was checked with a
standard solution of 0.5 mg dm−3 cyanide periodically.
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performance for 6 months. This long-term
stability was due to the gas phase measurement
in which the surface of the sensor was kept
clean. Residual chlorine and chlorine gas did
not interfere with the present system. Although
there was an error for the measurement of a
cyanide sample in the presence of sulfide greater
than 0.1 mg dm−3, selectivity of the sensor sys-
tem against sulfide was improved greatly com-
pared to that of the potentiometric hydrogen
cyanide sensor system. This improved selectivity
against sulfide and residual chlorine was due to
the low reactivity with the sensing element and
the low solubility of those gases in the inner
solution. A linear regression line with a correla-
tion factor of 0.979 was obtained between the
present amperometric method and the conven-
tional pyridine pyrazolone method. It can be
concluded that the present system is applicable
as a continuous monitor for cyanide in indus-
trial waste water.
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Abstract

Preparation and electrochemical responses to nitric oxide (NO) of the electropolymerized films of metal te-
traaminophthalocyanines (MTAPc, M=Co, Ni, Cu) are studied to test them as molecular devices for design and
construction of amperometric ultramicrosensors for selective and sensitive determination of NO. The ultramicrosen-
sors based on electropolymerized films of MTAPc and Nafion, are found to show a low detection limit, high
selectivity and sensitivity to NO determination. The potential interference from some endogenous electroactive
substances in biological tissues, such as catecholamines and their metabolites, ascorbic acid (AA), uric acid (UA), and
nitrite (NO2

−), the metabolite of NO at the concentrations higher than those in biological systems could be eliminated
by using a technique of DPV or DPA and further coating the modified ultramicrosensors with a layer of Nafion.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Nitric oxide; Ultramicrosensor; Metal tetraaminophthalocyanines

1. Introduction

NO has been proved out to be an extremely
important and mysterious bioregulator molecule
of great physiological and pathophysiological im-
portance since its recognition as an endothelium-
derived relaxing factor (EDRF) in the vascular
systems [1] in the latter half of 1980’s. For exam-
ple, it has been identified as a neurotransmitter

with a crucial role in neural communication in
central and peripheral nervous systems, [2], a cy-
totoxic factor in the immune systems [3]. More-
over, it is related to some tissue damage such as
ischemia/reperfusion damage [4] and excitatory
neuronal death [5]. Several pathophysiological
processes are associated with abnormalities of
EDRF [6–11].

It is well known that electrochemical technique
is very promising for NO determination due to its
in vivo and real time performance. Consequently,
there is an explosive interest in the design and

* Corresponding author. Fax: +86-21-62451876; e-mail:
ltjin@ch.ecnu.edu.cn.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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construction of amperometric ultramicrosensors
because they are now contributing very actively to
the promotion of the utilization of electrochemi-
cal technique for in vivo performance [12–21].
Synthetic metal porphyrin, phthalocyanine and
shiff-base complexes have been promoted to serve
as biomimetric oxidation catalysts and oxygen
carriers [22–24]. Very recently, we have developed
for the first time new ultramicrosensors based on
electropolymerized film of metal shiff-bases [25–
27]. And also metalloporphyrins have been re-
ported as the best candidate for the construction
of NO sensors [15–18]. Metallophthalocyanines,
as macrocyclic complexes, have been exploited
extensively in electrocatalysis [28–33]. However,
up to now, to our best knowledge there is no
report concerning its application in NO determi-
nation. In this work, we develop ultramicrosen-
sors based on electropolymerized films of cobalt,
nickel and copper tetraaminophthalocyanines(de-
noted as CoTAPc, NiTAPc, and CuTAPc, respec-
tively) and Nafion. The ultramicrosensors are
found to display a low detection limit, high selec-
tivity and sensitivity to NO determination.

2. Experimental

2.1. Chemicals

A NO saturated solution was obtained by bub-
bling NO gas through deoxygenated distilled wa-
ter for 30 min, using a value of 1.9 mmol l−1 for
its concentration at saturation [34]. A series of
standard NO solutions were prepared by diluting
aliquots of NO saturated solution. NO standard
solutions could also be obtained by NO Produc-
ing System developed in our laboratory [35]. The
prepared NO solutions were kept in a glass flask
with a rubber septum, and stored in the dark to
ensure stability for 3 h.

Metal tetraaminophthalocyanines were synthe-
sized and purified according to the procedure
described by Achar et al. [36]. Their structures
were characterized by FT-IR, FT-IR spectra data
(KBr, cm−1): 3281, 3183 (g−NH2), 1345, 1258,
1060, 1090 (gC–N), 826, 868 (dAr), 735, 752, 950,
1607(dN–H). Tetra-n-butylammonium perchlo-

rate(TBAP) was prepared by the reaction of tetra-
n-butylammonium bromide with sodium
perchlorate. Nafion (5% solution in ethanol) was
purchased from Aldrich. Dopamine,5-hydrox-
ytryptamine,5-hydroxyindole-3-acetic acid, 3,4-di-
hydroxyphenyl- acetic acid and epinephrine were
purchased from Sigma Chem. Co. Phosphate-
buffered saline (PBS) containing 137 mmol l−1

NaCl, 2.7 mmol l−1 KCl, 8.0 mmol l−1 Na2HPO4

and 1.5 mmol l−1 KH2PO4 was prepared and
adjusted to pH 7.4. Other chemicals were of at
least reagent grade quality and used as received.
The aqueous solutions were prepared with doubly
distilled water.

2.2. Apparatus

Electrochemical experiments were carried out
with Biosensing Unit (BS-1) (Bioanalytical Sys-
tems Co., Japan) equipped with X–Y Recorder
4032 or CHI832 Electrochemical Analyzer from
USA in conjunction with a IBM compatible pen-
tium-133 computer. An electrochemical cell with
three electrodes system was used. A platinum disc
ultramicroelectrode prepared by sealing a plat-
inum wire (f15 mm) into a capillary served as a
working electrode. Prior to experiment, it was
polished with diamond paste (f0.05 mm) and
rinsed thoroughly with water and acetone. Its
electrochemical pretreatment was performed by
scanning the potential from −0.30 V to +1.30 V
at a scan rate of 100 mV s−1 for ten cycles in a
0.50 mol l−1 sulfuric acid solution. A Ag–AgCl
electrode (saturated with KCl solution) was used
as a reference electrode and platinum electrode as
an auxiliary electrode. During NO determination,
a hermetic electrochemical cell with the provision
for gas addition was employed. All joints were
closely sealed to prevent NO leakage and avoid
O2 permeation because NO is very active and
could be oxidized in presence of O2.

2.3. Preparation of the ultramicrosensors

The pretreated ultramicroelectrodes were thor-
oughly ultrasonicated in distilled water before
used. Then the electrodes were allowed to air-dry
and placed into dimethyl sulfoxide(DMSO) solu-
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tion containing 5.0×10−3 mol l−1 monomer of
MTAPc and 0.1 mol l−1 TBAP as supporting
electrolyte. MTAPc were deposited onto the ultra-
microelectrode surface by a means of scanning
potential between −0.20 and +0.90 V at a scan
rate of 100 mV s−1. After consecutively cycling
for 40 cycles, the electrodes were taken out from
the electroploymerization solution, rinsed with
acetone and distilled water and allowed to air-dry.
Prior to the determination of NO, the modified
ultramicroelectrodes were further coated with
Nafion twice by depositing 1 ml 1% (w/v) Nafion
solution on the surface of the electrode and then
placing the electrode under an infrared lamp to
allow the ethanol to evaporate.

2.4. Electrochemical determination of NO

Prior to NO determination, the ultramicrosen-
sors were placed in PBS solution and cyclic
voltammetry was performed in the potential range
between 0.00 to +1.00 V until steady cyclic
voltammetric and differential pulse voltammetric
(DPV) responses were obtained (Typically for
about ten cycles). Electrochemical responses of
the ultramicrosensors to NO and selectivity tests
were evaluated by employing the method of DPV.
DPV was performed at a sweep rate of 5 mV s−1

and 5 pulses s−1 (pulse height 50 mV, pulse width
60 ms). Calibration of the ultramicrosensor was
performed using the technique of DPA. The elec-
trode was cleaned at 0.00 V for 1 s, pulsed to
+0.70 V for 50 ms and then pulsed to +0.80 V
for 50 ms from +0.70 V. The current was mea-
sured as the current change between the values at
+0.70 V and +0.80 V. Aliquots of NO solution
was subsequently added with a gas-tight syringe,
and the current response due to NO oxidation
was recorded after each addition.

3. Results and discussion

3.1. The sensiti6ity of the ultramicrosensor to NO

The sensitivity of the developed ultramicrosen-
sors were studied by comparing the responses of
NO with the same concentration at an unmodified

and modified ultramicroelectrode in the fashion
mentioned above. Fig. 1 depicts, using polyNi-
TAPc/Nafion modified ultramicrosensor as an ex-
ample, the DPV responses of NO at different
electrodes. As can be seen that the DPV response
of NO at the unmodified ultramicroelectrode ex-
hibits a small and broad peak. However, a sharp
peak could be observed at the polyNiTAPc/
Nafion modified ultramicrosensor. The responses
of NO at other two ultramicrosensors based on
polyCoTAPc/Nafion and polyCuTAPc/Nafion,
respectively, are similar to that based on polyNi-
TAPc/Nafion, indicating that the ultramicrosen-
sors based on polyMTAPc film show a higher
sensitivity to NO determination.

NO, like other simple diatomic molecules, such
as O2 and CO, has been reported not only to react
with hemoproteins and metalloenzymes, but also
to interact with nonheme metal complexes to
form its adducts [37–39]. This confers to us a fact
that there exists some interaction between NO
and certain metal complexes which is similar to

Fig. 1. Differential pluse voltammograms of: (a) bare platium
ultramicroelctrode; and (b) polyNiTAPc/Nafion modified ul-
tramicroelectrode in a deoxygenated PBS solution containing
NO with a concentration of 2.0×10−6 mol l−1.
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Fig. 2. Differential pulse voltammograms of ultramicrosensors
based on Nafion and electropolymerizaed film of CoTAPc,
NiTAPc, or CuTAPc(denoted polyCoTAPc, polyNiTAPc, and
polyCuTAPc,respectively) in a deoxygenated PBS solution

that between simple diatomic molecular such as O2,
CO and certain metal complexes to form their
adducts [40,41]. Moreover, NO is an extremely
powerful ligand, giving binding constants to metal
ions free or in complex form often greatly in excess
of those of CO and almost always much high than
those of O2. We are now carrying out the perfor-
mance regarding the complexation of NO with
MTAPc using the techniques of quantum chem-
istry, and the preliminary results concerning this
issue give us an index that NO can also react with
MTAPc as mentioned above. Consequently, in this
work the mechanism of NO responses at the
developed ultramicrosensors could be described as
follows in terms of our experimental facts and
preliminary results of quantum chemistry:

PolyM(TAPc)film�Poly[(NO)M(TAPc)]film

Poly[(NO)M(TAPc)]film−e

�PolyM(TAPc)film+NO+

NO, a highly active gas, could penetrate through
Nafion film and form its adduct with MTAPc. The
formed adduct, poly[MTAPc(NO)] could be oxi-
dized easily resulting in a high current responses in
a negative-shifted potential at the ultramicrosen-
sors. The product of the electrochemical reaction,
NO+ can be fixed in Nafion film and not be further
oxidized to produce NO2

−, which will interfere with
NO determination in turn while at a high concen-
tration.

3.2. The selecti6ity of the ultramicrosensors for
NO

The purpose of the design for NO ultramicrosen-
sors was carrying out the performance of in vivo
measurements of NO, therefore, the constructed
ultramicrosensors should be free from interference
from other electroactive substances coexisting in
biological fluid, such as ascorbate, uric acid, nitrite,
some neurotransmitters and their metabolites. Fig.
2 demonstrates the typical differential pulse voltam-
mograms of the ultramicrosensors based on electro-
polymerized film of MTAPc and Nafion in

containing 1.0×10−5 mol l−1 NO2
− and NO with concentra-

tions of: (a) 0.0; (b) 1.0×10−6; (c) 2.0×10−6; and (d)
3.0×10−6 mol l−1, respectively.
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the presence of NO at various concentrations and
1.0×10−5 mol l−1 of nitrite. As shown in Fig. 2
the ultramicrosensors could effectively eliminate
the interference from nitrite. We also found other
coexisting substances, such as ascorbate and uric
acid at a concentration of 1.0×10−4 mol l−1,
5-hydroxyindole-3-acetic acid and 3,4-dihydrox-
yphenylacetic acid at a concentration of 1.0×
10−5mol l−1 show no responses at the ultrami-
crosensors, suggesting these coexisting substances
do not interfere with NO determination with the
concentrations of 1–2 orders of magnitude higher
than expected in biological systems using a tech-
nique of DPV or DPA method. However, a voltam-
metric peak at a typical potential of about +0.30
V is observed in presence of dopamine or epine-
phrine or 5-hydroxytryptamine while concentra-
tion is high that 1.0×10−6mol l−1, suggesting that
the ultramicrosensors also show responses to these
substances. Bearing this fact in mind, DPA tech-
nique can be employed as an in vivo method on the
condition that the level of catecholamines is inde-
pendent of some physiological conditions, which is
believe to be related to NO. Otherwise, DPV
technique can be served for in vivo determinations
due to its good discrimination.

3.3. The linear range, detection limit and life time
of the ultramicrosensors

The NO concentration varies between 10−6 and
10−9 mol l−1 in biological tissues. We found that
it is difficult to calibrate the ultramicrosensor when
NO concentration was below 0.1 mmol l−1 using a
DPV method. Furthermore, it is more important to
measure the relative change of the chemical sub-
stances while studying their physiological roles.
Therefore, when NO concentration ranges from 1
nmol l−1 to 0.1 mmol l−1, the ultramicrosensors
should be calibrated using a technique of DPA, an
active method. In this work, the ultramicrosensors
were calibrated using DPA. Fig. 3 shows, using
polyNiTAPc/Nafion modified ultramicrosensor as
an example, the differential pulse amperogram of
the poly[Ni(TAPc)]/Nafion modified electrode in
deoxygenated PBS solution with successive addi-
tion of 3.0×10−8 mol l−1 NO. The ultramicrosen-
sor clearly shows a remarkable increase in the
oxidation current upon the successive addition of
NO, and the steady-state oxidation currents of the
ultramicrosensor are proportional to NO concen-
tration. The other two ultramicrosensors based

Fig. 3. Differential pulse amperograms of ultramicrosensor based on polyNiTAPc and Nafion in a deoxygenated PBS solution with
successive addition of NO at a final concentration of 3.0×10−8 mol l−1.
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Table 1
Calibrations of NO at the ultramicrosensors based on electropolymerized film of MTAPc and Nafiona,b,c

Linear range(mol l−1) LCElectroplymerized films DL (mol l−1)

0.999 1×10−82.00×10−8–1.20×10−7Co(TAPc)
0.9942.00×10−7–4.00×10−6

1.98×10−8–1.59×10−5 0.995Ni(TAPc) 1.00×10−8

0.999 1.20×10−82.50×10−8–1.20×10−6Cu(TAPc)

a DL, Determination limit.
b LC, Linear coefficient.
c DL was measured based on S/N=3.

on electroplymerized film of CoTAPc and Cu-
TAPc, respectively, were studied in the same fash-
ion as mentioned above. The calibrations of the
ultramicrosensors based on electropolymerized
film of MTAPc and Nafion were illustrated in
Table 1. As can be seen from Table 1, the ultrami-
crosensors have a good responses to NO with a
calculated detection limit of about 1.00×10−8

mol l−1 (based on a signal-to-noise ratio of
three). The RSD for ten measurements of 1 mM
NO is 1.5%. The sensitivity of the ultramicrosen-
sors shows no observable change after one month
storage in PBS solution, or successive potential
cycling from 0.00 to 1.00 V for 5 h. The ultrami-
crosensors can be used without degradation of
performance for at least 20 days. These indicate
that the electropolymerized film of MTAPc and
Nafion were stable and that the ultramicrosensors
developed in this work could have a long lifetime.

4. Conclusion

We developed NO ultramicrosensors based on
metal macrocyclic complexes, metal te-
traaminophthalocyanines and demonstrated that
the ultramicrosensors display a high sensitivity
and selectivity for NO determination. Therefore,
the ultramicrosensors are promising in application
for in vivo determination of NO. We also found
that, through our preliminary results of quantum
chemical calculation, NO could interact with
metallophthalocyanines to form its adducts. These
findings not only offer us a new approach to
prepare ultramirosensors for selective and sensi-
tive determination of NO but also provided a new

precision and insight to the mechanism of NO
ultramicrosensors based on chemically modified
electrode which has been drawn intensive atten-
tion. We will explore this work an good extension
for the determination of NO in biological models.
These results will be reported in the future.
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Abstract

A new resin incorporating benzimidazolylazo group into a matrix of polystyrene divinylbenzene has been prepared.
The exchange capacity of the resin for the ions mercury(II), silver(I) and palladium(II) as a function of pH has been
determined. The resin exhibits no affinity for alkali or alkaline earth metals. It is highly selective for Hg(II), Ag(I) and
Pd(II). In column operation, it has been observed that Hg(II), Ag(I) and Pd(II) in trace quantities can be selectively
separated from geological, medicinal and environmental samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Resin; Earth metals; Alkali

1. Introduction

Metal ions are non-biodegradable in nature,
their intake at a certain level are toxic [1]. Detox-
ification can be achieved by membrane extraction
process using suitable exchangers [2–7].The idea
of hard soft acid base (HSAB) concept [8,9] and
stability of the metal complexes are the valuable
guidelines for the active site selection. Bulk and
other liquid membrane systems have a major dis-
advantage [10] because the carrier ligand is slowly
removed into the aqueous phase. Anchoring the
active site to a solid support in a polymer matrix
removes this disadvantage and provides an immo-
bilised active surface capable of selective and

quantitative separation of cations from aqueous
solutions. These solid-phase extraction systems
can be operated indefinitely without loss of the
expensive ligating group [10,11].The developed
procedure has been used to selectively remove and
concentrate specific cations from the synthetic
mixture of metal ions and environmental wastes,
recovery and purification of precious metals, sepa-
ration of components from nuclear wastes
[10,11].The process has gaining popularity and in
some cases they have been commercialised by
multinational agencies [12]

Solid surfaces having heterocyclic donor centres
have specific activity towards transition metal ions
[13–16]. We have reported earlier the design of a
resin incorporating imidazolylazo function in a
polystyrene bed and is used for the separation of
Hg(II) [16]. Polymeric matrices containing benz-

* Corresponding author. Fax: +91-342-64452; e-mail: bd-
nuvlib@giascl01.vsnl.net.in.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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imidazole with bare N–H are scarce [17]. The
pyrrolic-N, has a high affinity to class ‘b’ metal
ions viz. Cu(I), Ag(I) and Hg(I)/(II), Pd(II). Be-
sides benzimidazole has biological importance [18]
and has the ability to form complexes with a
number of metal ions [19]. Recent literature sur-
vey suggests that the transition metal complexes
of benzimidazole derivatives are extensively used
as low molecular weight mimics/model of the
active sites in many metalloproteins [18,19].They
serve as basic unit to conjugated redox polymer
and initiate electronic communication between re-
dox centres [20]. This has encouraged us to design
polymeric bed incorporating benzimidazole active
site. Herein, we report the preparation and char-
acterisation of benzimidazolylazo resin incorpo-
rating benzimidazole on a polystyrene
divinylbenzene matrix. The resin is used for the
separation of Hg(II), Pd(II) and Ag(I) from the
synthetic mixture, environmental, geological and
medicinal samples. Separated Hg(II) and Ag(I)
are estimated radiometrically using radioisotopes
203Hg and 110mAg, respectively. Palladium(II) is
estimated spectrophotometrically using 1-(2-
pyridylazo)-2-naphthol (PAN) as a spectrophoto-
metric reagent. Inspite of difficulties of handling,
availability and stability of radioisotopes, the
method is popular [21] over the other standard
methods because of low cost of the instrument
used, high sensitivity, rapidity, operational sim-
plicity as well as the least operational cost of
measurements.

2. Experimental

2.1. Apparatus and reagents

A Shimadzu UV-VIS spectrophotometer
(Model UV190) was used for absorbance mea-
surements. The adjustment of pH was done with a
Systronics digital pH meter (Model 362). IR spec-
tra was recorded on a Shimadzu (IR-408) spec-
trophotometer and thermogravimetric analysis
was done on Shimadzu TG 50/DT 50. The ra-
dioactivity was measured by a scintillation coun-
ter equipped with a well type NaI (Tl) crystal
detector. Benzimidazole (Loba-Chemie Indo-Aus-

tranal, India), polystyrene resin (Bird and Com-
pany, India), PdCl2 (Arrora Mathey, India),
AgNO3 (Glaxo Lab, Bombay), 1-(2-pyridylazo)-2-
naphthol (Fluka) were reagent grade and used as
provided. All other chemicals were reagent grade
and used as received. The metal ion solutions
were prepared from analytical grade reagents. The
radioisotopes 110mAg and 203Hg were supplied by
Bhaba Atomic Research Centre, Trombay and
were used as tracers.

2.2. Preparation of the resin

Air dried polystyrene divinylbenzene copolymer
containing 8% divinylbenzene was used as starting
material. The polystyrene beads (5 g, 30–60 mesh)
were swollen in chloroform and separated by
suction. These beads were first nitrated followed
by reduction to the amino compound. This
product was diazotised according to the proce-
dure described by Davies et al. [22]. The diazo-
tised product was rapidly filtered off, washed with
cold distilled water until free from acid and then
coupled at 0–5°C with a solution of benzimida-
zole (1.6 g) in 20% aqueous sodium carbonate
solution over a period of 5–6 days. The dark
brown coloured resin was then filtered off and
thoroughly washed with distilled water until free
from base. The resulting compound was then
extracted in a Soxhlet extractor with alcohol for 3
days. Finally, it was washed with dilute (1:4)
hydrochloric acid, then with de-ionised distilled
water until free from acid. The resin was air dried
and sieved, the particles of 30–60 mesh being
retained for use.

2.3. Stability of the resin

A 0.5 g portion of the resin was shaken with
100 ml of acid or alkaline solutions of various
concentrations for 7 days, then filtered off and
washed with water. After drying, the nitrogen
content and exchange capacity for Ag(I) were
determined with the basic form of the resin. To
study the effect of g-radiation on the resin matrix,
the resin was exposed to g-radiation for 48 h. The
stability of the resin towards temperature was
studied thermogravimetrically.
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2.4. Water regain

Dry resin in basic form was stirred in doubly
distilled water for 48 h, then filtered off by suc-
tion, weighed, dried at 100°C for 48 h and

Table 3
Maximum exchange capacities for the metal ions

Metal ion Maximum capacity (mmol g−1) pH

1.00Ag(I) 4.0–6.0
Pd(II) 0.62 5.0–6.0

0.83Hg(II) 4.0–6.0
Table 1
Composition of the benzimidazolylazo resin

Nitrogen content of the 7.84 mmol g−1 nitro-resin
nitro resin (10.98%)
Nitrogen content of the 11.38%

amino resin
Amino group in the amino 3.56 mmol g−1 amino resin

resin
Nitrogen content of the 10.2 mmol g−1

benzimidazolylazo resin benzimidazolylazo resin
(14.28%)

Composition of the final
resin

1.48 mmol g−1a. Amount of
benzimidazolylazoresin

4.28 mmol g−1b. Amount of unconverted
nitroresin

2.08 mmol g−1c. Amount of resin
containing phenolic OH

Table 2
Physical and chemical characteristics of the benzimidazolylazo
resina

Bead size 30–60 mesh
Water regain 11.35 mmol g−1

Thermal stabil- 300°C
ity

Hydrogen capac-
ity

(benzimidazoly- 1.42 mmol g−1

lazo group)
Total hydrogen 2.90 mmol g−1

ion capacity

Equilibration
rate (t1/2)

55 minfor Ag(I)
for Pd(II) 60 min
for Hg(II) 50 min
IR data 3424 cm−1, 1730 cm−1 for N–H stretch-

ing
1600 cm−1 for \C�N stretching
1516 cm−1 for –N�N– stretching
860, 830, 800, 750 w, 700 s, 660 m for
the benzimidazole content

a w, weak, s, strong, m, medium.

reweighed.

2.5. Estimation of nitrogen and amino groups

The nitrogen content of the dried samples of
the nitrated polystyrene, amino polystyrene and
the final resin was determined using a Perkin
Elmer 240 C elemental analyser. The amino group
content of the amino polystyrene was determined
by non-aqueous titrimetry [23].

2.6. Hydrogen ion capacity

A 0.5 g portion of the resin was first converted
into its acid chloride form by treating with 6 mol
l−1 HCl. The resin was filtered off, washed with
water and then dried at 100°C for 6 h to remove
free HCl. The acidic hydrogen content of the
acidic form of the resin was determined by back
titration with a standard alkali solution. The
acidic form of the resin was equilibrated with 20
ml of 0.1 mol l−1 sodium hydroxide solution for
6 h at room temperature with stirring to deter-
mine the total acidic hydrogen content of the
resin. Similarly, another portion of the resin in
acidic form was equilibrated with sodium bicar-
bonate solution instead of sodium hydroxide for
the determination of the hydrogen ion content of
the resin from the benzimidazolium group. In
both cases, the solution was filtered under suction
and the excess of alkali was titrated with 0.1 mol
l−1 hydrochloric acid.

2.7. Metal ion capacity as a function of pH

A batch technique was used, taking metal ions
in excess to the resin. Capacities were determined
in the pH range 1.0–6.0. To note, the pKa of the
resin is not accurately obtained. It may be B5.6
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Table 4
Desorption of Ag(I), Pd(II) and Hg(II) by different eluents

Recovery of Pd(II) Recovery of Hg(II)Recovery ofEluent
(%)(%)Ag(I) (%)

40 454 mol l−1 HCl
80858 mol l−1 HCl

1 mol l−1 HClO4

606 mol l−1 HClO4 55
60 1001005% thiourea in 0.1 mol l−1 HClO4

45 100 6512 mol l−1 HCl followed by dilute acidic thiourea solution (pH
3)

(pKa of benzimidazole 5.6) due to the presence of
electron withdrawing azo group at C-2 position of
benzimidazole. To a glass stoppered centrifuge
tube (diameter 2.0 cm) containing 100 mg of the
dry resin in basic form, 9 ml of the perchloric acid
of desired pH (between 1.0 and 6.0) was added.
After equilibration of this mixture 1 ml of 0.2 mol
l−1 metal ion solution was added to the tube;
then the mixture was shaken for a period of 24 h.
The pH of the equilibrating solution was adjusted
either by the addition of sodium hydroxide or
perchloric acid throughout the equilibrating pe-
riod until it remained constant at the desired level.
Mercury(II) and silver(I) capacities were obtained
by using the tracer technique. The amount of each
metal ion adsorbed on the resin was determined
by the measurement of the g-activity of equal
portions of the solutions, before and after the
adsorption of metal ions. Palladium(II) capacity
was determined by the spectrophotometric
method using 1-(2-pyridylazo)-2-naphthol (PAN)
[24].

2.8. Desorption of metal ions

The resin (0.1 g) containing maximum adsorbed
metal ions were shaken with 10 ml of various
desorbents for 1 h. After filtration, the amount of
metal ions in the filtrate were determined.

2.9. Equilibration rates

Equilibration rates for the metal ions mer-
cury(II), silver(I) and palladium(II) were studied
at pH 6.0, 5.5 and 6.0, respectively. The time

required for 50% uptake of the metal ions was
determined.

2.10. Column operations

A 130×10 mm glass column was used. Air
dried resin (2 g) was immersed in de-ionised dis-
tilled water and allowed to swell for 24 h. The
column was then packed with fully swollen beads.
The bed volume was 2.5 ml. The resin bed was
thoroughly washed with 10 bed volumes of
perchloric acid at appropriate pH.

The sorption and recovery characteristics for
mercury(II), silver(I) and palladium(II) in the
presence of various metal ions were thoroughly
studied. A 100 ml portion of the mixture of the
test metal ion, spiked with appropriate tracer [for
Hg(II) and Ag(I)] and the foreign metal ions was
allowed to flow through the resin column at a
flow rate 0.5 ml min−1. The metal ions not sorbed
by the resin were completely washed out using

Scheme 1.
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Table 5
Separation of 2 mg ml−1 Ag(I), Pd(II) and Hg(II) from several binary mixture with other metal ions in a sample volume of 50 ml
at pH 5, 6, and 6, respectively

Ag(I) found (mg), % recovery in Hg(II) found (mg), % recovery inForeign iona Pd(II) found (mg), % recovery in
parenthesis parenthesisparenthesis

92 (92) 94 (94)Cu(II) 91 (91)
97 (97) 94 (94)96 (96)Zn(II)

100 (100)100 (100)Cr(III) 100 (100)
100 (100) 100 (100)Co(II) 100 (100)

100 (100) 100 (100)100 (100)Ni(II)
98 (98) 97 (97)Fe(III) 100 (100)

100 (100)100 (100)Mn(II) 100 (100)
100 (100) 100 (100)Ca(II) 100 (100)
100 (100) 100 (100)Ba(II) 100 (100)

100 (100)100 (100)Mg(II) 100 (100)
100 (100) 100 (100) 100 (100)Na(I)

a In each case, the amount of ion added was 2000 mg.

Table 6
Separation of Pd(II) from synthetic mixture of other platinum group metals, Pd(II) present as 2 mg ml−1, the total volume of the
solution is 50 ml

Pd(II) found (mg), % of recovery in parenthesisPlatinum group metal ion Amount in binary mixture, (mg)

Pt(II) 1000 100 (100)
100 (100)1000Ru(III)

Ir(III) 1000 100 (100)
Rh(III) 1000 100 (100)

1000 100 (100)Os(III)

perchloric acid having pH at which the metal ions
have maximum exchange capacity. The sorbed
mercury(II) and silver(I) were completely eluted
with about 50 bed volumes of 5% thiourea in 0.5
mol 1−1 HClO4 solution and sorbed palladiu-
m(II) was completely eluted with 12 mol l−1 HCl
followed by dilute solution of thiourea in hy-
drochloric acid (pH 3.0). Desorption of palladiu-
m(II) from resin by using only thiourea solution
was avoided because of technical difficulty regard-
ing decomposition of Pd(II)-thiourea complex
which burns with explosion in air. The metal ions
thus eluted were measured as described earlier.

2.11. Remo6al of mercury(II) from ri6er water

Natural river water (pH 5.6) was spiked with
mercury(II) and 203Hg, so that the concentration
of mercury became 2.0 mg ml−1 in the river water

[25]. The above mixture was passed through the
130×10 mm glass column containing 2.0 g of the
resin at a flow rate of 0.5 ml min−1. The break-
through of mercury(II) was observed after 175 ml
of the mixture has been allowed to pass through.
The concentration of mercury(II) in the effluent
before the break-through point was determined by
the tracer technique.

2.12. Studies with resin blanks

To confirm that benzimidazolylazo group is
involved in the metal ion sorption, the diazotised
amino polystyrene in sodium carbonate solution
was boiled for several hours to replace the diazo
group by the hydroxyl group. The palladium(II)
exchange capacity of the resin thus formed was
examined at pH 6.2. The exchange capacity was
found to be almost zero.
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3. Applications

3.1. Separation of palladium(II) from synthetic
mixtures

Five binary mixtures, each having a volume
50 ml, consisting of palladium(II) with other
platinum group metals platinum(II), rutheniu-
m(III), osmium(IV), rhodium(III) and iridiu-
m(III) were prepared. Sorption and desorption
processes were performed as described earlier.
The results are collected in Table 6.

3.2. Separation of palladium from geological
sample

A 6.29 g rock sample (obtained from Geologi-
cal Survey of India, Calcutta) was digested [26]
in a Teflon beaker with 1:1:1 mixture of 15 mol
l−1 nitric acid, hydrofluoric acid (40%) and
perchloric acid (70%), on a hot plate, until all
the fumes of perchloric acid had disappeared.
Next, 5 ml of aqua-regia were added and heated

until the volume reduced to :1 ml. Then 10 ml
of 6 mol l−1 hydrochloric acid were added and
digested until the solution became almost clear.
Finally, it was filtered through Whatman 41
filter paper, washed with doubly distilled water
and made up to volume 100 ml. Then 50 ml of
this solution were passed through the resin
column. Sorption and desorption processes of
palladium was carried out by the proposed
method. The concentration of Pd(II) was mea-
sured spectrophotometrically using PAN as
spectrophotometric reagent. The result is shown
in Table 7.

3.3. Separation of palladium from metallic
platinum

A 0.1675 g Pt-wire (Johnson Mathey) was
brought into solution [26] by treatment with
aqua-regia followed by 12 mol l−1 hydrochloric
acid. After dissolution, the proposed method of
separation was applied. Results are collected in
Table 7.

Fig. 1. Exchange capacity (mmol g−1) of the resin for different metal ions vs. pH.
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Table 7
Separation of Pd(II) from geological and Pt-wire samples

Recommendeda/direct valueb (mg g−1) Obtained value (mg g−1) % recoverySample source

1.26a 1.0Rock sample (G.S.I., Calcutta) 79
155.0 96Pt-wire sample (Johnson Mathey) 161.2b

a Recommended value from G.S.I., Calcutta.
b Direct measurement.

Table 8
Separation and radiometric estimation of Ag(I) from geological, medicinal and photographic washing samples

Obtained value (mg g−1) % RecoverySample Recommended valuea/other methodb (mg g−1)

580 97Rock sample (G.S.I., Calcutta) 600a

2700a 2670Rock sample (G.S.I., Calcutta) 99
9666bChawanprash (DABUR) 63
871.3Sulfadiazine (Silverex) 1.5b

52.81b 48 91Photographic washing

a Recommended value from G.S.I., Calcutta.
b Gravimetry.

3.4. Separation of sil6er(I) from geological
samples

Two geological samples, obtained from Geo-
logical Survey of India, Calcutta, containing sil-
ver were brought into solution by usual method
[27]. Separation and estimation of silver(I) was
done radiometrically using isotope dilution tech-
nique. For this purpose a labelled silver solution
[tracer Ag(I) solution] containing 2.15 mg
AgNO3 in 100 ml with appropriate amount of
110mAg tracer was prepared. For the estimation
of silver content in unknown sample, 1 ml sam-
ple solution was mixed with 0.5 ml of tracer
silver solution and then fed into the column.
When adsorption was complete, the column was
washed with 25 ml HClO4 acid of pH 5, then
silver was eluted with 5% thio-urea in 0.5 mol
l−1 HClO4 acid (30 ml). After elution, the activ-
ity of the solution measured in a g-ray spec-
trometer coupled with NaI (Tl) detector. The
experiment was repeated with 0.5 ml tracer silver
solution with 1 ml doubly distilled water. The
amount of silver present in unknown solution
was computed from the Eq. (1):

Winactive=
C0−C

C
×Wactive (1)

where C0 and C are the activities in absence and
presence of unknown sample. Winactive is the
amount of silver present in labelled solution.

Similarly separation and estimation of silver(I)
present in other samples were done and the re-
sults are collected in Table 8.

3.5. Separation and estimation of mercury in
industrial waste water and sludge sample

A total of 50 ml waste water or 2.0 g dried
sludge sample (of Durgapur Industrial Area)
was taken in a 500 ml round bottom flask. A
total of 10 ml 15 N HNO3 and 2.5 ml 36 N
H2SO4 were added. The mixture was refluxed for
2 h on a heating mantle in a Bethge’s28 appara-
tus at :200°C. The mixture was cooled, filtered
and made up to 100 ml in a volumetric flask.
Then separation and estimation of mercury was
performed by the method already described and
similar to the separation and estimation of sil-
ver. The results are compared to the values ob-
tained by direct atomic absorption spectroscopy
(AAS, Table 9).
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Table 9
Determination of Hg(II) in waste water and sludge samples

Sample Waste water (mg ml−1) Sludge (mg mg−1)

Direct analysisPresent method Present methodDirect analysis

1.9090.04 1.0290.12 10890.08 107.0890.311
1.4990.03 0.9290.10 61.2190.152 59.1690.27

4. Results and discussion

4.1. Synthesis and characterisation of the resin

The resin was synthesised from 30–60 mesh
macroreticular styrene divinylbenzene copolymer
beads through the steps shown in Scheme 1. The
nitrogen content of the compound II was 10.98%
(7.84 mmol of nitro resin g−1). After reduction, the
total nitrogen content in compound III was found
to be 11.38%. The estimation of the amino group
in the amino resin was 3.56 mmol g−1 which
accounts for about 45.4% conversion from step II
to step III. The nitrogen content of the final
benzimidazolylazo resin (compound IV) was found
to be 14.28% or 10.2 mmol g−1 of the resin. A
rough estimate of the composition of the final
product may be obtained by considering that
diazotisation is complete but the subsequent cou-
pling reaction is not. The unreacted diazonium ion
will ultimately decompose, leaving the correspond-
ing phenolic compound. It is also assumed that the
phenol thus formed may not form any azo phenol
by binding with another diazonium ion, only be-
cause the phenolic –OH is firmly attached to the
resin matrix and may not find another fixed diazo-
nium ion nearby. Calculations based on this consid-
erations show that conversion efficiency from step
III to step IV is about 42%. The final product may
therefore contain 1.48, 4.28 and 2.08 mmol g-1 of
benzimidazolylazo, unconverted nitro and phenolic
–OH resin, respectively. Different parameters re-
lated to the composition of the final product are
shown in Table 1.

The hydrogen ion capacity of the resin was found
to be 1.42 mmol g−1 which further confirmed the
composition of the final product. The maximum
exchange capacity of the resin for silver(I) was

found to be 1.0 mmol g−1
. If the resin-metal

complex is 1:1 (most likely), the maximum ex-
change capacity should be 1.42 mmol g−1. Steric
factors are probably responsible for lower exchange
capacities.

The infrared spectrum of the resin showed bands
at ca 1600 cm-1 for n(C�N), at :1516 cm−1 for
n(N�N) and at :3424 cm−1 for n(N–H) stretch-
ings. Other vibrations due to benzimidazole skele-
ton are shown in Table 2 and are the indication of
benzimidazole incorporation into the polymeric
matrix.

Fig. 2. Break-through curve for Hg(II) in water spiked with
Hg(II). Concentration of Hg(II) in the sample solution 2.0 mg
ml−1, resin 2g, flow rate 0.5 ml min−1.
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The chemical stability of the resin in 1–12 mol
1−1 hydrochloric acid, 1–6 mol 1−1 perchloric
acid and 1–6 N sodium hydroxide solutions was
examined. No significant changes in nitrogen con-
tent was observed and the exchange capacities for
the above mentioned metal ions remain the same.
Thus the resin is fairly stable in both acidic and
alkaline medium. Thermogravimetric analysis
showed that the resin is stable up to 300°C. The
resin was exposed to g- radiation for 48 h and no
appreciable change in metal ion exchange capacity
was observed.

The time required for 50% uptake of the maxi-
mum capacity for palladium(II), silver(I) and mer-
cury(II) was found to be 50, 45 and 50 min,
respectively. Thus the resin is suitable for column
operation under a low flow rate. The water regain
value for the resin is 11.25, which is satisfactory
for column operation.

4.2. Sorption and desorption of metal ions

The sorption behaviour of palladium(II), sil-
ver(I) and mercury(II) on the resin by the batch
method is shown in Fig. 1. and the maximum
exchange capacity for the metal ions is given in
Table 3.

The effect of different eluents on the desorption
of the metal ions is given in Table 4. Complete
desorption of palladium(II) took place with 12
mol 1−1 hydrochloric acid followed by elution
with dilute acidic solution (pH 3.0) of thiourea.

In column operation (Table 5), the presence of
macro amounts of diverse metal ions like alkali
and alkaline earth metal ions and metal ions of
the first transition series did not interfere in the
sorption of palladium(II), silver(I) and mer-
cury(II). Cu(II), however, interferes to some ex-
tent (5%, Table 5). Other platinum metal ions like
Ru(III), Rh(III), Ir(III), Os(III) and Pt(II) did not
interfere (Table 6). Desorption of each of palladi-
um(II) and silver(I) was done with 100% recovery
using suitable eluent as already described. Hence,
attempts were made to separate palladium(II)
from platinum group metals present in geological
samples, metallic platinum and synthetic mixtures
(Table 7). Similarly, silver(I) was separated from
medicinal sample viz, Chawanprash (Indian

herbal medicine, Dabur), photographic washings
and geological samples (Table 8). Mercury(II) was
separated from mercury contaminated water. The
break-through curve for the removal of mer-
cury(II) from river water [25] spiked with mer-
cury(II) is shown in Fig. 2. No mercury(II) was
detected in the effluent from the column until the
break-through point is reached. Separation and
estimation of mercury in industrial waste water
and sludge samples of Durgapur Industrial Area
was carried out. As is evident from Table 9, direct
analysis of waste water and sludge samples by
AAS gives lower results than the proposed
method. This is due to the interference of the
matrix elements.

The results show that the resin is highly selec-
tive for palladium(II), mercury(II) and silver(I).
This high selectivity may be due to soft basic
pyrrolic N–H of the benzimidazolylazo moiety.
The bare N–H plays the key role in binding and
may be followed by chelation via azo-N. This
resin can be very effectively used for separation
and pre-concentration of palladium(II), silver(I)
and mercury(II) from geological, medicinal, in-
dustrial effluents, sludge samples and polluted
water samples.
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Abstract

A simple method has been developed for the quantitative determination of ephedrine in ephedra callus. The
dependence of effective mobility of ephedrine on pH was investigated, and a simulated equation was obtained. The
separation was performed in an uncoated capillary and detected at 185 nm. A new Tris–NaOH–H3PO4 run buffer
was used and the pH was adjusted to 3.20. To increase the solubility of hydrophobic analytes and improve the
separation efficiency, 15% acetonitrile was used in the buffer as a modifier. The content of ephedrine in an ephedra
callus sample and an ephedra herba sample were determined with this method, and the result was satisfactory. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Electrophoresis; Ephedra; Ephedrine

1. Introduction

Medicinal plants are an important resource
for obtaining many pharmaceuticals. In recent
years, with the increased requirement of medici-
nal plants, there has been an excessive gathering
of them, and therefore the natural resource of
these plants has been destroyed. Ephedrine,
which is generally derived from ephedra plant, is
used as a pharmaceutical for exciting central

nervous system, the systole of blood vessel, and
the lysis of spasm of bronchial smooth muscle.
It produces a good curative effect on bronchial
asthma [1]. The natural resource of ephedrae
herba has decreased in the last few years be-
cause of gathering. A new biological technique
for artificially cultivating ephedra callus was de-
veloped for obtaining this important pharmaceu-
tical [2]. The general chromatography method
for analysis of the ephedrine in callus was not
satisfactory because of the long separation time
and weak separation efficiency [3]. A capillary
electrophoresis (CE) method, which contained

* Corresponding author. Fax: +86 931 8912540; e-mail:
huzd@lzu.edu.cn.
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0.005 M barium hydroxide and 0.02 M isoleucine
as buffer solution, was established for determining
alkaloids in ephedrae herba [4]. However, this
method was not suitable for the analysis of
ephedrine in ephedra callus, for we find in the
experiment that the capillary will be blocked by
precipitate in the run buffer at high pH. Therefore
it is necessary to develop a new CE method to
solve this problem.

In this work, a new CE method for the analysis
of ephedrine in ephedra callus has been estab-
lished. A Tris–NaOH–H3PO4 buffer system was
used at pH 3.20 and acetonitrile was introduced
into this buffer as modifier for improving the
solubility of the sample. The migration behaviour
of ephedrine was investigated, and a simulated
equation was obtained. A sample of ephedra cal-
lus was cultivated for 1 week and the content of
ephedrine in it was determined by this CE
method. A sample of ephedra herba was also
analysed with this CE system for comparing with
the callus sample.

2. Experimental

2.1. Instruments

HPCE has been carried out using a Waters
Quanta 4000 system (Waters Chromatography
Division of Milford, MA, USA) with a positive
power supply at a detection wavelength of 254 nm
and a temperature of 2091°C. Separation were
performed in uncoated fused silica capillaries
manufactured by Waters Accasep. Capillaries of
75 mm i.d., 42.4 cm effective length (50 cm total
length) were used. Direct UV detection was per-
formed with a D Lamp and 185 nm optical filter.
Samples were introduced from the anodic end of
the capillary by hydrodynamic injection where the
sample vial was raised by 10.0 cm for 5 s. Data
acquisition was carried out with a Maxima820
chromatography workstation. A 3 min wash cycle
with 0.5 M NaOH solution followed by 3 min
distilled water, and 3 min separation buffer was
necessary to condition the capillary.

Fig. 1. Influence of pH on the effective mobility of ephedrine. Concentration of Na+ 0.0010 M, Tris 0.010 M; pH was adjusted with
H3PO4.
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Fig. 2. Influence of pH on the current. Concentration of Na+ 0.0010 M, Tris 0.010 M; pH was adjusted with H3PO4.

2.2. Reagent

Authentic ephedrine was obtained from the
National Institute for the Control of Pharma-
ceutical and Biological Products, Beijing, Peo-
ple’s Republic of China. A sample of ephedrae
herba was obtained from the hospital of
Lanzhou University. Ephedra callus was culti-
vated for 1 week in the Department of Biology
of Lanzhou University.

2.3. Sample extraction

A total of 0.3000 g of powder of ephedra
callus or ephedrae herba was refluxed with 30
ml ethanol for 1 h. After being filtered, the
residue was refluxed with 30 ml ethanol for 20
min again. After being filtered, the ethanol ex-
tracting solution was collected together and dis-
tilled to dry. The extract of callus was then
dissolved with 5 ml ethanol and that of ephe-
drae herba with 100 ml ethanol. This ethanol
solution of extract was injected directly into the
HPCE system.

2.4. Preparation of electrolyte

Tris–NaOH–H3PO4 buffer was prepared by
mixing 0.10 M NaOH with 0.10 M Tris solution
and it was diluted with distilled water. The con-
centration of NaOH was 0.0010 M, and the Tris
concentration was 0.010M. pH of this buffer
was adjusted to appropriate value by H3PO4.
Unless otherwise specified, all chemicals were of
analytical reagent grade.

3. Results and discussion

3.1. Calculations

The effective mobility was calculated by the
following equation [5]:

meff=
� 1

tR

−
1
t0

� lL
V

(1)

where meff is the effective mobility of analyte, tR

is the migration time of analyte, and t0 is the
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migration time of electroosmotic flow, which was
marked with ethanol.

The separation efficiency was calculated by:

N=5.54
� tR

twh

�2

(2)

where N is the theoretical plate number, and twh is
the peak width at half height.

3.2. Separation conditions

There was a large effect of pH on the effective
mobility of ephedrine. The dependence of
ephedrine effective mobility on pH was shown in
Fig. 1 and was simulated as follows:

meff=
(m1−m2)

1+e
pH−pKa

c

+m2 (3)

where meff is the effective mobility, and m1 and m2

are the effective mobilities at high and low pH
values, respectively. It was known from simula-
tion that m1=2.201×10−6 cm2 s−1 V−1, m2=
2.609×10−4 cm2 s−1 V−1, and pKa=8.19 is the
apparent dissociation constant when ion strength

is ignored, and c=0.9953 is a constant. The
difference of dissociation constant between values
from literature and experiment was probably due
to the temperature in capillary being higher than
that of the literature [6].

At low pH, there were positive charges on the
ephedrine molecule, and a markable positive mo-
bility could be observed. The electropherogram
was simple for samples and the separation was
sufficient. Although the current will increase when
pH is decreased, since the ion strengths of Tris–
NaOH–H3PO4 buffer was very low, the current
could be still acceptable, as was shown in Fig. 2.
In fact, the Tris–NaOH–H3PO4 buffer system is
a mixed buffer system which consists of sodium
phosphate and Tris–phosphate. From pH 6.0 to
8.0, the ionic strength of buffer changed little
when pH is changed, because in this pH range the
buffer solution has a sufficient buffer capacity, so
the current changed little. The pH of buffer was
kept at 3.20 in the analysis of sample.

There were reports on separation and determi-
nation of ephedrine by CE [4], however, those
methods could not be used in the analysis of
ephedrine in ephedra callus. It was found that

Fig. 3. Influence of concentration of acetonitrile (%) on the theoretical plate number. Concentration of Na+ 0.0010 M, Tris 0.010
M; pH was adjusted with H3PO4 to 3.20.
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Fig. 4. Electropherogram of ethanol extract of ephedrae herba. Concentration of Na+ 0.0010 M, Tris 0.010 M; pH was adjusted
with H3PO4 to 3.20; concentration of acetonitrile, 15%. Applied voltage, 22 kV.

when the sample was directly introduced into
the capillary, some hydrophobic components
and additional chemicals in the extract of this
callus will precipitate in the aqueous buffer and
block the capillary, resulting in failure of analy-
sis. Modification of run buffer was widely used
in CE; methanol, ethanol and acetonitrile are
effective modifiers on improving separation effi-
ciency and reducing the adsorption of analyte
[7–10]. In this work, acetonitrile was introduced
to change the characteristic of buffer and keep
the electrophoresis proceeding smoothly. The
current and migration time of analyte changed
little when concentration of acetonitrile was in-
creased, however, the solubility of analyte was
increased markably and therefore the separation
efficiency increased. The dependence of theoreti-
cal plate number of ephedrine on content of
acetonitrile was shown in Fig. 3. It was known
from this figure that with the increase of the
concentration of acetonitrile, the adsorption and
diffusion of analyte are decreased because the
dissociation of silanol in the inner wall of the
capillary and the current are decreased; these
lead to the increase of plate number. When the

concentration of acetonitrile is higher, the disso-
ciation of analyte is decreased. This leads to the
decrease of the concentration of charged
molecules and broadens the peak width, so the
plate number is decreased too. The concentra-
tion of 15.0% acetonitrile was selected in the
analysis of samples.

The typical electropherograms of samples
were shown in Figs. 4 and 5. It was known
from these electropherograms that component in
callus was different from that in ephedrae herba,
and this proposed method was suitable for the
analysis of the ephedra callus sample for its
high selectivity at low pH.

3.3. Peak identification

Peaks were identified by addition of standard
substances of ephedrine in sample solution. It
was demonstrated in Figs. 4 and 5 that the elec-
tropherogram of extract of callus and ephedrae
herba was simple, peak of ephedrine could be
easily identified by the increasing of peak area
after adding the standard substance in sample
solution.
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Fig. 5. Electropherogram of ethanol extract of ephedra callus. Concentration of Na+ 0.0010 M, Tris 0.010 M; pH was adjusted with
H3PO4 to 3.20; concentration of acetonitrile, 15%. Applied voltage, 22 kV.

3.4. Stability

The stability of ephedrine in ethanol and
aqueous solution was demonstrated by leaving
solution of standard ephedrine for 2 days at
room temperature. The electropherogram of an-
alytes in ethanol was not changed.

3.5. Linearity and reproducibility

A linear relationship between the concentra-
tion of ephedrine and the corresponding peak

area was found in the 10.0–50.0 mg ml−1 con-
centration range. An ephedrine concentration of
1.74 mg ml−1 approaches the limit of detection.

The calibration curve is as follows:

S=3084.12C−1549.8; r=0.9997

where S is peak area (mV·s), and C is the con-
centration of analytes. The unit is mg ml−1.

The reproducibility of migration time and
peak area were investigated. It was known from
experiments that the average migration time at

Table 1
Analysis result of ephedrine in real samples

Recovery (%)Added (mg ml−1)Sample Ephedrine content (%) Concentration Detected (mg ml−1)
(mg ml−1)

10.0 35.55Ephedrae herba 0.81 (n=5) 108.324.72
20.0 95.443.80

10.94 10.0 21.38Ephedra callus 104.40.003 (n=5)
30.25 96.620.0

30.0 41.74 102.7
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the optimum condition is 6.23 min, and its relative
standard deviation (RSD) equals 0.32% (n=5).
The RSD of peak area is 2.05% (n=5).

4. Applications

This method was applied to the separation and
determination of ephedrine in ephedrae herba and
its callus. The result was shown in Table 1. It was
known from this table that the content of ephedrine
in ephedra callus was lower than that in ephedrae
herba.

5. Conclusions

A capillary zone electrophoresis (CZE) method
for determination of ephedrine in ephedra callus
was established using Tris–NaOH–H3PO4 buffer
system containing 15% acetonitrile as modifier.
This method could also be used in the determina-
tion of ephedrine in ephedrae herba. The addition
of acetonitrile increased the plate number and
improved the migration behaviour of hydrophobic
analytes. It was proved that the co-operating effect
of buffer system was important in obtaining satis-
factory separation.
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Abstract

The conditions presently in use for the fluorometric determination of H2O2 in marine waters, by reacting H2O2 with
scopoletin in the presence of horseradish peroxidase (HRP) and measuring the quenching of the fluorescence intensity
of scopoletin, are not the optimal conditions. Under the optimized conditions of a pH of 8.5–9.5, an excitation
wavelength of 390 nm and an emission wavelength of 460, the sensitivity of the method can be increased significantly,
by up to more than a factor of 3 and the variations in the sensitivity from sample to sample can be significantly
reduced. Furthermore, the samples need not be analyzed immediately after sample collection as presently prescribed.
After scopoletin and HRP have been added to a sample immediately after sample collection, the sample may be
stored at room temperature in the dark for up to four days before the quenched fluorescence intensity of scopoletin
is read. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fluorescence; H2O2; Marine waters

1. Introduction

H2O2 has been found rather ubiquitously in the
surface marine waters in concentrations ranging
from undetectable to 102 nM [1–3]. It can affect
the marine ecosystem by its direct interactions
with the biota [4,5] or indirectly by causing

changes in the speciation of a number of biologi-
cally important trace elements, such as Fe [6–8],
Cu [9–12] and Cr [13,14], as H2O2 acts as an
oxidizing and/or reducing agent [15]. H2O2 is
formed primarily by the interactions between dis-
solved organic matter and sunlight and is decom-
posed primarily through biological processes [3].
The effects of these processes can become dis-
cernible within a time scale of hours. Thus, the
concentration of H2O2 in marine waters is highly
variable temporally and spatially. The fluoromet-
ric scopoletin–horseradish peroxidase (HRP)
method is one of the most widely used methods

* Corresponding author. Fax: +1-757-6835303; e-mail:
gwong@odu.edu.

1 Present address: Soil and Plant Analysis Laboratory, De-
partment of Soil Science, University of Wisconsin–Madison,
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for the determination of H2O2 in marine waters
[1,16–19]. In this method, the reaction between
H2O2 and scopoletin is catalyzed by the enzyme
HRP. The concentration of H2O2 is estimated
from the decrease in the fluorescence intensity of
scopoletin as it is consumed in the reaction.
This method has an excellent detection limit
which has been reported to be about 2–10 nM
[20,21]. However, it also suffers from a serious
limitation: the need to analyze the sample imme-
diately after sample collection. It has been
stated that serious errors may result if the sam-
ple is stored for more than an hour [17,21]. This
tight schedule creates severe logistic restrictions
in coordinating the programs for sample collec-
tion and analysis. The availability of a scheme
for even a short term storage of a day or two
can greatly ease the inconvenience. The necessity
for immediate sample analysis follows from the
instability of H2O2 in marine waters. However,
if this is the case and if scopoletin is stable, the
sample may be stored once the reaction between
H2O2 and scopoletin is allowed to go to comple-
tion. The quenched fluorescence intensity of sco-
poletin may then be measured at a later time.
Indeed, in an aqueous solution, scopoletin has
been reported to be stable in diffuse light, and
is not oxidized by either peroxidase or hydrogen
peroxide alone [22]. Furthermore, without
providing explicit reasons, a range of slightly
different experimental conditions has been
adopted in different studies. Thus, earlier inves-
tigators [22,23] allowed the reaction between
H2O2 and scopoletin to proceed at a pH of 4.5
and the quenched fluorescence intensity of the
remaining scopoletin was measured at pH 10.
More recently, the need for using a different pH
for each step, which would have required an
additional pH adjustment, has apparently been
circumvented. However, while some used a pH
of 8 [24], others used a pH of 7 [17,20] for both
steps. Although the importance of pH-buffering
has been noted [17], the selection of a particular
pH for these steps was not substantiated by ex-
perimental data. In this study, the possibility for
storing the samples for later analyses and the
optimal combination of pH, the excitation wave-
length and the emission wavelength for the de-

termination of H2O2 in marine waters by the
scopoletin-HRP method were re-evaluated.

2. Experimental

2.1. Reagents and apparatus

All chemicals used were of reagent grade
whenever available.

Standard 2.5 mM H2O2 solutions: a 1-ml por-
tion of a 30% (w/w) solution of H2O2 was di-
luted to 1000 ml to make an approximately 0.01
M stock solution. The exact concentration of
H2O2 in the stock solution was standardized by
an iodometric titration of the tri-iodide, formed
by the reaction between H2O2 and excess iodide
under acidic conditions, with thiosulfate [25]. A
standard 2.5 mM solution was prepared by serial
dilutions of the standardized 0.01 M stock solu-
tion with distilled deionized water.

Scopoletin (15 mM): a 15 mg portion of sco-
poletin (SIGMA, S-2500, 7-hydroxy-6-methoxy-
2H-1-benzopyran-2-one, C10H8O4, Mw=192.2)
was dissolved in 500 ml of distilled deionized
water to make a 150 mM stock solution. This
stock solution was further diluted in a 1:10 (v/v)
ratio to make a 15 mM solution. This reagent
was stored in the dark at room temperature,
and was stable for at least 1 year.

Horseradish peroxidase (HRP) (20 purpuro-
gallin units (p.u.) ml−1): a 10 mg portion of
HRP (SIGMA, P-8250, 200 p.u. mg−1) was dis-
solved in 10 ml of dissolved deionized water to
make a 200 p.u. ml−1 stock solution. This stock
solution was further diluted in a 1:10 (v/v) ratio
to make a 20 p.u. ml−1 solution. These solu-
tions were stored at 4°C in a refrigerator. The
catalytic effect of this reagent on the reaction
between H2O2 and scopoletin could be main-
tained for at least 2 months.

Saturated solution of Na2B4O7: a sufficient
amount of Na2B4O7 was added to about 100 ml
of distilled deionized water so that a small
amount of solid remained undissolved.

Artificial seawater: artificial seawater was pre-
pared from inorganic salts according to the
method of Lyman and Fleming [26]. In the ex-
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periments where the pH of the solution was ad-
justed to 10 or above, the salts of calcium, magne-
sium, and strontium, which were required in the
method for the preparation of artificial seawater,
were substituted with an equimolar amount of the
sodium salt in order to avoid the precipitation of
the hydroxides of the alkaline earth elements at
high pH.

Fluorescence intensity and excitation and emis-
sion spectra were recorded with a Perkin-Elmer
model 650-10S fluorescence spectrophotometer.

The pH was measured with an Orion model
701A digital ionalyzer.

2.2. Procedures

A 10-ml aliquot of the sample was transferred
into each of three glass bottles marked A, B and
C. Next, 0.5 ml of distilled deionized water was
added to bottles A and B while 0.5 ml of the
standard 2.5 mM H2O2 solution was added to
bottle C. Then, 0.5 ml of the 15 mM scopoletin
solution was added to each bottle. Finally, 0.025
ml of the 20 p.u. ml−1 HRP solution was added
to bottles B and C. The bottles were then stored
in the dark at room temperature until their
fluorescence intensities were measured.

Within 4 days, for each bottle, 3 ml of the
solution together with 0.1 ml of the saturated
Na2B4O7 solution were transferred to a 1-cm
fluorescence cell. After mixing the mixture on a
vortex mixer for 1 min, the fluorescence intensity
was measured at the following settings: excitation
wavelength, 390 nm; excitation slit width, 6 nm;
emission wavelength, 460 nm; emission slit width,
5 nm; sensitivity, 0.1.

The concentration of H2O2 in the sample was
calculated by using the following formula:

Csam= [(FA−FB)/(FB−FC)]·[(Vstd·Cstd)/Vsam]

where FA, FB and FC were the fluorescence intensi-
ties of the solutions in bottles A, B and C, Vstd

and Cstd were the volume and the concentration
of the standard H2O2 solution added to bottle C
and Csam and Vsam were the concentration of the
sample and the volume of the sample used in the
analysis.

3. Results and discussion

3.1. Optimization of experimental conditions

The excitation and emission spectra of a 0.1
mM scopoletin solution in natural seawater, be-
tween pH 4 and 9, and artificial seawater, between
pH 4 and 10, were recorded between 250 and 750
nm. (The spectra of the solution in natural seawa-
ter above pH 9 were not recorded since the pre-
cipitation of the hydroxides of the alkaline earth
elements in natural seawater occurs at high pH. In
the artificial seawater, at high pH, the alkaline
earth elements were substituted with an equimolar
concentration of sodium so that no precipitation
would occur.) The excitation spectra were
recorded at an emission wavelength of 490 nm
while the emission spectra were recorded at exci-
tation wavelengths of 365 and 390 nm. Natural
seawater and artificial seawater behaved identi-
cally. In all cases, there was a single excitation
and a single emission maximum. The wavelength
of the excitation maximum was pH-dependent
(Fig. 1). Below pH 5, the wavelength of the
excitation maximum was located at 345 nm. Be-
tween pH 5 and 7.8, it increased rapidly with
increasing pH to 390 nm. No further change in
the wavelength of the excitation maximum was

Fig. 1. The effect of pH on the wavelength of the excitation
maximum of scopoletin at an emission wavelength of 460 nm
(�) and on the fluorescence intensity of scopoletin at the
excitation and emission maxima at each pH value (�) in
artificial seawater. Fluorescence intensity is given in arbitrary
relative fluorescence unit.
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observed above pH 7.8. In previous studies, an
excitation wavelength of 365 nm was invariably
used and the fluorescence was measured at pH 7
[17,20], 8 [24] or 10 [22,23]. At pH 8 and 10, the
fluorescence intensity was not measured at the
wavelength of the excitation maximum. Thus, the
method was not utilized at its highest sensitivity.
At pH 7, the excitation wavelength used was still
off but not as far off as in the other two schemes
from the wavelength of the excitation maximum.
However, around this pH, the wavelength of the
excitation maximum was most sensitive to small
pH changes. Thus, the sensitivity of the method
could vary significantly if the pH of the sample
was not strictly controlled to the same value from
one sample to the other. In contrast to the excita-
tion maximum, the wavelength of the emission
maximum was independent of pH. It stayed at
460 nm between pH 4 and 10.2 at the excitation
wavelengths of 365 and 390 nm in both natural
and artificial seawater. An emission wavelength of
490 nm has been used by several investigators
[17,27]. This is again not the optimal condition for
this method.

The relationship between the fluorescence inten-
sity of a 0.1 mM scopoletin solution and pH, when
both the wavelengths of the excitation and the
emission maxima at each pH were used, between
pH 4 and 10 in artificial seawater is also shown in
Fig. 1. (Again, similar behavior was found in
natural seawater between pH 4 and 9.) Between
pH 4 and 6, the fluorescence intensity was almost
invariant with pH. It increased abruptly by more
than a factor of 2 between pH 7 and 8.5. Above
pH 9, the fluorescence intensity stayed relatively
constant. Thus, measuring the fluorescence inten-
sity at a pH of 8 or below, as preferred by
previous investigators [17,18,24], is not the opti-
mal condition for this method even if the excita-
tion and emission maxima at these values of pH
are used. However, at a pH of about 10 or above,
the precipitation of the hydroxides of the alkaline
earth elements occurs in marine waters. Thus, as a
compromise, in the proposed procedure, a borate
buffer was used so that the pH of the sample was
maintained between 8.5 and 9. (Similar results
were obtained by using a buffer of 0.6 M sodium
bicarbonate adjusted to pH 9 by the addition of

sodium carbonate.) The fluorescence intensity was
measured at an excitation wavelength of 390 nm
and an emission wavelength of 460 nm. The con-
centration of H2O2 was determined by an internal
addition to each sample in order to accommodate
any variations in pH and/or the bulk composition
of the samples. For seawater, whose pH is about
8, the fluorescence intensity may be determined at
its natural pH without adding a buffer. The addi-
tion of the other reagents does not alter the pH of
the sample significantly.

3.2. Comparison with an un-optimized method

A sample of estuarine water collected from the
lower Chesapeake Bay was stored in the dark for
at least three days before it was used in subse-
quent experiments. During this period of time,
most, if not all, of the H2O2 present initially in the
sample would have decomposed [2,21,28]. H2O2

was added to one sub-sample to a concentration
of added H2O2 of 0.30 mM. Another sub-sample
was exposed to sunlight for three hours to induce
the in situ formation of H2O2. Then, the concen-
tration of H2O2 in the sample before and after the
addition of H2O2 and after the exposure to sun-
light were measured repeatedly by the scopoletin–
HRP fluorometric method under the optimized
experimental conditions reported here (i.e. a pH
of 8.5 to 9, an excitation wavelength of 390 nm
and emission wavelength of 460) and under the
un-optimized experimental conditions that are
presently in use [17] (i.e. a pH of 7, an excitation
wavelength of 365 nm and an emission wave-
length of 490 nm). The results are shown in Table
1. Both methods were similarly precise, ranging
between 918% at 0.017 mM to 91.5% at 0.337
mM under the optimized conditions and between
914% at 0.037 mM to 91.2% at 0.331 mM under
the un-optimized conditions. Both schemes de-
tected about the same amount of added H2O2 and
the same amount of H2O2 formed upon the irradi-
ation of the sample with sunlight. Both recovered
the added H2O2 approximately quantitatively.
The concentrations obtained by using the opti-
mized method were slightly lower systematically,
by 0.02 mM, than those obtained by using the
un-optimized method. The difference is small and
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Table 1
Determination of H2O2 in marine waters by the scopoletin-HRP fluorimetric method under the optimized and previously adopted
conditions

Un-optimizedb H2O2Sample Optimizeda

Sp. fl.c (fu mM−1) H2O2 (mM) Sp. fl. (fu mM−1) Added mMH2O2 (mM)

290.042 097Estuarine water 0.015
Lower Chesapeake Bay 0.019 0.038
Salinity=23 g kg−1 0.032

Average (mM) 0.03790.0050.01790.003

0.374 67Estuarine water with added H2O2 0.337 0.3088
0.3560.332
0.3390.341

0.35690.018Average (mM) 0.33790.005
Recover (mM) (%) 0.320 0.319

106107

0.336 77 077Estuarine water 0.304
0.331Irradiated with sunlight 0.298
0.3260.313
0.329

0.33190.004Average (mM) 0.30590.008
0.294H2O2 formed (mM) 0.288

a pH, 8.5–9.5; excitation wavelength, 390 nm; emission wavelength, 460 nm—this work.
b pH, 7; excitation wavelength, 365 nm; emission wavelength, 490 nm—Holm et al. [17].
c Sp. fl., specific fluorescence in fluorescence unit (fu, relative arbitrary values) per mM of added H2O2.

is not considered significant when the combined
analytical uncertainties of these analytical
schemes are taken into account.

While both sets of analytical conditions yielded
similar results, their sensitivities, which were given
by their specific fluorescences (i.e. the decrease in
fluorescence intensity per unit concentration of
added H2O2) varied. The specific fluorescences of
the optimized method were 97, 88 and 77 fu
mM−1, where fu is fluorescence intensity in arbi-
trary relative fluorescence unit, while the corre-
sponding values of the un-optimized method were
29, 67 and 77 (Table 1). Thus, the optimized
method yielded sensitivities that were up to more
than three times higher than those of the un-opti-
mized method. Furthermore, the variations in the
specific fluorescences were much smaller in the
optimized method. In the samples that were ana-
lyzed with the optimized method after various
periods of storage time (Tables 2 and 3), the
variations in the specific fluorescence in each sam-

ple over time were B97%. The higher variabil-
ity of the sensitivity of the un-optimized method
probably results from its strong dependence on
even small changes in pH. The specific fluores-
cence and thus the sensitivity of the method ap-
parently decrease with increasing salinity. The
specific fluorescences in a sample of marine water,
distilled deionized water and a 1:1 mixture of the
two were 88, 152 and 99 fu mM−1 respectively
(Table 2).

3.3. Sample storage

H2O2 was added to two samples of coastal
seawater collected from the Cobb Island Bay and
the Lynnhaven Inlet, to distilled deionized water
and to a 1:1 mixture of the Lynnhaven Inlet water
and distilled deionized water. These solutions con-
taining added H2O2 were then treated as samples.
Scopoletin, distilled deionized water, standard
H2O2 and/or HRP were added to sub-sets of each
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Table 2
Effect of storage on the determination of H2O2 in marine waters by the scopoletin–HRP fluorometric method

Sample BbSample Aa Sample Cc Sample Dd

Storage Sp. fl.H2O2 (mM) Sp. fl.e H2O2 (mM)Storage StorageH2O2 (mM) Sp. fl. Sp., fl.Storage H2O2 (mM)
(fu mM−1)(fu mM−1) time (h)time (h)time (h)time (h) (fu mM−1) (fu mM−1)

0.253 75 00 0.136 89 0 0.172 153 0 0.138 110
0.245 76 23.8 0.135 902 23.8 0.158 169 23.8 0.158 98
0.259 75 48.8 0.143 928.5 48.8 0.176 153 74.5 0.168 99
0.259 76 74.5 0.148 8118.3 74.5 0.184 144 74.5 0.156 97
0.256 75 74.5 0.150 80 74.5 0.183 14226.3 75.3 0.165 99
0.249 74 75.3 0.128 8950.3 75.3 0.185 147 75.3 0.163 97
0.272 73 75.3 0.134 8773.3 75.3 0.180 147 76 0.157 105
0.272 73 76 0.144 9299 76 0.178 151 76 0.155 105

76 0.115 92 76 0.182 146 90.8 0.134 83
90.8 0.134 83 90.8 0.153 171

0.258 75 0.136 88 0.175 152Avg. 0.155 99
0.009 1 0.010 5 0.010 10SDf 0.011 7

a Sample A, Cobb Island Bay water; salinity=31 g kg−1.
b Sample B, Lynnhaven Inlet water; salinity:25 g kg−1.
c Sample C, distilled deionized water.
d Sample D, 1:1 mixture of sample B and distilled deionized water.
e Sp. fl., specific fluorescence in fluorescence unit (fu, relative arbitrary values) per mM of added H2O2.
f SD, one standard deviation.
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Table 3
Effect of storage and direct internal addition to the sample on the determination of H2O2 in marine waters by the scopoletin–HRP
fluorometric methoda

With additional HRP Without additional HRPTime of storage (h)

H2O2 (mM) H2O2 (mM) Sp. fl. (fu mM−1)Sp. fl.b (fu mM−1)

0.169 92 0.184 840
860.178940.16312
830.17723 0.163 90

a Lower Chesapeake Bay water; salinity=23 g kg−1.
b Sp. fl., specific fluorescence in fluorescence unit (fu, relative arbitrary values) per mM of added H2O2.

of these samples as described in the proposed
method for sample storage. Then, these sub-sets
of these samples were stored in the dark at room
temperature for various periods of time before
they were retrieved, one sub-set at a time, for the
determination of the concentration of H2O2. The
results are summarized in Table 2. In all cases,
there was no significant change in the concentra-
tion of H2O2 with storage time, even for the
longest storage time of 99 h. The average concen-
trations of H2O2 in these samples of water over all
the periods of storage were 0.25890.009, 0.1369
0.010, 0.17590.010 and 0.15590.011 mM. Sam-
ples B, C and D were determined repeatedly over
a period of 1.5 h after a storage time of 74.5–76
h. Their average concentrations over this period
of time were 0.13790.012, 0.18290.002 and
0.16190.005 mM. These uncertainties were a
good indication of the analytical uncertainty in-
herent in the method and their magnitudes were
similar to those reported by previous workers [17].
Since the variations in the concentrations of H2O2

in the samples during the storage periods were
similar to these analytical uncertainties, by using
the proposed scheme, the storage of samples of
marine water for up to 99 h, or about 4 days, does
not affect the determination of their concentra-
tions of H2O2.

In another experiment, a sub-sample with
added standard H2O2 which served as an internal
standard was not included for storage. Instead,
after the fluorescence intensity of the sample was
read, a known amount of H2O2 (0.05 ml of a 10
mM solution) was added directly to the fluores-
cence cell containing the sample (3 ml) with or

without the further addition of HRP (0.01 ml of a
200 p.u. ml−1 solution) and the fluorescence in-
tensity of the sample was read again. The scheme
without a further addition of HRP has been the
standard scheme for the determination of H2O2

[17] if a sample can be analyzed immediately after
sample collection [17]. In either of these schemes,
only two, the blank and the sample, rather than
three sub-samples need to be stored. The scheme
without the further addition of HRP will work, if,
during sample storage, the ability of the HRP,
which is added prior to sample storage, to cata-
lyze the reaction between H2O2 and scopoletin is
not altered. If there is a further addition of HRP,
the scheme should work unless compounds, which
can interfere with the reaction between H2O2 and
scopoletin in the presence of the freshly added
HRP, are formed during storage. The results
(Table 3) indicate that there was no significant
change in the concentration of H2O2 for up to 23
h, the length of the experiment. The variations
around the mean during storage was within the
analytical uncertainty of about 0.010 mM. Slightly
lower results were found when there was a further
addition of HRP. The difference, about 0.014 mM,
was small. The cause could be traced to a slight
decrease in the specific fluorescence, from 92 to 84
fu mM−1 of added H2O2, without the further
addition of HRP. This may indicate a slight deac-
tivation of the enzyme HRP during storage. Thus,
for shorter periods of storage of up to a day, only
the sample may need to be stored after H2O2 in
the sample has been allowed to react with scopo-
letin in the presence of HRP. The concentration
of H2O2 in the sample may be quantified later on
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by a direct internal addition of a standard H2O2

solution to the sample together with an additional
amount of HRP.
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Selective spectrophotometric determination of palladium(II)
with

2(5-nitro-2-pyridylazo)-5-(N-propyl-N-3-sulfopropylamino)
phenol(5-NO2.PAPS) and tartaric acid with

5-NO2.PAPS-niobium(V) complex
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Abstract

Spectrophotometric determinations of palladium(II) and tartaric acid were respectively investigated by using the
color reactions between 2(5-nitro-2-pyridylazo)-5-(N-propyl-N-3-sulfopropylamino)phenol(5-NO2.PAPS) and palladi-
um(II) in strong acidic media, and between 5-NO2.PAPS, niobium(V) tartaric acid in weak acidic media. The
calibration graphs were linear in the range of 0–25 mg/10 ml palladium(II), with an apparent molecular coefficient (o)
of 6.2×104 l mol−1 cm−1 at 612 nm, and 0–23 mg/10 ml tartaric acid with o=1.08×106 l mol−1 cm−1 at 612 nm,
respectively. The proposed methods were selective and sensitive in comparison with other chelating pyridylazo
dyes–palladium(II) or metavanadic acid–tartaric acid method, and the effect of foreign ions such as copper(II) was
negligible for the assay of palladium(II) with 5-NO2.PAPS. © 1998 Elsevier Science B.V. All rights reserved.

Keywords: Spectrophotometric determination; Palladium(II); Tartaric acid

1. Introduction

Generally, palladium(II) has been used as a
catalytic metal, an alloy of precious metal goods,
etc. However, tartaric acid has been used as start-
ing material for pharmaceutical preparations, re-

frigerant, lemonade, etc. Various spectro-
photometric methods for the assay of palladiu-
m(II), have been reported, such as coloring agents
for palladium(II), dithizone, p-nitrodipheny-
lamine, Chromazurol S, 2(pyridylazo)resorcinol
(PAR), etc. [1–11] were used. In addition, the
volumetry or colorimetry [12,13] were used for the
assay of tartaric acid. However, these analytical
methods for the assay of palladium(II) or tartaric
acid lack sensitivity and selectivity. In this paper,* Corresponding author.

0039-9140/99/$ - see front matter © 1998 Elsevier Science B.V. All rights reserved.
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with a view to obtaining a more selective and
sensitive spectrophotometric method for palladiu-
m(II) or tartaric acid with chelating azo dye, we
first investigated the systematic color reaction be-
tween various chelating azo dyes and palladiu-
m(II), and also among various chelating azo
dyes, metal ions and tartaric acid. Second, new
sensitive and selective spectrophotometric deter-
minations for palladium(II) with 5-NO2.PAPS as
a chelating azo dye in strong acidic media, and
for tartaric acid with 5-NO2.PAPS-niobium(V)
complex in weak acidic media were proposed.

2. Experimental

2.1. Apparatus and reagents

The absorption spectra were recorded on a
Shimadzu UV 260 spectrophotometer with 1.0-
cm quartz cells. Hitachi-Horiba Models F-8 and

Table 1
Effect of foreign ionsa

Foreign ions Permissible molar ratiobAdded as

Ca(II) 400Nitrate
150Al(III) Nitrate

Nitrate 400Co(II)
Nitrate 400Ni(II)

400SulphateCu(II)
Fe(III) 300Sulphate
Fe(II) Sulphate 80

ChlorideMn(II) 60
60VO3− Ammmo-

nium
Ce(III) Chloride 80

300NitrateTh(IV)
Pt(IV) Chloride 1

PotassiumF− 400
1/20PotassiumI−

NO2
− Sodium 200

400SodiumTartarate
SodiumOxalate 400

400Citrate Sodium
AcidAscorbic acid 200

a Palladium(II) used, 1.0×10−5 mol l−1;5-NO2.PAPS, 5.0×
10−5 mol l−1; HNO3, 4N.

b Difference of absorbance between 5-NO2.PAPS-palladiu-
m(II) and 5-NO2.PAPS-palladium(II)-foreign ions solution;
absorbance error=90.01.

Fig. 1. Absorption spectra of 5-NO2.PAPS and 5-NO2.PAPS-
palladium(II) solutions. Palladium(II), 1.0×10−5 mol l−1;
5-NO2.PAPS, 5.0×10−5 mol l−1; HNO3, 4N ; curve I, 5.0-
NO2.PAPS-palladium(II) solution; curve II, 5-NO2.PAPS so-
lution; reference, water.

F-11 pH meters were used for pH measure-
ment.

A solution of 1.0×10−3 mol l−1 5-NO2.PAPS
was prepared by dissolving 5-NO2.PAPS (Do-
jindo Chemical, Japan) in methanol. A
1.0×10−3 mol l−1 palladium(II) solution was
prepared by dissolving palladium chloride in

Table 2
Recovery test of palladium(II) in various watera

Added (mg) Calculated Recovery (%)Sample

Waste water
10.410.6 99.0A

99.510.510.6
10.710.6 101.0B

10.6 10.65 100.5

a 5-NO2.PAPS, 5.0×10−4 mol l−1; HNO3, 4N ; reference,
reagent blank; waste water A, Cu(II):Co(II):Hg(II):Pd(II)=
20:20:10:1 (palladium used 5.3 mg); waste water B,
Cu(II):Fe(II):Ni(II):Pd(II)=20:20:20:1 (palladium used 5.3
mg).
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Fig. 2. Composition of 5-NO2.PAPS-palladium(II) complex by
continuous variation method. 5-NO2.PAPS+palladium(II)=
2.5×10−5 mol l−1; HNO3, 4N.

solution. The amount of palladium (II) was calcu-
lated by measuring the absorbance of 5-
NO2.PAPS-palladium(II) solution at 612 nm
against a blank (5-NO2.PAPS solution) prepared
without palladium(II).

2.2.2. Determination of tartaric acid
To a sample solution containing 0–23 mg tartaric

acid in a 10-ml calibrated flask, 2.5 ml of sodium
acetate–acetic acid buffer solution (pH 4.0), 1.0 ml
of 1.0% HTAC solution, 1.0 ml of a 5.0×10−4 mol
l−1 niobium(V) solution and 0.75 ml of a 1.0×
10−3 mol l−1 5-NO2.PAPS solution were added.
The mixture was diluted to the mark with water,
kept at 60°C for 15 min. After cooling the solution
to room temperature (10–25°C) for 10 min, the
absorbance at 612 nm of the 5-NO2.PAPS-niobi-
um(V)-tartaric acid solution was measured against
a blank (5-NO2.PAPS-niobium(V)) solution that
was treated in the same manner, with the exception
that tartaric acid was not added.

Fig. 3. Absorption spectra of 5-NO2.PAPS-niobium(V) and
5-NO2.PAPS-niobium(V)-tartaric acid solutions. Tartaric acid,
1.0×10−5 mol l−1; niobium(V), 5.0×10−5; mol l−1; 5-
NO2.PAPS, 7.5×10−5 mol l−1; pH, 4.0; curve I, 5-
NO2.PAPS-niobium(V)-tartaric acid solution; curve II,
5-NO2.PAPS-niobium(V) solution; reference, water.

water, as described by a previous report [1], and
corrected by ethylenediamine tetraacetic acid
(EDTA) titration. A 1.0×10−3 mol l−1 niobi-
um(V) solution was prepared by dissolving nio-
bium in water by adding of hydrofluoric acid, and
a tartaric acid solution was prepared by dissolving
tartaric acid in water. A 1.0% hexadecyltrimethy-
lammmoniumchloride (HTAC) solution was pre-
pared by dissolving HTAC in water. All materials
and reagents were of analytical grade and were used
with further purification. Deionized water was used
throughout.

2.2. Standard procedure

2.2.1. Determination of palladium(II)
To a sample solution containing 0–25 mg palla-

dium(II) in a 10-ml calibrated flask, 4.0 ml of a 10
N nitric acid and 0.5 ml of 1.0×10−3 mol l−1

5-NO2.PAPS solution were added. The mixture was
diluted to the mark with water and kept at room
temperature for 20 min together with a reference
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Table 3
Effect of various surfactants in the coloring reaction among
5-NO2.PAPS, niobium(V) and tartaric acida

AbsorbanceSurfactant
(maximum)

0.278 (606)—
HTAC 0.684 (612)

0.609 (612)Hexadecylpyridinium Cl
0.208 (631)Tetradecyltrimethylammmonium

Cl
0.120 (608)Dodecyltrimethylammmonium Cl

Benzalkonium Cl 0.375 (612)
0.313 (608)Sodium dodecylbenzene sulphate
0.264 (608)Sodium decylsulphate
0.246 (608)Polyvinylalcohol (n=500)
0.291 (608)Triton X100
0.272 (608)Brij 35
0.275 (608)Tween 20

a Tartaric acid, 5.0×10−6 mol l−1; niobium(V), 5.0×10−5

mol l−1; 5-NO2.PAPS, 5.0×10−5 mol l−1; pH 4.0; reference,
5-NO2.PAPS-niobium(V) solution.

its optium final concentration was 3–5 N nitric
acid.

3.1.3. Effects of temperature and reaction time
The coloring reactions at various temperatures

(25, 40, 50 and 60°C for 0–30 min) and times
were discussed. As a result, the coloring reaction
at room temperature was immediately carried,
and its absorbance was stable for 48 h after
initiation of the color reaction. In this case, the
coexisting effects of surfactant (cationic-, anionic-,
nonionic-) was not entirely recognized.

3.1.4. Effect of concentration of 5-NO2.PAPS
The recommended optimum concentration of

5-NO2.PAPS was final 5.0×10−5 mol l−1, and
the subsequent procedure was investigated at final
5.0×10−5 mol l−1 5-NO2.PAPS.

3.1.5. Calibration graph and reproducibility
The calibration graph was linear for concentra-

tions lower than 30 mg palladium(II) per 10 ml.
3. Results and discussion

3.1. Determination of palladium(II)

3.1.1. Coloring reactions and absorption spectra
The coloring reactions between various azo-

chelating agents such as 5-NO2.PAPS and palladi-
um(II) in strong acidic media were systematically
investigated. Although the coloring reactions be-
tween palladium(II) and the majority of PAR
derivatives—PAR, 1-(2-pyridylazo)-2-naphthol
(PAN), 4-(2-thiazolylazo)resorcinol(TAR), 1-(2-
thiazolylazo)-2-naphthol(TAN)—in strong acidic
media were scarcely recognized, 5-NO2.PAPS was
found to be the most appropriate agent for the
assay of palladium(II) in tested azo-chelating
agents. Fig. 1 shows the absorption spectra of
5-NO2.PAPS and 5-NO2.PAPS-palladium(II) so-
lutions in strong acidic media.

3.1.2. Effect of acid
The coloring reactions in strong acidic media

using hydrochloric acid, sulfuric acid, nitric acid,
etc. were stable and reproducible in comparison
with the coloring reaction in weak acidic media
using acetate buffer solution; in particular, color-
ing in the presence of nitric acid was stable, and

Table 4
Effect of foreign ionsa

Foreign ions Permissible molar ratioAdded as
(ion/tartaric acid)b

Nitrate 200Ca(II)
NitrateAl(III) 1

Co(II) 5Nitrate
NitrateNi(II) 20

Cu(II) Sulphate 10
Chloride 1Sm(III)
ChlorideZn(II) 1

Pt(IV) Chloride 1/10
SulphateFe(II) 10
SulphateTi(IV) 1/50

Hg(II) Nitrate 10
I− Potassium 1/20
CN− Sodium 10

SodiumS2O3
2− 10

SodiumCitric acid 40
Ascorbic acid Acid 10

a Tartaric acid used, 5.0×10−6 mol l−1; niobium(V), 5.0×
10−5 mol l−1; 5-NO2.PAPS, 7.5×10−5 mol l−1; HTAC, 0.1%;
pH 4.0; reference, 5-NO2.PAPS-niobium(V) solution.

b Difference of absorbance at 612 nm between 5-NO2.PAPS-
niobium(V)-tartaric acid and 5-NO2.PAPS-niobium(V) solu-
tion; absorbance error=90.01.
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The apparent molar absorption coefficient (o) was
estimated to be 6.2×104 l mol−1 cm−1 with a
Sandell sensitivity of 0.0017 mg cm−2 palladiu-
m(II) at 612 nm. The proposed method is about
2-fold more sensitive than the PAR-extraction
method [4]. The reproducibility for 10.6 mg palla-
dium(II) per 10 ml (ten experiments) was 0.41%
relative standard deviation (R.S.D.).

3.1.6. Effect of foreign ions
The effect of foreign ions and substances was

investigated. As shown in Table 1, the presence of
many metal ions was permitted in a 50–300-fold
excess over palladium(II), but the coexsitence of
platinum(IV) gave a positive error, and thio-
cyanate, iodide ions gave a negative error for the
assay of palladium(II).

3.1.7. Application
The proposed method was applied to the assay

of palladium(II) in waste water containing of
copper(II), cobalt(II), mercury(II), iron(III), etc.
with satisfactory results, as shown in Table 2.

3.1.8. Composition of complex
The molar ratio of palladium(II) to 5-

NO2.PAPS in the complex was determined by the
continuous variation and molar ratio methods to
be 1:1 (Fig. 2).

3.2. Determination of tartaric acid

3.2.1. Coloring reaction and absorption spectra
The coloring reaction between niobium(V), 5-

NO2.PAPS and/or tartaric acid in the presence or
absence of surfactant were systematically investi-
gated in acidic media. Although the coloring be-
tween 5-NO2.PAPS and niobium(V) in the
absence of surfactant and tartaric acid was un-
stable in weak acidic media, 5-NO2.PAPS-niobi-
um(V) coloring reaction with the coexistence of
tartaric acid and a cationic surfactant such as
HTAC was stable, strong and reproducible.

Fig. 3 shows the absorption spectra of 5-
NO2.PAPS-niobium(V)–tartaric acid and 5-
NO2.PAPS-niobium(V) solutions at pH 4.0 in the
presence of HTAC as a cationic surfactant.

3.2.2. Effect of pH and fluoride ion
A maximum and almost constant absorbance

was obtained at 610 nm (maximum absorption
wavelength) within the limited range of pH 3.7–
4.3, by using 1.5–3.0 ml of Walpole acetate buffer
solution for 10 ml. The coexistence of fluoride
ions was effective in the coloring reaction between
5-NO2.PAPS and niobium(V), and its recom-
mended optimum concentration was final concen-
tration 1.5×10−3 mol l−1 fluoride ions for the
assay of tartaric acid.

3.2.3. Effect of surfactant
The effect of single or mixed surfactants was

systematically examined in the coloring reactions
among 5-NO2.PAPS, niobium(V), tartaric acid
and fluoride ion. The coexistence of cationic sur-
factant, such as HTAC alone, was generally effec-
tive. HTAC in the tested cationic surfactants was
most effective, and the optimum concentration
was final concentration 0.05–0.12 % HTAC
(Table 3).

3.2.4. Effect of 5-NO2.PAPS–niobium(V)
concentration

The recommended optimum concentrations of
5-NO2.PAPS and niobium(V) were final concen-
tration 5.0×10−5 mol l−1 niobium(V) and 7.5×
10−5 mol l−1 5-NO2.PAPS, respectively; the
molar ratio of 5-NO2.PAPS to niobium(V) was
1.5:1.

3.2.5. Effects of temperature and stability
The coloring reaction between 5-NO2.PAPS,

niobium(V), fluoride ions and tartaric acid was
rapid at elevated temperatures (30–60°C) for 10
min in comparison with that at room temperature
(15–25°C). The absorbance of the system re-
mained stable and constant for at least 90 min
after initiation of the color reaction.

3.2.6. Calibration graph and reproducibility
The calibration graph was linear for the con-

centration lower than 23 mg tartaric acid per 10
ml. The apparent molar absorption coefficient (o)
was estimated to be 1.05×106 l mol−1 cm−1.
The proposed method is much more sensitive than
potentiometry. The reproducibility for 7.1 mg tar-
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taric acid per 10 ml (five experiments) was 0.79%
(R.S.D.).

3.2.7. Effect of interferences
The effect of foreign ions and substances was

investigated. The coexistence of platinum(IV),
rare earth elements, titanium(IV) and mangane-
se(II) gave a positive error, but these interference
ions could be masked by addition of EDTA or
nitrilotriacetic acid (NTA). As shown in Table 4,
the coexistence of metal ions such as cobalt(II),
zinc(II) and iron(III) was permitted in a 10–20-
fold excess over tartaric acid. However, the coex-
sistence of citrate, oxalate ions and L-ascorbic
acid was permissible in a 10–40-fold excess over
tartaric acid.

4. Conclusion

The coloring reactions among 5-NO2.PAPS,
palladium(II) or niobium(V) and/or tartaric acid
were systematically investigated, as were the pro-
cedures for the assay of palladium(II) and tartaric
acid, by using 5-NO2.PAPS-palladium(II) and 5-

NO2.PAPS-niobium(V) coloring reactions. The
proposed methods were relatively simple, selective
and sensitive in comparison with other spec-
trophotometric methods [1–12].
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Abstract

A kind of strong anion exchanger (SAX) was prepared with chloromethylstyrene encapsulated silica. This strong
anion silica column has superior ability for the separation of anions, organic acids and also the mixture of them.
Using this strong anion exchanger, the sulfonic acids can be separated. With gradient elution, the separation of
petroleum mono- and di- sulfonates in Yumen sample can be also well obtained. This anion exchanger’s stability has
been studied. After continuous use for three months the carbon and nitrogen contents and the chromatographic
behavior of the exchanger were unchanged. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chloromethylstyrene; Encapsulated; Anion exchanger; HPLC

1. Introduction

Anion-exchange phases containing differently
substituted amines as the effective groups have
always been of interest for the selective separation
of ionizable species. Such phases are obtained
either by chemical modification of polymeric or-
ganic support materials [1–4] or by chemical
bonding of molecules with ion-exchange capabil-
ity to the surface of silica by silanization [5,6]
using the corresponding type of reagent. Contrary
to silica based materials, stationary phases on the

basis of organic polymers are stable against mo-
bile phase of pH value beyond 8. However, the
disadvantages of organic polymer packing materi-
als (swelling in certain organic solvents and poor
pressure stability) should not be overlooked. Sil-
ica based ion-exchange phases obtained by
silanization have a limited chemical stability and
can not be used with mobile phases at a pH value
higher than 8. Such phases exhibit a poor long-
term stability even at low pH value when aqueous
mobile phases containing buffer salts were used
[7].

It has previously been proven [8] that effective
polar spacer groups in the common modified sil-
ica are not stable against protic attack by aqueous

* Corresponding author. Fax: +86-931-8417088; e-mail:
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media as mentioned above. Therefore, stationary
phases which combine the good properties of
organic polymers (high pH stability) and of silica
gel (optimal porosity for fast mass transfer, as
well as good mechanical strength at high pres-
sures) could be of practical interest as a new type
of HPLC-packing.

Regnier [8] was the first to immobilize organic
polymers by cross-linking on inorganic support
materials without covalent chemical bonding to
the surface. But for this synthesis one has to rely
on the properties of the prepolymer, which has to
be photolytically immobilized. In 1996, Engel-
hardt [9] reported a newly synthesized weak
cation-exchanger with acrylic acid coated vinyl
silica, which combined the advantages of both the
chemical bonding and coating silica.

In this paper, the silica was modified with
methylvinyldiethoxysilane, the vinyl silica was en-
capsulated with chloromethylstyrene and then
quaternized with N,N-dimethylbenzylamine. The
resulting phases exhibit superior chromatographic
properties in anion-exchange process. The use of
these phases for the separation of some groups of
anions and organic acids is well accepted in
HPLC.

2. Experimental

2.1. Reagents

Micro silica beads, 6 mm, specific surface area
100 m2 g−1 (BET method), mean pore size 6.7 nm
(Hg intrusion method), were prepared in this lab-
oratory. Chloromethylstyrene was obtained from
Acros Organic Reagent (USA). Other reagents
used in experiment were analytical pure. The mo-
bile phases were prepared with deionized water.

2.2. Chromatography and equipment

HPLC was performed with a Waters High Per-
formance Liquid Chromatograph fitted with a
150×4.6 mm i.d. stainless steel column of which
the stationary phase was slurried in CCI4: dioxane
(3:2) and packed at 37 MPa with n-C6 as eluent.
The detection of the anions and organic acids was

performed with a Sichuan SY-221 DDJ-01 con-
ductivity detector. The separation of sulfonic
acids and the petroleum sulfonates were per-
formed on a HP 1090 High Performance Liquid
Chromatograph with UV detection at 280 nm. 10
ml volume loop was used for sample injection.

2.3. Preparation of the SAX

In order to increase the bonding strength of
chloromethylstyrene on the silica surface and thus
to enhance the stability of the stationary phase,
the synthesis of the SAX includes the modification
of the support with an unsaturated reagent
(methylvinyldiethoxysilane) as a first step, and
subsequent polymerization of the monomer on
the modified surface. Firstly, this pretreatment
can make the surface of silica more favorable for
the adsorption of monomers. Secondly, unsatu-
rated groups on the surface can also take part in
the polymerization and thus be introduced into
the polymer chains. In such a way, the polymer
layer is chemically bound to the surface of silica.
Thus these SAX have superior stability. Table 1
shows the carbon and nitrogen contents of two
SAX prepared under different conditions.

2.3.1. Modification of the silica beads [10,11]
The pretreated silica beads were heated under

reflux in a toluene solution of methylvinyldi-
ethoxysilane for 10 h. The mixture was centrifu-
galized, and the beads were washed consecutively
with toluene and acetone to remove unreacted
silane and then dried. The carbon content of
bonded silica (MVDS) was 1.9–2.2%

Table 1
The results of carbon and nitrogen contents of different
SAXa,b,c

C (%) Q0 (mmol g−1)N (%)

0.16 0.11SAX-I 3.42
0.220.22SAX-II 4.20

a Q0, Theoretical specific capacity (mmol g−1).
b Q0=10N/14 (mmol g−1).
c N, Nitrogen content of SAX (%).
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Fig. 1. Separation of some anions. Chromatographic condi-
tions: stationary phase, SAX-I; conductivity detection; flow-
rate, 2.0 ml min−1. (a) Mobile phase, 0.75 mmol l−1

potassium hydrogen phthalate. 1. NO2
−; 2. NO3

−; 3. I−; 4.
SO4

2−. (b) Mobile phase, 0.3 mmol l−1 sodium benzoate: 1.
Cl−; 2. Br−; 3. NO3

−; 4. I−.

Fig. 2. Separation of some anions. Chromatographic condi-
tions: stationary phase, SAX-II; conductivity detection; flow-
rate, 2.0 ml min−1. (a) Mobile phase, 0.5 mmol l−1 potassium
hydrogen phthalate—0.5 mmol l−1 sodium citrate. 1. Cl−; 2.
NO2

−; 3. Br−; 4. NO3
−; 5. SO4

2−. (b) Mobile phase, 1.0 mmol
l−1 potassium hydrogen phthalate—0.5 mmol l−1 sodium
citrate. 1. Cl−; 2. NO2

−; 3. Br−; 4. NO3
−; 5. SO4

2−; 6. I−.

Fig. 3. Separation of organic acids. Chromatographic condi-
tions: stationary phase, SAX-II; conductivity detection; flow-
rate, 2.0 ml min−1; mobile phase: 0.5 mmol l−1 potassium
hydrogen phthalate (pH, 5.4). 1. Formic acid; 2. acetic acid; 3.
propanoic acid; 4. butyric acid; 5. pentanoic acid; 6. hexanoic
acid.

Fig. 4. Separation of a mixture of organic acids and anions.
Mobile phase: 2.0 mmol l−1 potassium hydrogen phthalate,
other chromatographic conditions are the same as that in Fig.
3. 1. Formic acid; 2. acetic acid; 3. Cl−; 4. NO2

−; 5. Br−; 6.
NO3

−.
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2.3.2. Encapsulation of the chloromethylstyrene
The MVDS were heated for 8 h under reflux in

a toluene solution which consisted of
chloromethylstyrene (distilled under vacuum con-
dition) and 5% benzyl peroxide (relative to the
volume of chloromethylstyrene). The encapsula-
tion products were formed by copolymerization of
the ethylene groups on the silica surface with
chloromethylstyrene. This product was washed
with toluene. The encapsulations with different
carbon contents were obtained by varying the
ratio of the amounts of modified beads and
chloromethylstyrene. This reaction is shown
below.

2.3.3. Quaternization of the N,N-dimethyl-
benzylamine

5 g encapsulation products were heated for 6 h
under reflux in a toluene solution which contained
2.5 ml N,N-dimethylbenzylamine. Thus the qua-
ternary ammonium chloride products were ob-

Table 2
Elemental analysis results of the exchanger SAX-II

N (%)C (%)

0.22Before use 4.20
After 3 months service 4.12 0.21

tained. These products were washed with toluene
and dioxane to remove unreacted reactants.
Strong anion exchangers (SAX) with different
ion-exchange capacity were thus obtained (see
Table 1). This reaction process is shown:

Fig. 6. Separation of petroleum mono- and di- sulfonates in
Yumen sample. Mobile phase, A: methanol-water 60/40%, v/v;
B: 0.125 mol l−1 sodium phosphate monobasic-methanol (60/
40%, v/v). The sample is first eluted with 100% A for 1 min,
then the eluent linearly changes to 100% B within 1 min, then
the sample is continuously eluted with 100%B for 6 min);
flow-rate, 1.0 ml min−1; ultraviolet detection at 254 nm;
flow-rate, 1.0 ml min−1; other chromatographic conditions are
the same as that in Fig. 3. 1. Petroleum mono-sulfonate; 2.
petroleum di- sulfonate).

Fig. 5. Separation of sulfonic acids mobile phase, 0.125 mol
l−1 sodium phosphate monobasic-methanol (60/40%,v/v);
flow-rate, 1.0 ml min−1; ultraviolet detection at 254 nm; other
chromatographic conditions are the same as that in Fig. 3. 1.
p-toluene sulfonic acid; 2. naphthalene-1,5-disulfonic acid.
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3. Results and discussion

3.1. Chromatography

3.1.1. Separation of anions
Using strong anion exchanger SAX-I, the base-

line separation of anions such as NO2
−, NO3

−, I−,
SO4

2− can be obtained with 0.75 mmol l−1 potas-
sium hydrogen phthalate as mobile phase (see Fig.
1a, N m−1 of SO4

2− =9970). The retention time of
solutes is decreased with the increase in the concen-
tration of potassium hydrogen phthalate. Fig. 1b
shows the separation of Cl−, Br−, NO3

−, I− with
0.3 mmol l−1 sodium benzoate as mobile phase. If
the coating thickness of quaternary ammonium
chloride is enhanced, the ion-exchange capacity
would be increased, and anion exchanger SAX-II
was obtained, with which the separation of six
anions was presented in Fig. 2a. If the concentra-
tion of potassium hydrogen phthalate in mobile
phase is increased, the iodine ion can also be
separated under the same condition (see Fig. 2b).

3.1.2. Separation of some organic acids
Using strong anion-exchanger SAX-II, the sepa-

ration of some organic acids can be obtained in 8
minutes with 0.5 mmol l−1 potassium hydrogen
phthalate as mobile phase (see Fig. 3).

3.1.3. Separation of the mixture of inorganic
anions and organic acids

Using strong anion-exchanger SAX-II, the sepa-
ration of formic acid, acetic acid, Cl−, NO2

−, Br−,
NO3

− was obtained in 8 min with 2.0 mmol l−

potassium hydrogen phthalate as mobile phase
(Fig. 4).

3.2. Application

As a kind of surface active agent, petroleum
sulfonates are widely used as oil-displacing agent.
The oil-displacing effect and the wastage during
adsorption process are relative to the kind of
sulfonates. So the separation of petroleum sul-
fonates is important. An ion chromatographic
method for fast separation and analysis of
petroleum sulfonates has been established by Chen
et al. [12]. Chloromethylstyrene encapsulated silica

Fig. 7. Stability test. Conditions are the same as that in Fig. 4.
1. Formic acid; 2. acetic acid; 3. Cl−; 4. NO2

−; 5. Br−; 6.
NO3

−.
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(SAX) has good ability for the separation of
sulfonates. Fig. 5 shows the separation of p-
toluene sulfonic acid and naphthalene-1,5-disul-
fonic acid. The application, the separation of the
petroleum sulfonates sample from Yumen oil
field, was dipicted in Fig. 6.

3.3. Stability

Elemental analysis of the encapsulated phase
was performed with a vario EL Elemental Ana-
lyzer (Germany) before and after 3 months use
(passage of 40 l of 2 mmol l−1 potassium hydro-
gen phthalate). The results are shown in Table 2,
the standard deviation was 0.3%. It is clear that
there was no fundamental difference between C
and N contents before and after three months
service. As is apparent from Fig. 7 the retention
of solutes remained constant during operation,
demonstrating the high stability of the exchanger.
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Abstract

The slurry technique was applied to the determination of Ni, Cr and Co in wheat flour by electrothermal atomic
absorption spectrometry (ETAAS). The influence of the graphite furnace temperature programme was optimized.
Optimum sensitivity was obtained by using a mixture of 15% HNO3–10% H2O2 as suspended medium for a 3% w/v
slurry in the determination of Ni; lower concentrations of HNO3 were necessary for the determination of Co and Cr
(viz. 5 and 10%). The precision of direct analyses of the slurries was improved by using mechanical agitation between
measurements; thus, the RSD of the measurements was ca. 5% for repeatability. The direct slurry sampling (SS)
technique is suitable for the determination of Ni and Cr in wheat flour samples at levels of 150–450 and 30–72 ng
g−1, respectively, as it provides results similar to those obtained by ashing the sample. However, the typically low
level of Co in these samples precluded its determination by the proposed method (the study was made in an SRM
spiked wholemeal flour), at least in those samples that were contaminated with elevated concentrations of the metal
(viz. more than 90 ng of Co per g of flour). The method provides a relative standard deviation of 6, 8, and 4% for
Ni, Cr, and Co, respectively. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Electrothermal atomic absorption spectrometry; Slurry sampling; Wheat flour; Nickel; Chromium; Cobalt

1. Introduction

Cereal flours are staple foods in most countries.
Thus, wheat flour is consumed every day in bread,
cake, sauces, etc. Analyses for trace element in
flours are therefore important from both a nutri-
tional and a toxicological point of view. Soil is the

main vehicle by which heavy metals enter plants;
in response, a European Union directive (86/278/
CEE) has been issued to control the maximum
allowable contents of some metals in agricultural
sewage sludge [1]. The average daily intake in
food for metals is well documented; for example
Ni, Cr, and Co occur at very low concentrations
in cereals (viz. 100–400, 20–50 and 10–20 ng
g−1, for Ni, Cr, and Co, respectively) [2]. While
Cr, Co, and Ni have been shown to be essential

* Corresponding author. Tel.: +34-57-218614; fax: +34-
57-218606; e-mail: qa1meobj@uco.es.
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for humans, the necessary levels of Ni have not
been quantified.

Trace metals can be determined by using vari-
ous techniques. In recent times, the ICP-MS [3]
technique has gained momentum for this pur-
pose. However, ETAAS has for some time been
at most laboratories and used in many determi-
nations of Ni, Cr, and Co. The low concentra-
tions of Co normally found in cereals usually
require preconcentration prior to the determina-
tion proper. Co in feed grains has been deter-
mined in this way following digestion [4], as has
in cereals after decomposition of organic matter
and extraction into a 2-nitroso-1-naphthol solu-
tion in xylene [5], or in heptan-2-one [6]. Ni in
various matrices including rice flours has also
been determined by ETAAS, following mi-
crowave-assisted digestion [7]; Cr in grain and
cereal products require prior wet digestion [8].
Cr and Ni, in addition to other metals, were
determined in wheat flour by using a graphite
boat with direct Zeeman-AAS [9]. Co and Ni
were determined in cereals after digestion with
the HNO3/HClO4 mixture with recoveries from
87 to 104% [10]. The contents of Ni, Cr, and
Co in foods including cereals on the Swedish
market between 1983 and 1990 were studied by
the Nordic Committee on Food Analysis; the
official methodology selected for determination
of different elements was dry ashing followed by
ETAAS [11].

Slurry sampling (SS) ETAAS methodology,
originally developed by Brady et al. [12] is by
now well established and widely used in the de-
termination of trace elements in food samples.
The most attractive advantages of SS over dry
or wet ashing can be summarized as follows: (i)
it reduces sample pretreatment and analysis
times; (ii) it minimizes contamination/loss risks;
(iii) it uses a conventional sample introduction
system; (iv) it ensures appropriate calibration
with aqueous standards; and (v) it provides ac-
ceptable accuracy and precision. However, this
technique has some disadvantages that arise es-
sentially from non-homogeneous distribution of
the trace elements in the slurry as well as differ-
ences in the chemical species under which they

are present [13]. The benefits of SS were demon-
strated in an international collaborative study
involving 25 laboratories that was intended to
assess the state of the art in the technique. Pre-
liminary results [14] suggested that SS is mature
enough for routine analyses; at a later stage, the
usefulness of ultrasonic SS was evaluated [15].
The results showed that extracting analyte into
the liquid phase of the slurry is not a prerequi-
site for accurate slurry analyses.

Slurry sampling for electrothermal atomiza-
tion is a very active, widely documented area
applications of which were reviewed [16]. A
comprehensive review of SS for foods in atomic
spectrometry has also been published [17]. Re-
ported applications involving cereals are scant
relative to other foods. Also, Co and Ni have
been determined less frequently than Cr in this
way. Viñas et al. used their experience in the
use of slurry procedures to determine Co and
Ni in vegetables and legumes [18], and Cr in
vegetables [19], following treatment of dried
samples with the ethanol–H2O2–HNO3 mixture;
in all instances, calibration was against aqueous
standards. Direct slurry sampling was used to
determine Ni and Co in rice by ICP-MS [20],
and Cr and Ni in spinach leaves by simulta-
neous multi-element atomic absorption spec-
trometer with continuum source (SIMAAC) [21].
In the latter application, the slurry solution (5–
10 mg of sample in 5 ml of 5% HNO3) was
homogenized by immersing an ultrasonic probe
in the autosampler cup, which avoided settling
of particles.

In this work, the potential of slurry sampling
for the determination of Ni, Cr, and Co in
wheat flour by ETAAS was explored. The influ-
ence of various parameters such as the drying
and pyrolysis time, pyrolysis and atomization
temperature, and presence of modifier on the
atomic signal was studied. Efforts were aimed at
using the advantages of the HNO3–H2O2 mix-
ture as the medium for sample preparation in
order to transfer the analytes to the aqueous
phase. The proposed method was applied to
various samples with acceptable recoveries for
Ni and Cr.
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Table 1
Instrumental parameters and optimized furnace conditions for the determinations of Ni, Cr and Co in wheat floura

Ni CoCr

30Lamp current/mA 25 10
Wavelength/nm 240.7232.0 357.9

0.2Bandpass/nm 0.2 0.7

Hold Ramp HoldTemperature (°C) Ramp (s) TemperatureHold (s) Temperature Ramp

Step
5100Dry 1 15100 155 15 100 5

30 300 10 30Dry 2 300 10 30 300 10
30201400Pyrolysis 1400 3020 30 1700 20

2600 0Atomize 2600 0 0 2600 0 66
2650 1Clean 2650 1 1 2650 1 33

a A stream of argon at 300 ml min−1 was used (the flow was stopped during the atomization step); injected volume, 20 ml

2. Experimental

2.1. Apparatus

Slurry samples were analysed by using a model
1100-B atomic absorption spectrometer from
Perkin-Elmer (U8 berlingen, Germany) equipped
with a deuterium-lamp background corrector, an
HGA-700 graphite furnace, and an AS-70 au-
tosampler, and interfaced to an Epson FX-850
printer. Analyses were carried out by using plat-
forms inserted into pyrolytically coated graphite
tubes (Perkin-Elmer) and measurements (inte-
grated absorbance peak areas) were made by us-
ing single-element hollow cathode lamps
(Perkin-Elmer). Argon was used as sheeting gas
for the furnace in all cases. The operational
parameters recommended by the manufacturer for
Ni, Cr, and Co are listed in Table 1. Slurries were
homogenized in an ultrasonic bath (Bandelin,
Tk52, Berlin, Germany) or a vortex mixer (Heido-
lph, Kelheim, Germany).

2.2. Reagents

Working metal standards were prepared daily
from a 1000 mg l

−1
stock metal solution (Panreac,

Barcelona, Spain) by diluting appropriate aliquots
with 0.2% HNO3. A 10.0 g l−1 solution of magne-
sium nitrate (Merck, Darmstadt, Germany) was

used as matrix modifier. Triton X-100 (Serva
Feinbiochemica, Heidelberg, Germany) was tested
as stabilizing agent.

2.3. Certified reference material

SRM wholemeal flour no. 189, with reference
contents (non-certified values) for Ni and Cr ob-
tained from the European Commission (Belgium)
was dried to constant mass in an oven at 103°C as
per the supplier’s recommendations, and used for
method validation. Because the Co concentration
in this reference material was too low for its
determination by the slurry sampling technique,
the material was spiked with this metal from an
aqueous salt solution. For this purpose, 40 ml of
a solution containing 250 ng ml

−1
Co was added

to 20.0 g of the SRM. The slurry thus obtained
was dried at room temperature for 2 weeks in a
closed fume hood to avoid contamination and
then to constant mass in an oven at 103°C. The
wholemeal flour spiked with 500 ng of cobalt per
g of sample was employed to optimize the cobalt
determination in this matrix.

2.4. Sample preparation

Flour samples were prepared at a pilot plant
from wheat produce in different Spanish loca-
tions. An amount of 0.5–1 kg of wheat contain-
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ing ca. 15% w/w of water was ground in a metal
rolling mill to obtain 60% of white flour and 40%
of byproducts. The flour was screened with a 130
mm sieve. All other samples were purchased at a
local supermarket.

2.5. Procedures

In order to avoid contamination, all polyte-
trafluoroethylene (PTFE) materials, pipettes, and
calibrated flasks were immersed in freshly made
10% HNO3 for 24 h and then rinsed thoroughly
with high purity water (Milli-Q Water System,
Millipore, Madrid, Spain) before use.

For slurry analyses, reference and sample mate-
rials were accurately weighed (ca. 150 mg) into
PTFE tubes and supplied with 5 ml of 15% HNO3

containing 10% v/v H2O2. Slurries (3% w/v, i.e. 3
g into 100 ml) were homogenized by agitating for
15 min in an ultrasonic immediately before each
analysis. Aliquots of 2 ml were placed in the 2 ml
polyethylene vials of the autosampler; between
measurements, samples were mixed in a vortex
shaker for 5 s in order to ensure reproducible
results using autosampler cups provided with cov-
ers. Five sample replicates were analysed in each
case. The sample blanks contained the same con-
centration of nitric acid and hydrogen peroxide as
the slurry samples. Calibration graphs (spanning
the range 0–20 mg l

−1
for Cr, 0–40 mg l

−1
for Co,

and 0–50 mg l
−1 for Ni) were obtained from

variable volumes of standard solutions containing
30, 40, and 50 mg l

−1
Cr, Co, and Ni, respectively,

that were mixed in the graphite tube with appro-
priate amounts of 0.2% HNO3 to a volume of 20
ml; 20 ml of 0.2% HNO3 was used as blank.

For mineralization of the flours, 3.0 g of mate-
rial was accurately weighed into a platinum
crucible and carbonized in a burner at a low
temperature for about 3 h; then, the black residue
was supplied with several drops of concentrated
H2O2 and ashed in a muffle furnace at 600–650
°C for 2 h. The completely ashed sample obtained
was dissolved in 10 ml of 0.5% HNO3; three
sample replicates and four injections per replicate
were analysed. Cr and Co were measured directly,
whereas Ni required ten-fold dilution in 0.2%
HNO3.

3. Results and discussion

The different factors that influence the perfor-
mance of slurry ETAAS have been comprehen-
sively examined by several authors [14–17,22–25].
Slurry introduction has been found to pose some
problems related to concentration and particle
size, which influence stability, deposition and at-
omization efficiency; these in turn may affect the
accuracy and precision of analyses. Ensuring ac-
curate results and good reproducibility in this
context entails using homogeneous slurries; me-
chanical mixing devices, gas bubbling, and ultra-
sonic agitation has proved useful for this purpose
[23]. Thus, Miller-Ihli [26] designed an ultrasonic,
pneumatically movable slurry sampler and, more
recently, López-Garcı́a et al. [27] based on previ-
ous experiments of other authors [23], developed
an efficient slurry sampling device that uses argon
bubbles to homogenize slurries in the autosampler
cups without the need to alter the instrument
operation.

3.1. Furnace temperature programs and chemical
modifiers

The temperature programs and the effect of
using magnesium nitrate as modifier on both stan-
dards and slurries were carefully examined. The
SRM whole meal flour spiked with 0.5 mg of
cobalt per g was the sample used in this study. In
all instances, slurries of 3% w/v were prepared in
15% HNO3 containing 10% H2O2. A 15 ml volume
of standard/slurry and 5 ml of chemical modifier
(10 g l

−1
magnesium nitrate) were injected into

the pyrolytic graphite tube with platform. Two
drying steps were required to ensure mild, totally
dry conditions for the sample, and no splattering;
the slurry sample required higher temperatures
(100 and 300°C) than the standard (100 and
140°C).

3.1.1. Nickel
The pyrolysis and atomization temperatures

were tested, in the absence of chemical modifier,
over the ranges 500–1900°C, and 1900–2650°C,
respectively. At a constant atomization tempera-
ture of 2600°C, the pyrolysis temperature did not
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affect the signal for the standard (10 mg l
−1

Ni) up
to 1500°C; on the other hand, the optimum pyrol-
ysis temperature for the slurry sample was
1400°C. A similar behavior was observed with
magnesium nitrate as modifier. Peak areas in-
creased with increasing atomization temperature
up to 2600°C, both for the standard and for the
sample. As can be seen in Fig. 1A, the back-
ground signal for the slurry sample decreased at
high atomization temperatures. On the other
hand, the use of magnesium nitrate at the opti-
mum atomization temperature (2600°C) increased
of background signal for the slurry sample (see
Fig. 1A). Although this modifier is recommended
for the determination of nickel in different ma-
trices, its use in this case stabilized a higher pro-
portion to the concomitants. Based on these
considerations, the pyrolysis and atomization
temperature were fixed at 1400°C and 2600°C,
respectively, and no chemical modifier was em-
ployed for this element.

3.1.2. Cobalt
The pyrolysis temperature had no effect on the

determination of the standard (10 mg l−1 Co)
neither on the spiked slurry whole meal over the
range 800–1400°C. As no cobalt was lost up to
1400°C, this temperature was fixed while the at-
omization temperature was changed. The best
results were obtained at an atomization tempera-
ture of 2600°C. The use of magnesium nitrate as
modifier provided no advantages for the whole
meal slurry sample (the background signal was ca.
0.050 A s with and without modifier); on the
other hand, the modifier increased the back-
ground signal for the standard solution two-fold
(which was 0.060 and 0.120 A s in its absence and
presence, respectively). In order to facilitate reli-
able deuterium background correction, use of the
modifier was discarded.

3.1.3. Chromium
The maximum pyrolysis temperature was the

same with and without modifier, 1700°C, for both
the standard solution (5 mg l

−1
Cr) and the slurry

(3% whole meal in the HNO3–H2O2 mixture).
Moreover, the addition of 50 mg of magnesium
nitrate increased slightly both the atomic absorp-

tion and background signals, so its presence it
provided no advantage. As can be seen from Fig.
1B, better separation of atomic and background
signals was obtained in the absence of this
modifier.

On the other hand the addition of 5 ml of
palladium nitrate (1.0 g l−1) to the slurry sample
provided results similar to those obtained with
magnesium nitrate for the three elements studied.
Therefore, the temperature programs listed in
Table 1 were employed for standards and slurries
(prepared in the HNO3–H2O2 mixture), with no
chemical modifier.

3.2. Optimization of the slurry preparation

The factors potentially influencing the accuracy
and precision of the analytical results were stud-
ied, namely suspension medium, the homogeniza-
tion and stability of the slurry, and slurry
concentration (% w/v) were examined in order to
optimize preparation of the slurries. The effect of
the slurry particle size was not studied as all flours
were finely powdered (less than 130 mm), which is
similar to the SRM whole meal flour (less than
125 mm).

The slurries of SRM whole meal flour spiked
with cobalt, at 3% w/v, were prepared at variable
HNO3 concentrations (0–20% v/v) and contained
10% H2O2. Agitation for 5 min in a vortex mixer
was needed to homogenize the slurry before it was
transferred into the autosampler cup and 20 ml
was injected into the graphite furnace. As can be
seen in Fig. 2, the nitric acid concentration had a
marked effect on the Ni signal, and somewhat
lesser effects on the Cr and Co signals. A concen-
tration of nitric acid of 5%, 10%, and 20% for Co,
Cr, and Ni, respectively, was needed to favor the
extraction of the analytes into solution. The deter-
mination of Cr and Co required no addition of
H2O2 to the slurry sample when prepared in 10%
HNO3; however, that of Ni required 10% H2O2

and high nitric acid concentration (20%). The
higher nitric acid concentration required for the
determination of Ni can be explained probably
because Co and Cr are extracted more efficiently
into the liquid phase than is Ni or because these
elements are more efficiently determined in the
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Fig. 1. Atomic absorption profile and background lines for Ni (A) and Cr (B) in SRM wholemeal slurry samples (3% w/v in 15%
HNO3 containing 10% H2O2). A, Ni determination (pyrolysis temperature, 1400°C): (a) and (b) in the absence of chemical modifier,
at an atomization temperature of 2250°C and 2600°C (background signals, 0.154 and 0.071 A s, respectively); and (c) in the presence
of 50 mg of Mg(NO3)2, at a atomization temperature of 2600°C (background signal, 0.122 A s). B, Cr determination with Mg(NO3)2

(a) and without chemical modifier (b) (pyrolysis and atomization temperature, 1700°C and 2600°C, respectively). Solid and dashed
lines represent atomic and background signals, respectively. Injected slurry volume, 15 and 20 ml for Ni and Cr, respectively.
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Fig. 2. Effect of the concentration of the nitric acid as the medium used to prepare the slurry of SRM wholemeal flour spiked with
cobalt. All slurries also contained 10% H2O2.

solid phase than is Ni. In order to decrease the
high nitric acid concentration (20% v/v) required
by the Ni determination, the effectiveness of ultra-
sonic and mechanical (vortex) agitation for slurry
homogenization was studied. For this purpose,
various samples of 3% w/v SRM whole meal
spiked flour slurry were prepared in a medium
containing 15% HNO3 plus 10% H2O2 for all of
the elements. The slurries were shaken in a vortex
mixer or an ultrasonic bath for 1–30 min. Both
homogenization devices required at least 15 min
to ensure stabilization of integrated absorbance
average values (n=3 at each time). However,
ultrasonic mixing provided higher precision (RSD
6.0, 3.5, and 12.6% for Ni, Co, and Cr, respec-
tively) than mechanical stirring (RSD 7.5, 6.5, and
19.0%, respectively). As Cr detection was scarcely
precise, Triton X-100 was tested as a stabilizing
agent.

Thus, several samples of 3% w/v whole meal
flour slurry (in 15% HNO3 containing 10% H2O2)
were spiked with different amounts of surfactant
from 0 to 0.5% v/v and homogenized by ultrason-
ication for 15 min before analysis. In the presence
of Triton X-100, the sensitivity for Cr decreased
gradually as the concentration of the surfactant

was increased (e.g. the signal decreased by about
35% in the presence of 0.1% Triton X-100). On
the other hand, the surfactant made no difference
to the Ni and Co determinations. The precision,
as repeatability, of Cr measurements (after ho-
mogenization in an ultrasonic bath for 15 min)
was similar with and without Triton X-100 (RSD
9.8 and 12.8%, respectively). Such low precision
can be ascribed to rapid deposition of the slurry
in the bottom of the autosampler cup; probably, a
portion of the Cr present remained in the solid
phase and required introducing the solid particles
into the platform and hence homogenizing slurry.
The repeatability can be raised to 7.5% with me-
chanical mixing of the autosampler cup contents
between measurements.

The slurry concentration is a critical variable in
the proposed method owing to the differential
concentration levels of these elements in flour
samples and their sensitivities (e.g. Ni is present in
these matrices at the mg g

−1
level, whereas Co and

Cr occur at the ng g
−1

level). The effect of
variable slurry concentrations on sensitivity and
precision was investigated by using the spiked
SRM sample. Based on reported facts [29], con-
centrations above 5% may result in inefficient
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Fig. 3. Effect of slurry concentration (% w/v) for a SRM wholemeal flour spiked with cobalt on the integrated absorbance signal
in the determination of Co, Cr, and Ni by slurry sampling. Solid line, working range. Injected slurry volume, 20 ml (10 ml for cobalt).

pipetting of the slurry aliquot; the problem wors-
ens with several matrices as a result of particles
settling too early, which affects both the accuracy
and the precision. Fig. 3 shows the influence of
the slurry concentration in the whole meal flour
sample spiked with cobalt on the integrated ab-
sorbance for Co, Cr, and Ni. A linear response
was obtained for Co throughout the range studied
(1–6%); on the other hand, this variable was
critical for Ni and Cr. The wide range for Co can
be ascribed to the fact that it was spiked to the
whole meal flour, so it was more readily extracted
from the liquid phase than were Ni and Cr.
However, the results obtained for the three ele-
ments in slurries of vegetables and SRM materials
to which no Co was added were similar [28]. As
expected, the precision suffered when using highly
diluted slurries because only a small number of
particles was sampled. Increased slurry concentra-
tions led to more marked matrix effects and to
more pronounced deterioration of sensitivity for
Ni and Cr.

From the experiments described above it can be
concluded that the determination of Ni in this
matrix requires a higher HNO3 concentration (as

medium composition) than do Co and Cr, proba-
bly because the determination of the former is
more favorable in the liquid phase than in the
solid phase. The determination of Cr is more
markedly affected by the slurry homogeneity than
by the HNO3 concentration, probably because Cr
can be determined in the solid particle and is
easily released with no occlusion of the solid
matrix. In order to sequentially determine the
three elements in the same sample, the optimum
conditions for Ni were selected. It should be
noted that the main problem encountered in the
atomization of biological slurries is that carbona-
ceous residues build up inside the platform owing
to incomplete ashing of the organic matrix. In this
respect, the HNO3–H2O2 mixture acts as an oxi-
dant modifier [19,28] that allows one to dispense
with conventional chemical modifiers (e.g. Mg
and Pd). Therefore, sample slurries were prepared
at concentrations between 1 and 3% w/v in a 15%
HNO3–10% H2O2 medium, and homogenized by
ultrasonication for 15 min; in this medium the
slurry samples remained undigested, which was
visually observed by the white color of the suspen-
sion. Cr require mechanical mixing of the cup
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contents between measurements. Under these con-
ditions, the precision, as RSD, was ca. 5% for the
three elements. The blank signal (15% HNO3–
10% H2O2 solution) was 0.006 A s.

3.3. Analytical features

The analytical figures of merit of the proposed
method were established by using aqueous stan-
dards (0.2% HNO3) and the furnace program
shown in Table 1. The sensitivities (expressed as
average slopes, n=3, of the calibration graphs)
were 0.2490.02, 0.5190.03, and 1.3590.05 A s
ng

−1
for Ni, Co, and Cr, respectively. In order to

compare the slopes of the calibration and stan-
dard addition graphs for slurries of SRM whole
meal flour spiked with Co, the t-test was applied.
No significant differences at a confidence level of
95% between the slopes of the additions and
calibration graphs for the three elements were
found, which suggests that both calibrations were
statistically similar. The absence of significant ma-
trix effects affords direct calibration with aqueous
standards when using sample blank.

The detection limits (calculated as three times
the standard deviation of the signals obtained
from 15 sample blanks) were 44, 30, and 23 ng
g

−1
(for a 3% slurry sample) for Ni, Co, and Cr,

respectively. The characteristic masses, based on
integrated absorbances (amounts, in picograms,
providing a signal of 0.0044 A s), were 21, 9, and
4 for Ni, Co, and Cr, respectively.

3.4. Analysis of slurried flour samples

Only the concentrations of Ni and Cr in the
SRM whole meal flour were stated by the sup-
plier. In addition, the rather low cobalt concentra-
tion in this sample (ca. 8 ng g

−1
) entailed

preparing highly concentrated slurries (ca. 25%
w/v) that gave high background signals and poor
analytical results, and made pipetting cumber-
some. Consequently, as stated under Section 2,
the reference material was spiked with Co at an
elevated level (viz. 500 ng g

−1
). The reliability of

the proposed slurry method was checked by ana-
lyzing five individual SRM whole meal flour sam-
ples in triplicate, as well as a wheat flour 1

Table 2
Analysis of wheat and legume flours by direct slurry samplinga

Sample

Direct slurryDry ashingElement
(n=5)(n=3)

Ni 347915 355915Whole meal
flour

(SRM No. (380)b

189)
6294 6594Cr
(57–76)b

891 —Co
Coc — 500920

NiWheat flour 1 200910 205915
Cr 7094 6295
Co 2091 —

CrNi
160910 3092Wheat flour 2

Wheat flour 3 280920 4692
3692Wheat flour 4 230915

255920Wheat flour 5 4395
208915Wheat flour 6 3593

Wheat flour 7 210915 4092
3494150910Corn flour

450930 7296Chick-pea
flour

a Concentrations expressed in ng g−19S.
b Non-certified value.
c SRM No. 189 spiked with 500 ng of Co per g

sample, and comparing the results with those for
samples digested by dry ashing. As can be seen in
Table 2, the results obtained for Ni and Cr with
the slurry procedure and by dry ashing in both
samples were quite consistent; also the Co recov-
ery from the spiked SRM sample was near 100%.
Therefore, the proposed slurry method is fairly
accurate and can be used to determine these ele-
ments in similar samples. Table 2 summarizes the
results for Ni and Cr in slurried flours (3% w/v);
the concentration of Co in all samples was below
the detection limit. Aqueous standards for cali-
bration graphs and sample blanks were employed.
The metal levels found in all samples were lower
than their tolerated limits in foods. It should be
noted that the highest Ni and Cr levels were
obtained in the chick-pea flour. Flours containing
Ni and Cr at concentrations below 200 and 40 ng
g

−1
, respectively, were also determined, using the
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standard additions method, which provided con-
centrations similar to those of the direct method.
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Abstract

The stopped flow mixing technique has been used to study the kinetic determination of dipyridamole by means of
micellar-stabilized room temperature phosphorescence (RTP). This mixing system diminishes the time required for the
deoxygenation of the micellar medium by sodium sulfite. The phosphorescence enhancers thallium (I) nitrate, sodium
dodecyl sulfate (SDS), and sodium sulfite were optimized to obtain maximum sensitivity and selectivity. A pH value
of 10.6 was selected as adequate for phosphorescence development. The kinetic curve of dipyridamole phosphores-
cence was scanned at lex=303 nm and lem=616 nm. Then, the intensity at 10 s, and the maximum slope of
phosphorescence development, for an interval time of 1 s, were measured. Two determination approaches: intensity
and rate methods, were proposed. The calibration graphs were linear for the concentration range from 50 to 400 ng
ml−1. The detection limits, according to Clayton et al., Anal. Chem. 59 (1987) 2506, were 21.5 and 37.5 ng ml−1, for
intensity and initial rate measurements, respectively. By applying the error propagation theory, the detection limits
were 19.0 and 33.0 ng ml−1, for intensity and initial rate measurements, respectively. Two commercial formulations
(persantin and asasantin) were analyzed by both proposed methodologies. Adequate recovery values were obtained
in both cases. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Dipyridamole; Stopped flow; Room temperature phosphorescence; Micellar medium

1. Introduction

Usually, in fluid solution, room-temperature
phosphorescence (RTP) emission is too weak to

be used for analytical purposes. The use of micro-
scopically organized media allows triplet state sta-
bilization and RTP emission. Observation of RTP
in a micellar medium usually requires the presence
of a heavy atom, which is placed as a counter ion
outside the micelle, thus being in proximity to the
hydrophobic molecules associated with the mi-

* Corresponding author. Tel.: +34-24-289378; fax: +34-
24-289375; e-mail: arsenio@unex.es.
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celles. Normal micelles, mainly sodium dodecyl
sulfate (SDS) [1–3] and cetyltrimethylammonium
bromide (CTB) micelles [4,5] have been used in
RTP analysis. Microemulsions, formed in hep-
tane-SDS-1-pentanol have also been reported as
an alternative for RTP analysis [6]. On the other
hand, phosphorescence can only be observed in
oxygen-free solutions, as oxygen is an effective
quencher that easily penetrates into the micelles.

Several classes of polycyclic aromatic hydrocar-
bons (PAHs), and drug-related compounds, such
as propranolol, diflunisal, naphalozine, and se-
lected quinoline derivatives, were found to give
micelle-stabilized RTP in deoxygenated solutions,
by use of thallium or silver as ‘external’ heavy
atoms [7,8].

Deoxygenation of aqueous solutions is usually
performed by bubbling nitrogen through, but this
procedure applied to micellar solutions is prob-
lematic owing to foam formation. Sodium sulfite
was proposed for deoxygenation instead of bub-
bling nitrogen through the solution [9]. The tech-
nique was applied to niobium [4], and aluminium
[5] determination, and was also implemented in a
FIA system [10].

Several authors discussed the factors affecting
micellar-stabilized RTP [11,12], and methods for
the determination of several PAHs by the tech-
nique have been reported [13].

More recently, the simultaneous determination
of phenanthrene and fluoranthene [14], the deter-
mination of barbital, codeine, morphine,and prac-
talol [15], acenaphthene [16], naproxen and
propranolol [17], carbaryl [18,19], 2-naphthoxy-
acetic acid [20], and 1-naphthalenacetamide [21]
have been reported.

One of the present trends in analytical chem-
istry is the development of very fast automatic
methods. Kinetic methodology, in combination
with the stopped-flow mixing technique, is highly
suitable for this purpose as it allows sample and
reagent solutions to be mixed automatically and
rapidly, as well as measurements to be made
shortly after mixing.

The stopped-flow mixing technique and micel-
lar stabilized RTP were recently used in combina-
tion. This approach can be used to develop kinetic
determination methods by measuring the slope, or

equilibrium methods by measuring the amplitude
of the kinetic curves obtained. To date, only two
analytical applications of the stopped-flow mixing
technique in combination with RTP have been
reported. Panadero et al. [22] reported for the first
time on the determination of carbaryl. Later on,
the same authors applied the technique to the
analytical determination of naproxen [23].

The RTP determination of dipyridamol based
on equilibrium measurements has been proposed,
and is rather slow (the reaction involved take 15
min to reach equilibrium) [24]. In this work, the
use of kinetic methodology by the stopped-flow
mixing technique has been investigated to im-
prove the dipyridamole determination method by
fluid solution RTP.

Dipyridamole, a vasodilator agent, is a yellow
crystalline powder, practically insoluble in water.
Its solutions give a yellowish-blue fluorescence.
Owing to the increase of energy production that
this vasodilator can produce, it is classified in
doping terms as an stimulant. Dipyridamole is
widely used in medicine, but it has unfortunately
a fraudulent consumption in certain sports, with
the purpose of increasing efficiency and decreas-
ing tiredness. Nevertheless, the uncontrolled used
of this drug could cause the loss of mental power,
and serious secondary effects which could cause
grave danger for health.

2. Experimental

2.1. Apparatus

The phosphorimetric measurements were per-
formed on an Aminco Bowman series 2 lumines-
cence spectrometer, connected to a PC
microcomputer with the AB2 software which runs
on the OS2 operating system. The instrument
utilizes a 7 W integral pulsed xenon lamp for
phosphorescence measurements. To measure the
kinetic luminescence reactions, the instrument in-
corporates the MilliFlow stopped flow reactor,
allowing the study of changes in luminescence
reactions when two reactants are vigorously
forced through the mixing chamber and suddenly
stopped into the observation cell.
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The MilliFlow stopped flow reactor consists of
two fill syringes, two drive syringes, an observa-
tion cell (path length of 2 mm), a stop syringe, a
stop block and an exhaust, and a fill valve levers.
Hamilton Gasting Syringes of 2.5 ml (drive sy-
ringes) were used to contain the two reactant
solutions. The syringes are made from controlled,
inner-diameter, borosilicate glass with precision
machined teflon plunger tips (these pistons are
simultaneously driven by air-operated plunger)
(Scheme 1). Thermostatic equipment permits to
maintain a constant temperature of 20°C into the
MilliFlow stopped flow reactor. A Crison model
2001 pH meter with a glass-saturated calomel
combination electrode was used to measure pH of
solutions.

2.2. Software

The AB2 program allows file management,
define parameters of the instrument for the acqui-
sition, and set up the acquisition parameters to
obtain excitation and emission spectra and kinetic

curves. The kinetic curve processing was per-
formed by means of the SLOPES program devel-
oped by us, which allows the linear region
optimization in the kinetic curve, and fit by means
of least squares regression to obtain the maximum
rate of the reaction. The statistical analysis was
performed by means of the LSWR program devel-
oped by us, which includes the following options:
least squares regression with replicates, limits of
detection assuming the error propagation theory
[25,26] and by the Clayton criterium [27], linearity
test of ANOVA, precision of the method by
means of the confidence bands of the calibration
line, homocedasticity and heterocedasticity crite-
ria, and the true region for the slope and intercept
estimates from least squares regression of the
calibration line.

2.3. Reagents

All experiments were performed with analytical
reagent grade chemicals, pure solvents and Milli-
Q-purified water. SDS was obtained from Sigma

Scheme 1. (a) Top and (b) side views.
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(St Louis, MO), and thallium (I) nitrate and
sodium sulfite from Merck (Darmstadt, Ger-
many). The standard dipyridamole was obtained
from Aldrich (Milwaukee, WI). A stock solution
of dipyridamole (100.0 mg dissolved in 100 m of
0.1 M SDS) was diluted to prepare working stan-
dard solutions. The stock standard solution of
dipyridamole was stored, protected from the light,
and maintained below 5°C. Under these condi-
tions, it was stable for at least 2 weeks. The
working standard solutions of dipyridamole were
stable for at least 2 days at room temperature.

Stock standard solutions of 0.1 M SDS and
0.15 M thallium (I) nitrate were used. A 0.25 M
sodium sulfite solution was prepared daily, and
kept in tightly stoppered containers.

2.4. Procedure

For the preparation of the calibration graph
(all concentrations given are initial concentrations
in the syringes) fill one of the drive syringes with
a solution containing SDS 9.0×10−3 M, sodium
hydroxide 1.0×10−3 M, a volume of dipyri-
damole standard solution to give a final concen-
tration between 50–400 ng ml−1, and sodium
sulfite 1.5×10−2 M. The other syringe was filled
with a solution containing sodium hydroxide
1.0×10−3 M, sodium sulfite 1.5×10−2 M and
thallium nitrate 6.0×10−2 M. The stopped flow
reactor was prepared for the acquisition of the
kinetic curve. The instrument was setting up as
follow: lex=303 nm, lem=616 nm (bandpass 16
nm), detector voltage 1200 V, select flash lamp in
phosphorescence \200 ms (PMT masked) mode
with delay after flash 70 ms, gate width 3000 ms
and minimum flash period 5 ms. The kinetic curve
was scanned up to 10 s, with a resolution of 50 ms
and wait for trigger activated. Therefore, record
three replicates of the time trace scan, calculate its
average and smooth it to obtain the kinetic curve.
In order to obtain the maximum rate, export the
file in ASCII mode and run the SLOPES program
after selecting 1 s as interval of time, that corre-
sponds to 21 experimental data. Besides, get the
phosphorescence intensity at 10 s, and finally,
determine the dipyridamole content, by using the
appropriate calibration graphs.

For the analysis of asasantin 75 mg (Boehringer
Ingelheim, Barcelona, Spain) whose capsules con-
tain dipyridamole inside as minute tablets, and for
the analysis of persantin 100 mg (Boehringer In-
gelheim), three tablets of each other were dis-
solved in 100 ml of SDS 0.1 M by using an
ultrasonic bath during 15 min. Suitable dilutions
were made with SDS 0.1 M and the samples were
measured as described above.

3. Results and discussion

3.1. Spectral characteristics

Fig. 1 shows the total phosphorescence spec-
trum (solid line) and the total fluorescence spec-
trum (broken line) of dipyridamole in micellar
medium under the optimal conditions previously
established [24]. In order to study the room tem-
perature phosphorescence kinetic curve, the maxi-
mum at lex=303 nm and lem=616 nm in the
total luminescence spectrum of dipyridamole was
chosen to scan the phosphorescence evolution.

3.2. Factors affecting phosphorescence

According to a previous paper [24], the devel-
opment of fluid solution RTP of dipyridamole
requires the presence of SDS, thallium (I) nitrate,
sodium sulfite, and a pH value of 11.5, and at
least 15 min are necessary for the total phospho-
rescence development. In preliminary studies, we
have observed that a sharp increase in phospho-
rescence is obtained in a short interval of time, by
applying the stopped flow mixing technique, be-
cause the fast through mixing of the streams from
the syringes in the flow cell, resulting from the
pressure exerted by the instrumental system, fa-
vors the interaction of oxygen molecules with
sulfite ions and their removal. The equilibrium
conditions are obtained in only 5 s and, in conse-
quence, the analytical time needed is vastly re-
duced. In this work, a kinetic study has been
carried out, with the object of investigating the
influence of instrumental and chemical variables,
to obtain the maximum rate of the luminescence
reaction and an adequate selectivity.
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Fig. 1. Total phosphorescence spectrum (solid line) and total fluorescence spectrum (broken line) of dipyridamole. The projections
of the axis correspond to the bidimensional emission and excitation spectra of fluorescence and phosphorescence.

Fig. 2 shows the changes on the phosphores-
cence intensity, and deviation owing to noise, with
variations in gate time and delay after acquisition.
As can be observed, the analytical signal dimin-
ishes, whereas the deviation owing to noise re-
mains constant, as delay after acquisition
increases. A delay after flash of 70 ms was selected,
having the best sensitivity conditions. Although
intensity diminishes as gate time increases, a sharp
diminution occurs in the deviation owing to noise.
Therefore, a gate time of 3000 ms was used as
adequate. Other parameters selected for the in-
strumental setup were excitation and emission
bandpass of 16 nm, and a photomultiplier tube
voltage of 1200 V.

The influence of pH in the phosphorescence
development was studied by adding different
amounts of H2SO4 and NaOH to the syringes
solution. Fig. 3a shows the influence of pH in the
intensity and rate of phosphorescence. It is impor-
tant to emphasize that, owing to the luminescent
characteristics of dipyridamole, the phosphores-
cence is not significant at pH values up to 9.0. A
maximum of reaction rate and intensity of phos-
phorescence can also be observed, being the inter-
val of pH interesting to this determination about

10.6. In Fig. 3b, various kinetic curves at different
pH values between 9.7 and 11.1 are represented.
As can readily be observed, the phosphorescence
development is strongly affected by the basicity of
the medium. The kinetic curves are due to several
coupled processes: deoxygenation, phosphores-
cence development, and equilibrium steps. In the
interval between pH values from 9.7 to 10.6, the
slope of the kinetic curve slightly increases,
whereas its period of induction time drastically
diminishes. In the range of pH values from 10.6 to
11.1, the slope of the kinetic curve decreases,
whereas its period of induction time increases.
The variation in the period of induction appears
due to optimization in the deoxygenation process.
It can also be observed that the phosphorescence
intensity in equilibrium conditions remains practi-
cally constant between pH values from 10.2 to
11.1. A pH of 10.6 was selected as adequate to the
determination. This pH was proportioned by the
addition of 1.0×10−3 M NaOH.

Sodium sulfite [20] was used to eliminate the
oxygen in the micellar solution, avoiding the
quenching that oxygen produces in the phospho-
rescence emission by the triplet state of excited
luminescent analytes. Any significant variation in
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the rate of RTP development was noticed,
whereas the period of induction time was greatly
shortened, as sodium sulfite concentration was
increased from 7.5×10−3 up to 3.0×10−2 M
(Fig. 4). It was also observed that an excess of
sodium concentration produces an RTP intensity
decreases. This decreases in phosphorescence in-
tensity has been interpreted as the displacement
of thallium (I) by sodium from the micelle sur-
face. A concentration of sodium sulfite
1.5×10−2 M was enough to complete the de-
oxygenation process in the solutions, producing
a minimum period of induction time, and an
adequate curve of phosphorescence development
for the corresponding kinetic study.

Fig. 5a illustrates the influence of SDS con-
centration in the rate and intensity of phospho-
rescence. For concentration values of the
surfactant higher than about 3×10−3 M, a
drastic increasing in the analytical signals (inten-
sity and rate) was observed. However, at con-
centration greater than this, both signals remain
constant. Insolubility phenomena in the dissolu-
tion were observed at SDS concentrations higher
than 8.5×10−3 M. The experimental result al-
lows to conclude that a 4.5×10−3 M concen-
tration of SDS is adequate to produce the
semirigid structure necessary for phosphores-
cence development.

Fig. 2. Influence of delay time after flash and gate time, in the intensity and the rate of phosphorescence. lex=303 nm, lem=616
nm
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Fig. 3. (a) Variation of pH in the intensity and rate of phosphorescence; and (b) kinetic curves of dipyridamole phosphorescence at
different pH values between 9.5 and 11.2.
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Fig. 4. Behaviour of intensity of phosphorescence and rate of
phosphorescence development with sodium sulfite concentra-
tion.

centrations do, reaching a constant value at thal-
lium 3.0×10−2 M (SDS=4.5×10−3 M). The
phosphorescence intensity shows a constant value
for concentrations higher than 2.0×10−2 M of
thallium (SDS=3.0×10−3 M). Insolubility phe-
nomena in the dissolution were also observed at
concentrations greater than 3.6×10−2 M of thal-
lium (SDS=5.2×10 −3 M). This experience
confirms the concentration chosen before for the
species studied.

Temperature affects reaction rate and intensity
of phosphorescence. In the experimental range of
temperature, i.e. from 10 up to 40°C, phosphores-
cence intensity shows a linear decrease, whereas
the rate of phosphorescence is practically con-
stant. Although temperature increases the rate of
deoxygenation, also increments the collision fre-
quency, producing a collisional relaxation in-
crease which diminishes the luminescence yield.
Both factors compensate the rate of phosphores-
cence development maintaining this rate at a con-
stant value. The decrease of phosphorescence
intensity is measured by plotting the relative sig-
nal increment versus temperature, scaled at 100%,
i.e. the intensity at each temperature divided by
the intensity of the higher temperature, and multi-
plied by 100, versus each temperature minus the
lowest temperature, divided by the increment of
experimental temperatures, and multiplying by
100. By fitting this relationship to a linear equa-
tion, the following parameters were obtained:
slope (temperature coefficient) 0.42%°C−1, inter-
cept on the ordinate 103% and coefficient of the
determination (r2) 0.98.

By using the stopped flow system, the range for
the proportional relation phosphorescence inten-
sity or rate, versus concentration, was found for
dipyridamole concentration up to 400 ng ml−1.
Consequently, the calibration was performed for
dipyridamole concentration up to 400 ng ml−1,
with three replicates per point, with three injec-
tions each.

3.3. Calibration graphs

Under the instrumental and chemical operating
conditions outlined above, we propose a method
to determine dipyridamole by scanning the phos-

Thallium (I) produces an effective spin-orbital
coupling that reduces the triplet character of ex-
cited state, facilitating the phosphorescence devel-
opment. In this Fig. 5b, a sharp increases in the
reaction rate is observed for concentrations of
thallium salt up to 2.0×10−2 M. At concentra-
tions between 2.0×10−2 and 4.5×10−2 M, the
rate of phosphorescence development was practi-
cally constant. A similar behavior occurs with the
phosphorescence intensity but the latter slightly
diminishing in the concentration range from
2.0×10−2 M to 4.5×10−2 M. Insolubility phe-
nomena in the dissolution were observed again at
thallium (I) nitrate concentrations higher than
4.5×10−2 M. It can be also observed that, when
the thallium salt is not present, phosphorescence
intensity disappears. A concentration of thallium
3.0×10−2 M was selected as optimum.

According to the above experiences, the opti-
mal thallium nitrate to SDS ratio is 6.7. Fig. 5c
illustrates the rate and intensity of phosphores-
cence versus SDS and thallium concentrations,
maintaining the thallium and SDS in that ratio.
As can be observed, the rate of phosphorescence
development increases as SDS and thallium con-
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phorescence curve development, at 616 nm of
emission wavelength, and 303 nm of excitation
wavelength, in the concentration range of 50–400
ng ml−1. The calibration graph was constructed,
with three replicates per point, by measuring the
reaction rate and intensity of the phosphorescence
scan. The intensity was measured at 10 s, where

phosphorescence was totally developed. The reac-
tion rate of phosphorescence development was the
slope obtained, by means of the straight line
having maximum slope, after fitting the experi-
mental data for an interval time of 1 s. This
mathematical operation was performed by means
of the SLOPES program.

Fig. 5. (a) Effect of SDS concentration in phosphorescence intensity and rate; and (b) effect of thallium (I) concentration in
phosphorescence intensity and rate; and (c) effect of SDS and thallium (I) concentration in phosphorescence intensity and rate at
a thallium (I) SDS ratio of 6.7.
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Table 1
Outstanding results from statistical analysis of data; least
squares regression with replicates

Intensity Initial-rate
method method

3.656×10−21.963×10−1Intercept on ordi-
nate (a)

SD of intercept on 6.9×10−36.5×10−3

ordinate (Sa)
1.743×10−3Slope (b) 9.987×10−4

SD of slope (Sb) 2.6×10−5 2.7×10−5

1.5×10−21.4×10−2SD of regression
(Syx)

Determination co- 0.98310.9950
efficient (r2)

CIa of intercept on 2.098×10−1, 5.086×10−2,
ordinate 1.828×10−1 2.225×10−2

CI of slope 1.055×10−3,1.796×10−3,
1.689×10−3 9.421×10−4

a CI=confidence interval.

the ANOVA test was performed [28]. The results
are given in Table 2, concluding that the model
chosen in each case is an adequate description of
the true relationship between intensity or rate of
phosphorescence and dipyridamole concentration.
By plotting the 95% confidence region for true
slope and intercept [29] estimated, the intercept
due to blank signals falls within the joint confi-
dence region. This means that the intercept on the
ordinate is not significantly different from the
blank signals, therefore, it can be interpreted as
the absence of proportional error.

If the theory of error propagation is considered,
the detection limit is consistent with the reliability
of the blank measurements and the signal mea-
surements of the standards [25,30]. In this case,
the detection limit were 19.0 and 33.0 ng ml−1 for
intensity and rate measurements, respectively. The
detection limit according to Clayton [27], consid-
ering the probability of false positive and false
negative being 21.5 and 37.5 ng ml−1, for inten-
sity and rate measurements, respectively (a=b=
0.05; n=24).

The precision of the method was established by
testing the analytical signal corresponding to the
concentrations of the calibration line. As can be
seen from the RSDs in Table 3, these deviations
diminishes as concentration increases, i.e. from
11.5 to 1.43% for intensity measurements and
from 20.1 to 2.7% for rate measurements. In the

The proposed methods, intensity and initial rate
measurements versus concentration, were evalu-
ated by an statistical analysis of the experimental
data, by fitting the overall least-squares line ac-
cording to y=a+bx. Table 1 shows the out-
standing results from the statistical analysis.

According to the residual distribution obtained,
it can be assumed that both calibration lines
observe homocedasticity criteria. In order to test
the linearity of the overall least squares regression

Table 2
ANOVA test: linearity testa

SS DF MSSource of variation Fexp Ftheor

Intensity method
9.569×10−119.569×10−1Due to regression

Set means about the line (lack of fit) 1.508×10−3 6 2.514×10−4

1.29 2.74
3.115×10−3 16Within line (pure error) 1.947×10−4

9.6159×10−1 23 4.180×10−2Total

Initial rate method
3.142×10−1Due to regression 3.142×10−11

3.635×10−4Set means about the line (lack of fit) 62.181×10−3

1.94 2.74
1.870×10−4162.991×10−3Within line (pure error)

Total 23 1.389×10−23.193×10−1

a SS=Sum of squares of deviations; DF=degrees of freedom; MS=mean squares (SS/DF).



A. Muñoz de la Peña et al. / Talanta 48 (1999) 1061–1073 1071

Table 3
RSDs obtained by applying error propagation theory

RSD (%)Dipyridamole (ng
ml−1)

Initial rateIntensity method
method

50 11.5 21.0
5.4 10.0100

150 3.5 6.4
2.6 4.7200

250 2.0 3.8
300 1.7 3.2

1.5 2.8350
1.4 2.7400

expressed as the RSDs, presents two behaviors,
the first one is for concentrations up to the con-
centration mean, where a sharp decrease is pro-
duced in RSD as concentration increases. The
second one is for concentrations from the concen-
tration mean where a slight decrease is observed
in RSD as concentration increases. Therefore,
when the concentration of dipyridamole of a sam-
ple must be calculated, it is suitable to calculate
the corresponding interval of confidence.
3.4. Applications and interference study

The specificity of this determination was stud-
ied by adding related drugs to the pharmaceutical
preparation of dipyridamole (saccharose, lactose,
and glucose) and other drugs with intrinsic lu-
minescence, and testing to see if the added drugs
cause interference in the kinetic behaviour of
dipyridamole (200 ng ml−1). The assay results,
expressed as a percentage of recuperation of
dipyridamole, are given in Table 4. It can be
deduced that saccharose, lactose, and glucose do
not interfere in the dipyridamole quantification.
In the case of the substances with intrinsic lu-
minescence, only a small number of them
(amiloride, triamterene, and quinine) produce
interferences.

distribution obtained of the RSDs, two major
factors can be considered: the first one is that if
the standard deviation is constant with concentra-
tion, lower levels of dipyridamole produce great
values of relative standard deviation, whereas
higher levels produce low values of relative stan-
dard deviation. The second is a consequence of
the mathematical model used, since the confidence
and dispersion bands of the true line have hyper-
bolae shape closest at the concentration mean.
Then, it can be interpreted that the repeatability,

Table 4
Recovery values in the determination of dipyridamole in the presence of several foreign species

Foreign specie Interference/dipyridamol tolerance ratio (w/w) Recovery (%)
Initial rate methodIntensity method

50 96.8 95.1Lactose
50Glucose 96.7 102.0

103.150 101.8Saccharose
10Nadolol 103.6 93.7

Hydrochlorithiazide 5 101.7 94.2
106.9Aspirin 93.52.5

2.5Quinine 94.1 B80
Ibuprofen 2.5 100.0 92.1

2.5Metoprolol 103.6 104.5
2.5Atenolol 100.3 99.6

Propanolol 1.25 105.0 106.1
B80B801Amiloride

1Triamterene B80 B80
Methotrexate 1 95.3 90.8
Neopterin 93.296.11

97.1 95.116-Biopterin
1Xanthopterin 100.7 98.4



A. Muñoz de la Peña et al. / Talanta 48 (1999) 1061–10731072

Table 5
Results obtained by the application of the proposed methods: intensity and rate of phosphorescence measurements

Pharmaceutical preparation Dipyridamol nominal content (mg per tablet) Dipyridamol found (mg per tablet)9
SD

Intensity method Rate method

72.0/0.375Asasantin 79.7/2.0
99.4/2.5 105.6/4.3Persantin 100

The recommended procedure has been satisfac-
torily applied to the determination of dipyri-
damole in the Spanish pharmaceutical products
that contain this vasodilator agent in different
proportions (persantin 100 mg and asasantin 75
mg). The assay results, expressed as a percentage
of the nominal contents, resulting from the aver-
age of three determinations of three different
tablets, are summarized in Table 5. The recoveries
agree well enough with the nominal content and
the precision is quite satisfactory.

4. Conclusions

The coupling of stopped flow and room tem-
perature phosphorescence supposes a rapid tech-
nique for the determination of phosphorescent
substances as dipyridamole. Besides, the stopped
flow reactor provides kinetic studies. In this work,
a new method for direct phosphorimetric determi-
nation of dipyridamole in pharmaceutical prepa-
rations is described. The determination of this
vasodilator agent was done by scanning the phos-
phorescence development, at 616 nm of emission
wavelength and at 313 of excitation wavelength,
with excellent repeatability and sensitivity.

By applying this technique, the dipyridamole
phosphorescence was totally developed in only
seconds, whereas the phosphorescence method
without the use of the mixing system develops the
phosphorescence in 15 min at least.

An exhaustive statistical analysis of the calibra-
tion graph has been performed, including the least
squares regression with replicates and ANOVA
test. The calibration graphs present homocedastic-
ity. The validity of the overall least squares regres-

sion was proved by the ANOVA test, the
variation of group mean about the line, which
means the lack of fit, not being significantly differ-
ent from the variation within groups (pure error).
Therefore, the model chosen is an adequate de-
scription of the true relationship between phos-
phorescence intensity and reaction rate with
dipyridamole concentration. The detection limits,
assuming the error propagation theory were 19.0
and 33.0 ng ml−1 for intensity and rate, respec-
tively. The detection limit, according to Clayton,
were 21.5 and 37.5 ng ml−1 for intensity and rate
measurements, respectively. The proposed method
shows high selectivity and it was satisfactorily
applied to the determination of dipyridamole in
persantin 100 mg and asasantin 75 mg.
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Abstract

A new spectrofluorimetric method for the determination of ruthenium with nonfluorescent 2-(a-pyridyl) thioquinal-
dinamide (PTQA) is described. The oxidative reaction of Ru(III) upon PTQA gives oxidised fluorescent product
(lex(max)=347 nm; lem(max)=486 nm). The sensitivity of the fluorescence reaction between ruthenium and PTQA is
greatly increased in the presence of Fe (III). The reaction is carried out in the acidity range 0.01–0.075 M H2SO4. The
influence of reaction variables is discussed. The range of linearity is 1–400 mg l−1 Ru(III). The standard deviation and
relative standard deviation of the developed method are 91.210 mg l−1 Ru (III) and 2.4%, respectively (for 11
replicate determinations of 50 mg l−1 Ru (III)). The effect of interferences from other metal ions, anions and
complexing agents was studied; the masking action is discussed. The developed method has been successfully tested
over synthetic mixtures of various base metals and platinum group metals, synthetic mixtures corresponding to
osmiridium, certified reference materials in spiked conditions and rock samples. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Ruthenium; Spectrofluorometric; Nanotrace levels

1. Introduction

Ruthenium is an industrially important [1–3]
and highly precious metal in the Platinum Group
(PG). Anti-tumor activities of ruthenium com-
pounds are also well known [4,5]. Very few data
exist on ruthenium concentrations in common
igneous and sedimentary rocks because of its very

low abundance in most terrestrial materials. The
estimation of the element in ores and man made
sources can be only studied with sensitive and
selective analytical methods.

Fluorimetry is a well known ultra-trace analyti-
cal technique, but only few methods have been
reported for the fluorimetric determination of
ruthenium. Literature survey reveals that there are
only two fluorimetric methods. [6,7] based on
fluoresecent chelate formation with ruthenium (II)* Corresponding author. E-mail: bkpal@hotmail.com.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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and only one indirect method [8] based on nonfl-
uorescent ternary complex formation with ruthe-
nium (III) using Rhodamine 6G and thiocyanate.
The lowest detection limits of these existing meth-
ods are inadequate for the determination of ruthe-
nium, at ultratrace levels moreover, they subject
to many interferences. An ultrasensitive method is
proposed where the nonfluorescent 2-(a-pyridyl)
thioquinaldinamide is converted into a intensely
fluorescent species by ruthenium (III) in the pres-
ence of iron (III).

2. Experimental

2.1. Instrumentation

A Shimadzu Spectrofluorophotometer (Model
RF-5000), computer controlled and equipped with
a 150 W continuous wave xenon lamp, 12 in
colour video display, parallel line thermosensitive
printer recorder, 1×1 cm2 quartz cells and a
Shimadzu ASC-5 auto sample changer, was used
to record the uncorrected spectra, to scan the
fluorescence intensity-time curves and to measure
the fluoresence intensities. Performance of the in-
strument were checked by running Raman Spec-
trum of distilled water and wavelength error was
below 90.2 nm.

A Hanovia Fluoresence lamp (Model 11A, 240
V, 50 Hz, Arc tube, Hanovia, England) was em-
ployed for visual qualitative study of fluoresence
intensity changes. A digital pH-meter (Model pH
5651, Electronics Corporation of India) was used
for the measurement of pH.

2.2. Reagents and solutions

2.2.1. 2-(a-pyridyl) thioquinaldinamide (PTQA)
solution

2-(a-pyridyl) thioquinaldinamide (PTQA,
C15H11N3S), (Molecular wt.=265.18) was synthe-
sized according to the method of Porter [9]. A
1×10−3 M PTQA solution was prepared by
dissolving the requisite amount of PTQA in dis-
tilled ethanol. The reagent solution, if kept in
refrigerator, is stable for one week; however, a
freshly prepared reagent solution was used

whenever required. More dilute solutions were
prepared from this stock solution with ethanol.

2.2.2. Ruthenium (III) standard solution
An accurately weighed 1.132 g of ruthenium

trichloride nomohydrate (43% Ru Johnson
Matthey) was dissolved in a small volume of 2 M
HCl and diluted to 100 ml in a volumetric flask
with hydrochloric acid in order to make the final
solution 1 M in HCl. The solution was standard-
ized gravimetrically as metallic ruthenium [10].
Working solutions were obtained by diluting the
stock solution with 0.1 M H2SO4 immediately
before use.

2.2.3. Other platinum group metal solutions (1000
mg l−1 each)

Solutions of Rh(III), Pd(II), Ir(III) and Pt(IV)
were prepared from their highest available purity
grade salts in 0.1 M hydrochloric acid and Os
(VIII) solution was prepared from p.a. grade
OsO4 in 0.1 M H2SO4.

2.2.4. Iron (III) solution
Fe(III), 0.0179 M (1000 mg l−1) solution was

prepared from NH4Fe(SO4)2·12H2O (Merck, Ger-
many) in 0.1 M H2SO4 and standardized volumet-
rically by KMnO4 method [11]. More dilute
solution was prepared form the stock solution.

2.2.5. Sodium oxalate solution
A 1% (w/v) sodium oxalate (Na2C2O4) (AnalaR

BDH) was prepared in 100 ml volumetric flask
with deionized water.

A large number of solutions of inorganic ions
and complexing agents were prepared from their
AnalaR Grade or equivalent grade water soluble
salts (or oxides and carbonates in hydrochloric
acid). In the case of insoluble substances special
methods were adopted [12]. Double distilled
deionized water nonfluorescent under ultraviolet
radiation was used throughout.

2.3. General procedure

To a 10-ml volumetric flask containing 0.01–
0.1 mg or 0.1–1.0 mg or 1.0–4.0 mg of ruthenium
(III) were added 1.0 ml of 0.5 M H2SO4, 0.5 ml of
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1.79×10−3 M (100 mg l−1) Fe (III) and 0.2–0.3
ml of 1×10−3 M PTQA solution respectively.
The resultant solution was mixed well and al-
lowed to stand for 30 min. Sodium oxalate, 0.2 ml
of 1% (w/v) solution and 1 ml of distilled ethanol
were added and the volume was made up with
deionized water. The fluorescence intensity of the
solution was measured against a reagent blank at
486 nm keeping excitation wavelength at 347 nm
at room temperature (2595°C). In the case of
multicomponent systems (synthetic and real sam-
ples) 0.2 ml of 1% (w/v) potassium-sodium tar-
trate was added as masking agent.

2.3.1. Procedure and sample mineralisation
Alloys. An accurately weighed 0.1 g portion of

the sample was dissolved in 4 ml of mixture (1:1)
of concentrated HCl–HNO3 with heating and
diluted to 100 ml with deionized water. Suitable
aliquots of this sample solution with and without
ruthenium (III) spiking were analysed fluorimetri-
cally according to general procedure described
before.

2.3.2. Rock sample treatment
1.0 g of each pulverized rock (250–300 mesh)

was placed in a Teflon bomb and 2.0 ml conc.
HNO3 and 1.0 ml hydrogen peroxide (30 wt%)
were added [13]. The Teflon bomb was closed and
kept around 120°C on a hot plate around for ca.
10 min. Heating was then discontinued and the
sample was kept overnight at room temperature.
This was followed by heating in an oven for 6 h at
about 120–130°C then allowed to cool to room
temperature and the lid was opened and the ex-
tract was evaporated to almost dryness on a
steam bath. To this 5 ml of 1 M HCl was added
and filtered. The filtrate was then diluted to 25 ml
with deionized water in a volumetric flask.

2.3.3. Ion exchange separation
Ruthenium was separated form base metals by

ion exchange method before application of the
fluorimetric method to the determination of
ruthenium in rock samples. The procedure of
Zachariasen and Beamish [14] for the separation
of base metals from ruthenium using cation ex-
changer was modified slightly owing to the micro-
sized sample.

Strong cationic (AG 50 W X 8 (H form) 100–
200 mesh) exchange resin was used for the prepa-
ration of resin bed of uniform dimension
(9.0×0.7 cm2) in all glass column after its condi-
tioning and washing with deionized water to com-
pletely free it from soluble chloride ions. A
solution containing known amounts of ruthenium
(III) and other interfering ions was placed in a
25-ml beaker and 1 ml 1% NaCl and 2 ml concen-
trated HCl were added respectively. The solution
was evaporated to near dryness on a steam bath.
1 ml conc. HCl was added and the salts were
dissolved by slow addition of distilled water with
stirring. The solution was diluted with water to 10
ml and the pH was adjusted with HCl to within
pH 0.9–1.1. The solution was then passed
through the prepared cation exchange column at
a rate of about 1 ml per minute. The resin was
washed with 20 ml of water which was previously
adjusted with HCl to pH 1.0. Then effluent, col-
lected in a 50-ml beaker, was evaporated to expel
all the HCl. The resultant solution was diluted
with deionized water to 25 ml. From suitable
aliquots, the ruthenium content was then deter-
mined fluorimetrically with PTQA as described
earlier with calibration graph being prepared from
standard Ru(III) solution also treated with HCl
and NaCl and passed through the resin bed
identically.

3. Results and discussion

3.1. Spectral characteristics

The excitation and emission spectra of the
fluorescence system [Ru(III)-PTQA] in 0.05 M
H2SO4 were recorded, the wavelength maxima of
excitation and emission were found to occur at
347 and 486 nm respectively. The reagent blank
was found to exhibit a fluorescent maxima in the
same wavelength region but its intensity was very
low. The uncorrected spectra are shown in Fig. 1.

3.2. Effect of catalyst, Fe(III)

By means of catalytic analytical methods, ex-
tremely low levels can be determined with a high
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Fig. 1. Uncorrected spectra A and B, excitation spectra of Ru(III)-PTQA system and the reagent blank respectively (emission
wavelength=486 nm); C and D corresponding emission spectra (excitation wavelength=347 nm). [Ru (III)]=100 mg l−1.

sensitivity. From the preliminary study it was
found that the reaction between ruthenium(III)
and PTQA in acidic media is slow and takes
several hours to reach the equilibrium flores-
cence intensity. To increase the optimum sensi-
tivity of the proposed method for determination
of ruthenium(III), an attempt was made of the
catalysing action of certain substance (Mn(II),
Co(II), V(V), Fe(II) and Fe(III)) [15,16]. It was
found that the reaction could be made rapid by
addition of microgram amounts of Fe(III).
Fe(III) in absence of Ru(III) does not give any
fluorescent product with PTQA in the reaction
conditions mention before. The fluorescence in-
tensity-time curves were obtained separately for
Fe(III)-PTQA system and Ru(III)-PTQA system
both in the absence and presence of Fe(III) un-
der identical conditions are shown in Fig. 2. It is
revealed that when both Fe(III) and Ru(III) are
present in the medium, the slope of the curve
increases and the time require to reach the maxi-
mum constant fluorescence intensity decreases.

The Fe(III) concentration was optimised by

measuring the fluorescence intensity at different
Fe(III) concentration ratios the data obtained
which is shown in Fig. 3, shows that the relative
fluorescence intensity increases sharply with
Fe(III) mass fold up to 20 remaining constant

Fig. 2. Fluorescence intensity versus time curves. (A) PTQA+
Fe(III). (B) PTQA+Ru (III) (100 mg l−1). (C) PTQA+
Ru(III) (100 mg l−1)+Fe(III). (D) PTQA+Ru(III) (100 mg
l−1)+Fe(III)+sodium oxalate (after 30 min of Ru(III)-
PTQA mixing).
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Fig. 3. Effect of Fe(III) concentration on the fluorescence
intensity of Ru(III)-PTQA system. (A) Ru(III) (100 mg l−1)+
PTQA+Fe(III). (B) Fe(III)+PTQA.

3.6. Effect of reagent concentration

To study the influence of reagent concentration
on fluorescence intensity of PTQA-ruthenium(III)
system, different molar fold excess of PTQA was
added to fixed metal ion concentration and
fluorescence intensities were measured according
to the general procedure. The effect of reagent
concentration is represented in Fig. 4. The Figure
shows that at the 100 mg l−1 Ru(III), the reagent
metal molar ratios between 15 and 260 produce
constant fluorescence intensity. The reagent metal
molar ratios greater than 260 was not studied
because the solution became coloured and turbid
at higher reagent concentrations.

3.7. Effect of metal concentration

The effect of Ru concentration was studied
over a wide overall range of 1.0–1000 mg l−1

Ru(III), distributed in three different sets (1.0–10
mg l−1, 10–100 mg l−1 and 100–1000 mg l−1) of
ruthenium(III) for convenience of measurement
(Fig. 5). The fluorescence intensities maintained a
linear relationship in the range of 1.0–400 mg l−1

of ruthenium(III). The standard deviation and
relative standard deviation of the method on 50
mg l−1 Ru(III) (11 replicate determinations) were
found to be 91.210 mg l−1 Ru(III) and 2.4%

within the range of 20–400 mass fold of Fe(III)
(to Ru(III)) then decreases gradually with the
increase of Fe(III) concentration.

3.3. Effect of time

Ruthenium(III) forms complex compound [17]
with oxalate. Sodium oxalate solution was added
after predetermined lapse of time from metal-
reagent mixing, to halt the progress of the reac-
tion (i.e. formation of fluorescence product) and
measurements were made before reaching equi-
librium. Fluorescence intensity of Ru(III)-PTQA-
Fe(III)-sodium oxalate remained unaltered event
after 6 h. Longer periods were not studied.

3.4. Effect of acidity

Effects of different common acids such as
H2SO4, HNO3, HCl, H3PO4, HClO4 and
CH3COOH were studied. In H2SO4 medium,
fluorescence intensities were relatively greater
than those in other acids. The constant maximum
fluorescence intensities were corrected against cor-
responding reagent blanks were found in the pres-
ence of 0.2–1.5 ml of 0.5 M H2SO4 per 10 ml.

3.5. Effect of sodium oxalate

The fluorescence intensity remained constant up
to 10 000 mass fold of sodium oxalate (to
ruthenium(III)).

Fig. 4. Effect of PTQA (reagent) concentration on the fluores-
cence intensity of Ru(III)-PTQA system [Ru(III)]=100 mg
l−1, [Fe(III)]=5000 mg l−1.
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Fig. 5. Calibration graphs: (A) 1–10 mg l−1 Ru(III); Bandwidth: Ex=10nm, Em=10 nm; (B) 10–100 mg l−1 Ru(III); Bandwidth:
Ex=5 nm, Em=10 nm; (C) 100–1000 mg l−1 Ru(III); Bandwidth: Ex=5 nm, Em=5 nm; Response(s): Auto; Sensitivity: High;
Degree: 1; Con, output Factor: 1.000.

respectively. For concentration lower than 1 mg
l−1 Ru(III), if the reaction time was increased
from 30 minute to 60 minute before the addition
of sodium oxalate still lower concentration range
can well be established.

3.8. Effect of foreign ions

The effects of foreign ions on the proposed
method have been evaluated. Different amounts
of the ionic species were added to 50 mg l−1 of
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Table 1
Tolerance limits in the determination of 50 mg l−1 of rutheniu-
m(III)

Species testedMass fold tolerated
(species/Ru(III))

5000 Tartrate, ClO4
−, HPO4

2−,
Na(I), K(I), Ca(II), HSO4

−

1000 Cl−, NO3
−, NaN3, acetate,

citrate, borate
F−, I−, S2O8

2−, HF2
−, Mg(II),500

Zn(II), Cd(II)
As(V), Cr(III), Ni(II), Al(III),200
Mn(II), La(III), Se(VI), Tl(I),
Th(IV), U(VI), Bi(III)

100 Co(II), Pb(II), Ba(II), Sb(III),
W(VI)

50 Sb(V), Mo(VI), Ga(III), V(V),
As(III)
Fe(II), Ag(I)a, Hg(II)a20

10 Ce(IV)b, Tl(III)b, Rh(III),
Pd(II), Ir(III), Os(VIII)b

5 Pt(IV), Cr(VI)c

2 Cu(II)c

a In the presence of 500-fold iodide.
b In the presence of 1000-fold NaN3.
c In the presence of 1000-fold tartrate.

varying by more than 95% from expected value
for ruthenium alone and results are given in Table
1. During the interference studies, if any precipi-
tate was formed, it was removed by
centrifugation.

EDTA, NTA and oxalate cause the highest
negative interference. Se(IV) produces fluores-
cence with the reagent but Se(VI) does not. So
when Se(IV) and Ru(III) are treated with HNO3,
Se(IV) is oxidised to Se(VI) which has no interfer-
ence at all.

3.9. Applications

The proposed method for the determination of
Ru(III) was applied to synthetic mixtures contain-
ing base metals and platinum group metals, syn-
thetic mixtures corresponding to osmiridium ore,
certified reference materials in spiked condition
and to some platinum group metal bearing rock
samples.

3.9.1. Analysis of synthetic mixtures
Various synthetic mixtures of common metals

and platinum group metals (PGM) were prepared.
During preparing synthetic mixtures the composi-
tions were made in such a way that the compo-
nents do not interact with Ru(III) and PTQA in
the condition described in general procedure.
From suitable aliquots, the ruthenium(III) con-

ruthenium(III), first testing a 10 000 fold mass
ratio of potential interferent to ruthenium and if
interference occurred, progressively reducing the
ratio until interference ceased. The criterion for
interference was a fluorescence intensity value

Table 2
Analysis of synthetic mixtures (recovery studies of ruthenium(III))

Composition of synthetic mixture/mg l−1 Ru(III) taken/mg Per cent recoverya9Sample Ru(III) founda/
standard deviationl−1 mg l−1

0.0502 100.490.0030A Ru3+(0.05)+Al3+(1.0)+As5+(1.0)+Ca2+(2.0) 0.0500
+Cr3+(1.0)+Tl+(1.0)+tartrate (100)
As in sample A+Mg2+(2.0)+Th4+(1.0)+U6+(1.0)+ 0.0500 0.0495 99.090.0032B
Cd2+(1.0)+Mn2+(1.0)
As in sample B+Li+(2.0)+Pb2+(1.0)+Se6+(1.0)+B3+ 100.690.0041C 0.0500 0.0503
(1.0)+Ba2+(1.0)

101.090.00370.05050.0500D As in sample C+Ni2+(1.0)+Co2+(1.0)+Zn2+(1.0)+
V5+(1.0)+W6+(0.5)
As in sample D+Bi5+(1.0)+La3+(1.0)+azide (50)E 0.0500 0.0486 97.290.0042

0.04940.0500F as in sample E+Os8+(0.25)+Ir3+(0.25)+Pt4+(0.25)+ 98.890.0045
Rh3+(0.25)+Pd2+(0.25)

a Average of five replicate determinations.
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Table 3
Analysis of synthetic ores (osmiridium)

Ru founda/mg Per cent recoverya9Ru taken/mg l−1Name of sample and composition[18]/ Composition of syn-
l−1% standard deviationthetic mixture/mg l−1

100.892.8Ru (1000) 40 40.3South Africa Ru(8.9), Os(69.9), Ir(17),
Pt(0.2)

Os (7690)
100.192.580.1Ir (1925) 80

Pt (25)

40 40.5 101.393.0Ru (1000)Colombia Ru(6.37), Os(35.1), Ir(57.8),
Pd(0.63)

Os (5560)
100.992.780.780Ir (9160)

Pd (110)

99.592.839.840Ru (1000)Australia Ru(5.22), Os(33.46),
Ir(58.13), Pd(3.04)

Os (6410)
81.2 101.592.9Ir (11140) 80

Pd (580)

a Average of three determinations.

tent, was then determined fluorimetrically by the
procedure described earlier. The mixture compo-
sition and results are shown in Table 2. The
Table shows the excellent recoveries of rutheniu-
m(III) in synthetic matrices containing Os(VIII),
Pd(II), Ir(III), Pt(IV), Rh(III), Co(II), Ni(II) etc.

3.9.2. Determination of ruthenium in synthetic
ores

As no Ru-bearing standard samples were

available for testing the validity of the me-
thod for the analysis of real samples, the
method was applied to synthetic mixtures
corresponding to osmiridium samples [18]. Syn-
thetic mixtures containing platinum metals corre-
sponding to osmiridium were prepared and
ruthenium content was then determined. The
results are shown in Table 3. The results in
Table 3 show that the recoveries were satis-
factory.

Table 4
Determination of ruthenium in certified reference materials

Ru(III) spikedReference sample and composition% (w/w)

Founda/mg l−1 Per centa recovery 9Added/mg l−1

standard deviation

–0.0 0.0NBS 33 b (cast iron) Mn=0.64, Si=2.74, Mo=0.04, Cr=0.61,
Ni=2.24, P=0.11

40.240 100.593.6
80 80.1 100.193.2

0.00.0MS le (mild steel) Mn=0.65, C=0.20, Si=0.06, S=0.052, P= –
0.041

40 40.4 101.093.0
80 79.6 99.593.5

a Average of five determinations.
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Table 5
Analysis of ruthenium in rock samples

Ruthenium/mg g−1

Sample I.C.P. AES Proposed
methodamethod

3.52 3.6790.04Rock 1 (sulphide ore
of copper and
nickel)

Rock 2 (chromite ore) 10.15 10.3290.03
7.7990.037.50Rock 3 (chromite ore)

a Average of three determinations9standard deviation.

procedure. The results of rock analyses by the
fluorimetric method were found to be in excellent
agreement with those obtained by inductively cou-
pled plasma atomic emission spectrometry. The
results are shown in Table 5.

4. Conclusion

The PTQA [2-(a-pyridyl) thioquinaldinamide]
method has the requisite sensitivity to determine
ruthenium at the low part per billion in rock (ore)
or in solution. The method is approximately ten
times more sensitive and selective that existing
fluorimetric procedure. The method is accurate
and rapid. It can serve as a routine method partic-
ularly valuable for Geochemical investigations.
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Abstract

The very sensitive, fairly selective direct spectrophotometric method for the determination of trace amount of
vanadium (V) with 1,5-diphenylcarbohydrazide (1,5-diphenylcarbazide) has been developed. 1,5-diphenylcarbohy-
drazide (DPCH) reacts in slightly acidic (0.0001–0.001 M H2SO4 or pH 4.0–5.5) 50% acetonic media with vanadium
(V) to give a red–violet chelate which has an absorption maximum at 531 nm. The average molar absorption
coefficient and Sandell’s sensitivity were found to be 4.23×104 l mol−1 cm−1 and 10 ng cm−2 of Vv, respectively.
Linear calibration graph were obtained for 0.1–30 mg ml−1 of Vv: the stoichiometric composition of the chelate is 1:3
(V: DPCH). The reaction is instantaneous and absorbance remain stable for 48 h. The interference from over 50
cations, anions and complexing agents has been studied at 1 mg ml−1 of Vv. The method was successfully used in the
determination of vanadium in several standard reference materials (alloys and steels), environmental waters (potable
and polluted), biological samples (human blood and urine), soil samples, solution containing both vanadium (V) and
vanadium (IV) and complex synthetic mixtures. The method has high precision and accuracy (s=90.01 for 0.5 mg
ml−1). © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spectrophotometry; Vanadium determination; 1,5-diphenylcarbohydrazide; Alloy; Steel; Environmental; Biological
samples; Soil samples

1. Introduction

Vanadium poisoning is an industrial hazard [1].
Environmental scientists have declared vanadium
as a potentially dangerous chemical pollutant that
can play havoc with the productivity of plants,

crops and the entire agricultural system. High
amounts of vanadium are said to be present in
fossil fuels such as crude petroleum, fuel, oils,
some coals, and lignite. Burning these fuels re-
leases vanadium into the air that then settles on
the soil. There are cases of vanadium poisoning,
the symptoms of which are nervous depression,
coughing, vomiting, diarrhoea, anaemia and in-
creased risk of lung cancer, that are sometimes

* Corresponding author. Fax: +880-31-610938/726310; e-
mail: vc-cu@spnetctg.com.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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fatal [2]. Recently, vanadium has been noticed as
the index element in urban environmental pollu-
tion, especially air pollution [3]. Laboratory and
epidemiological evidence suggests that vanadium
may also play a beneficial role in the prevention
of heart-disease [4]. Shamberger [5] has pointed
out that human heart-disease death rates are
lower in countries where more vanadium occurs
in the environment. Vanadium in environmental
samples has been determined by NAA [6], ICP-
atomic emission spectrometry [7], AAS [8] and
spectrophotometry [10–22]. The first two meth-
ods are disadvantageous in terms of cost and
instruments used in routine analysis. AAS is of-
ten lacking in sensitivity and affected by matrix
conditions of samples such as salinity. Catalytic
solvent extractive methods are highly sensitive
but are generally lacking in simplicity. Hence its
accurate determination at trace levels using sim-
ple and rapid methods is of paramount impor-
tance.

The aim of this study is to develop a simpler
direct spectrophotometric method for the trace
determination of vanadium. 1,5-Diphenylcarbo-
hydrazide (DPCH) has been reported as a spec-
trophotometric reagent for chromium [9] and
has previously been used for spectrophotometric
determination of vanadium [10] but this method
is solvent extractive, lengthy and time consuming
and lack selectivity due to much interference.
Pyridine and chloroform had been used as sol-
vents for this extraction which can be classified
as toxic and as environmental pollutants [3] and
have been listed as carcinogens by the Environ-
mental Protection Agency (EPA) [9a]. This pa-
per reports its use in a very sensitive, highly
specific non-extractive spectrophometric method
for trace determination of vanadium. The
method possesses distinct advantages over exist-
ing methods with respect to sensitivity [10–15],
selectivity [10–15,18–22], range of determination
[10–15], simplicity [10–13,17], speed [10,12,18],
pH/acidity range [10,17–22], thermal stability
[10–22], accuracy [10–15,22], precision [10–22]
and ease of operation [10–22]. The method is
based on the reaction of non-absorbent DPCH
in slightly acidic solution (0.0001–0.001 M sulfu-
ric acid or pH 4.0–5.5) with vanadium (V) to

Fig. 1. Effect of the acidity on the absorbance V(V) DPCH-
system.

produce a highly absorbent red–violet chelate
product followed by direct measurement of the
absorbance in aqueous solution. With suitable
masking, the reaction can be made highly selec-
tive and the reagent blank solutions do not
show any absorbance.

Fig. 2. Effect of reagent (DPCH:V(V) molar concentration
ratio) on the absorbance of V(V)-DPCH system.
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Fig. 3. Calibration graphs: A, 1–10 mg ml−1 of vanadium (V) and B, 10–30 mg ml−1 of vanadium (V).

2. Experimental

2.1. Apparatus

A Shimadzu (Kyoto, Japan) (model-160) dou-
ble-beam UV/VIS spectrophotometer and Jenway
(England, UK) (Model 3010) pH meter with a
combination of electrodes were used for the mea-
surements of absorbance and pH, respectively. A
Shimadzu (Model 5000) atomic absorption spec-
trometer equipped with a microcomputer-con-
trolled graphite furnace was used for comparison
of the results.

2.2. Reagents

All chemicals used were of analytical-reagent
grade or the highest purity available.

Doubly distilled de-ionized water and HPLC-
grade acetone, which is non-absorbent under ul-
traviolet radiation, were used throughout.

2.2.1. DPCH solution, 4.12×10−4M
Prepared by dissolving the requisite amount of

DPCH (Merck Darmastadt, Germany) in a
known volume of distilled acetone. More dilute
solutions of the reagent were prepared as
required.

2.2.2. Vanadium (V) standard solutions
A 100-ml amount of stock solution (1 mg

ml−1) of pentavalent vanadium was prepared by
dissolving 0.2269 mg of ammonium metavanadate
(Merck) in doubly distilled de-ionized water con-
taining 1–2 ml of nitric acid (1+1). More dilute
standard solutions were prepared from this stock
solution as and when required.

2.2.3. Vanadium (IV) stock solution
A 100-ml amount of stock solution (1 mg

ml−1) was prepared by dissolving 390.7 mg of
purified grade vanadyl sulfate (Fisher Scientific) in
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doubly distilled de-ionized water. The working
standard of vanadium (IV) was prepared by ap-
propriate dilution of this solution.

2.2.4. Other solutions
Solutions of a large number of inorganic ions

and complexing agents were prepared from their
AnalaR grade or equivalent grade water soluble
salts. In the case of insoluble substances, special
dissolution methods were adopted [23].

All glassware was kept in nitric acid (1+1) for
at least a day and then was rinsed with de-ionized
water before use. Stock solutions and environ-
mental water samples were kept in poly (propy-
lene) bottles containing 1 ml of concentrated
nitric acid.

3. Procedure

To 0.1–1 ml of slightly acidic solutions contain-
ing 1–300 mg of vanadium (V) in a 10-ml cali-
brated flask was mixed with a 0.1–1.0 (preferably
0.5 ml) of 0.001 M H2SO4 (or pH 4.0–5.5) fol-
lowed by the addition of 20–100-fold molar ex-
cess of DPCH solution (preferably 1 ml of
4.12×10−4 M). After 1 min, 5 ml of acetone
were added and the mixture was diluted to the
mark with de-ionized water. The absorbance was
measured at 531 nm against a corresponding

reagent blank. The vanadium content in an un-
kown samples was determined using a concur-
rently prepared calibration graph.

4. Results and discussion

4.1. Factors affecting the absorbance

4.1.1. Absorption spectra
The absorption spectra of the vanadium (V)-

DPCH system in 0.001 M sulfuric acid medium
was recorded using the spectrophotometer. The
absorption spectra of the vanadium (V)-DPCH is
a symmetric curve with maximum absorbance at
531 nm and average molar absorption of 4.23×
104 l mol−1 cm−1. DPCH did not show any
absorbance. In all instances measurements were
made at 531 nm against a reagent blank. The
reaction mechanism of the present method is as
reported earlier [24].

4.1.2. Effect of sol6ent
Of the various solvents (benzene, chloroform,

carbon tetrachloride, nitrobenzene, isobutyl alco-
hol, n-butanol, isobutyl methyl ketone, ethanol,
acetone and 1,4-dioxane) studied, acetone was
found to be the best solvent for the system. No
absorbance was observed in the organic phase
with the exception of n-butanol. In 5092% (v/v)

Table 1
Determination of vanadium in some synthetic mixtures

Sample Vanadium (V) (mg ml−1)Composition of mixture (mg ml−1)

Added Founda Recovery9SDb (%)

10090.00.500.50V(V)A
1.00 0.99 9990.5
0.50 0.49B 9890.5As in A+Zn(25)+Cd(25)+Ca(25)+tartrate
1.00 1.01 10190.7
0.50C 0.52As in B+Mn2+(25)+NO3

−(25) 10491.0
1.00 1.02 10290.8

10090.00.050.05D As in C+CrV1 (25)+NH4
+(25)

1.00 1.02 10290.6
0.540.50As in D+Co2+(25)+K(25)E 10891.5

10691.31.061.00

a Average of five analyses of each sample.
b The measure of precision is the SD.
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Table 2
Analysis of high-speed steel and alloys

Vanadium(%)Certified reference material (composition)
SDFoundaCertified value

1.98 90.05BAS-CRM 64b High-speed steel (Cr,Mo,Vand Tc) 1.99
1.57 1.58BCS-CRM 241/1 High-speed steel (Cr,V,W,Co, Mn, C, Si, Pand S) 90.07

2.10 90.062.09BCS-CRM 220/1 High-speed steel (C,Si,S,P,Mn, Mo,V,Ni,Cr,Co, W and Cu)
0.52 0.58 90.08BAS-CRM 10g High tensil (Cu,Sn,Zn,Pb,Ni,Fe,Al,Mn, and V)

a Average of five determinations.

acetonic medium, however, maximum absorbance
was observed; hence a 50% acetonic solution was
used in the determination procedure.

4.1.3. Effect of acidity
Of the various acids (nitric, sulfuric, hydrochlo-

ric and phosphoric) studied, sulfuric acid was
found to be the best acid for the system. The
absorbance was at a maximum and constant when
the 10 ml of solution (1 mg ml−1) contained
0.1–1.0 ml of 0.001 M sulfuric acid (or pH 4.0–
5.5) at room temperature (2595°C). Outside this
range of acidity, the absorbance decreased (Fig.
1). For all subsequent measurements 0.5 ml of
0.001 M sulfuric acid (or pH 4.75) was added.

4.1.4. Effect of time
The reaction is very fast constant maximum

absorbance was obtained just after the dilution to
volume and remained strictly unaltered for 48 h.

4.1.5. Effect of reagent concentration
Different molar excesses of DPCH were added

to fixed metal ion concentration and absorbance
were measured according to the standard proce-
dure. It was observed that at 1 mg ml−1 V-chelate
metal, the reagent molar ratio 1:20 and 1:100
produce a constant absorbance of the V-chelate
(Fig. 2). Greater excesses of reagent were not
studied.

4.1.6. Calibration graph (Beer’s law and
sensiti6ity)

The effect of metal concentration was studied
over 0.1–30 mg ml−1 distributed in three different
sets (0.1–1.0, 1–10, and 10–30 mg ml−1) for
convenience of measurement. The absorbance was

linear for 0.1–30 mg ml−1 of vanadium at 531 nm
(Fig. 3). The molar absorption coefficient and the
Sandell’s sensitivity [25] were 4.23×104 l mol−1

cm−1 and 10 ng cm−2 of Vv, respectively.

4.1.7. Effect of foreign ions
The effect of over 50 ions and complexing

agents on the determination of only 1 mg ml−1 of
Vv was studied. The criterion for an interference
[26] was an absorbance value varying by more
than 5% from the expected value for vanadium
alone. There was no interference from the follow-
ing: 1000-fold amount of sulfate, sulfite, nitrate,
perchloride, bromide, chloride, iodide, thio-
cyanide, Na, Mg, Ba,K, MnII, Zn, NH4

+, Ca or
Cd; 100-fold amounts of tartrate, fluoride, CoIII,
NiII or HgII; 10-fold amounts of EDTA, oxalate,
citrate, CrIII, PbII azide, persulphate, phosphate,
WVI, AsIII, AsV, Cs, MnVII,CrVI, FeII, FeIII, CN−,
or UVI. EDTA prevented the interference of a 10-
fold amounts of Ag, Al, CuII or MoVI. The quan-
tities of these diverse ions mentioned were the
actual amounts added and not the tolerance lim-
its. A 50-fold excess of iron FeII and FeIII or CuII

could be masked with ammonium thiocyanate or
fluoride. During the interference studies, if a pre-
cipitate was formed, it was removed by
centrifugation.

4.1.8. Composition of the absorbance
Job’s method [27] of continuous variation and

the molar-ratio [28] method were applied to ascer-
tain the stoichiometric composition of the com-
plex. A V-DPCH (1:3) complex was indecated by
both methods.
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4.1.9. Precision and accuracy
The relative SD (n=5) was 1.5–0.0% for 1–

300 mg of vanadium in 10.0 ml, indicating that

this method is highly precise and reproducible.
The detection limit (3 SD of the blank) and
Sandell’s sensitivity (concentration for 0.001 ab-

Table 3
Determination of vanadium in some environmental water samples

Recovery9SD (%)Vanadium, mg l−1 SDr (%)bSample
FoundaAdded

0.311.6 90.10Tap water
0.35100 101.05 99.990.2
0.4210090.1500 502.0

0 8.0Well water
107.0 9990.3 0.19100
509.0 100.290.4 0.39500

1.4Rain water 0
0.14100 102.0 100.590.1
0.0010090.0500 501.5

River water
11.2Karnaphuli (upper) 0

100.790.3100 0.18112.0
0.0010090.0500 511.0

0 14.4Karnaphuli (lower)
115.0 100.490.2 0.3100

0.3799.790.4513.0500
Sea-water

0 5.0Bay of Bengal (upper)
0.089990.01104.0100

505.0 10090.0 0.00500
0Bay of Bengal (lower) 6.0

10090.0100 0.00106.0
507.0 100.290.05 0.08500

Lake water
Kaptai (upper) 0 18.5

100.490.4100 0.29119.0
520.0 100.390.5 0.34500

20.00Kaptai (lower)
9990.3100 0.41119.0

100.290.2500 0.325021.0
Drain water

0Karnaphuli Paper Millc 35.00
0.45100.790.5100 136.0

102.090.6500 0.35536.0
75.0Steel Milld 0

176.0 100.690.3 0.08100
0.15100.990.5580.0500

0Eastern refinerye 145.0
0.49102.090.6250.0100
0.55500 640.0 99.290.5

a Average of five replicate determinations.
b The measure precision is the relative SD.
c Karnaphuli Paper Mill, Chandraghona, Chittagong
d Chittagong Steel Mill, Patenga, Chittagong.
e Eastern Refinery, North Patenga, Chittagong.
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Table 4
Concentration of vanadium in blood and urine samples

Sample Vanadium, mg l−1 Sample sourcebSerial No.

Proposed methodaAAS

10.091.59.0Blood Heart-diseases1
2.891.2 Patient (male)Urine 2.5

381.091.0 Lung cancer2 Blood 370.0
75.0 85.091.5Urine Patient (male)
10.0 12.091.4 NormalBlood3

Urine 3.0 3.291.3 Adult (male)

a Average of five determinations9SD.
b Samples were from Dhaka Medical College Hospital.

sorbance unit) for vanadium (V) were found to
be 20 ng ml−1 and 10ng cm−2, respectively. The
result for total vanadium were in good agreement
with certified values (Table 2). The reliability of
our V-chelate procedure was tested by recovery
studies. The average percentage recovery ob-
tained for addition of a vanadium (V) spike to
some environmental water samples was quantita-
tive as shown in Table 3. The method was also
tested by analysing several synthetic mixtures
containing vanadium (V) and diverse ions. The
results of biological analyses by the spectrophoto-
metric method were excellent agreement with
those obtained by AAS (Table 4). The precision
and accuracy of the method were excellent.

4.2. Applications

4.2.1. Determination of 6anadium in synthetic
mixtures

Several synthetic mixtures of varying composi-
tions containing vanadium (V) and divers ions of
known concentrations were determined by the
present method using sodium tartrate as masking
agent. The results are shown in Table 1.

4.2.2. Determination of 6anadium in alloys and
steels

A 0.1 g amount of an alloy or steel samples
containing 0.52–2.09% of vanadium was weighed
accurately and placed in a 50 ml Erlenmeyer
flask. To it, 10 ml of 20% (v/v) sulfuric acid was
added, carefully covering with a watch-glass un-

till the brisk reaction subsided. The solution was
heated and simmered gently after addition of 5
ml of concentrated HNO3 untill all carbides were
decomposed. Then 2 ml of 1:1 (v/v) H2SO4 was
added and solution was evaporated carefully to
dense white fumes to drive off the oxides of
nitrogen and then cooled to room temperature
(25–30°C). After suitable dilution with de-ionized

Table 5
Determination of vanadium in some surface soil samplesa,b

Sample sourceVanadium (mgSl. No.
g−1)

S1
c 0.0295 Clevedon Tea Estate (Syl-

het)
Esturine soil (Karnaphuli)S2 0.0401

0.0215 Chittagong UniversityS3

Campus
S4 0.0265 Karnaphuli Paper Mill
S5 0.0198 Marine Soil (Bay of Ban-

gle)
S6 0.0310 Steel Mill
S7 Clevedon Tea Estate (Syl-0.0295

het)
0.0229 Bangladesh Oxygen Com-S8

pany (BOC)
S9 0.0225 T.S.P. Complex
S10 0.0570 Eastern Refinery

a Mean=0.03 (mg g−1)
b SD=90.01
c Composition of the soil samples: C, N, P, K, Na, Ca,

Mg, Fe, NO3, NO2, Zn, SO4, Mn, Mo, Co etc.
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Table 6
Determination of vanadium (IV) and vanadium (V) speciation in mixtures

Error (mg ml−1)V,found (mg ml−1)Sl. No. V (V):V(IV) V, taken (mg ml−1)

V(V) V(V) V(IV)V(IV)V(V) V(IV)

0.020.011 1:1 1.00 1.00 0.99 0.98
0.000.001.002 1.001:1 1.00 1.00

0.01 0.023 1:1 1.00 1.00 0.99 0.98
Mean error: V(V)=90.0067; V(IV)=90.013
SD: V(V)=90.0058; V(IV)=90.011

0.99 4.98 0.011 1:5 0.021.00 5.00
0.02 0.024.982 0.981:5 1.00 5.00
0.01 0.013 1:5 1.00 5.00 0.99 4.99

Mean error: V(V)=90.013; V(IV)=90.016
SD: V(V)=90.0058; V(IV)=90.0058

0.010.0210.991 0.981:10 1.00 10.00
0.99 10.98 0.012 1:10 1.00 0.0210.00

0.020.023 1:10 1.00 10.00 0.98 10.98
Mean error: V(V)=90.016; V(IV)=90.016
SD: V(V)=90.0058; V(IV)=90.0058

water, the contents of the Erlenmeyer flask were
warmed to dissolve the soluble salts. The solution
was then cooled and neutralized with dilute
NH4OH in the presence of 1–2 ml 0.01% (w/v)
tartrate solution. The resulting solution was
filtered, if necessary, through a Whatman No. 40
filter paper into a 50-ml calibrated flask. The
residue (silica and tungstic acid) was washed with
a small volume of hot (1+99) H2SO4 followed by
water and the volume was made up to the mark
with de-ionized water.

A suitable aliquot of the above solution was
taken into a 10-ml calibrated flask and the vana-
dium content was determined as described under
procedure using thiocyanide or fluoride as mask-
ing agent. The results are shown in Table 2.

4.2.3. Determination of 6anadium in
en6ironmental water samples

Each filtered environmental water sample (1000
ml) was evaporated nearly to dryness with a mix-
ture of 1 ml of concentrated H2SO4 and 5 ml of
concentration HNO3 in a fume cupboard and was
then heated with 10 ml of de-ionized water in
order to dissolve the salts. The solution was then
cooled and neutralized with dilute NH4OH in the
presence of 1–2 ml of 0.01% w/v tartrate solution.

The resulting solution was then quantitatively
transferred into a 25-ml calibrated flask and made
upto the mark with de-ionized water.

An aliquot 1 ml of this preconcentrated water
sample was pipetted into a 10-ml calibrated flask
and the vanadium content was determined as
described under procedure using thiocyanide or
fluoride as a masking agent. The results are
shown in Table 3.

Most spectrophotometric methods for the de-
termination of vanadium in natural and sea-water
require preconcentration of vanadium [29]. The
concentration of vanadium in nutral and sea-wa-
ter is a few ng ml−1 in Japan [17]. The mean
concentration of vanadium found in US drinking
waters is 6 ng ml−1 [29].

4.2.4. Determination of 6anadium in biological
samples

Human blood (20–50 ml) or urine (30–50 ml)
was taken into a 100-ml micro-Kjeldahl flask. A
glass bead and 5 ml of concentrated nitric acid
were added and the flask was placed on the
digester under gentle heating. When the initial
brisk reaction was over, the solution was removed
and cooled. Sulfuric acid (1 ml of concentrated)
was added carefully followed by the addition of 1
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ml of 70% perchloric acid and heating was contin-
ued to dense white fumes, repeating nitric acid
addition if necessary. Heating was continued for
at least 1/2 h. and then cooled. The content of the
flask was filtered and neutralized with dilute
NH4OH in presence of 1–2 ml of 0.01% (w/v)
tartrate solution, transferred quantitatively into a
10-ml calibrated flask and made upto the mark
with de-ionized water.

A suitable aliquot of this preconcentrated solu-
tion was pipetted out into a 10-ml calibrated flask
and the vanadium content was determined as
described under procedure using thiocyanide or
fluoride as masking agent. The results of biologi-
cal analyses by the spectrophotometric method
were found to be in excellent agreement with
those obtained by AAS. The results are shown in
Table 4.

The abnormally high value for the lung cancer
patient is probably due to the involvement of high
vanadium concentrations with As and Zn. Occur-
rence of such high vanadium contents are also
reported in cancer patients from some developed
countries [2]. The low value for the heart-disease
patient is probably due to a low vanadium con-
centration in the environment. There is an inverse
correlation between human heart-disease and
vanadium concentration in the environment [29].

4.2.5. Determination of 6anadium in soil samples
An air-dried homogenized soil sample (100 g)

was weighed accurately and placed in a 100-ml
Kjeldahl flask. The sample was digested in the
presence of an oxidizing agent following the
method recommended by Jackson [30]. The con-
tent of flask was filtered through a Whatman No.
40 filter paper into a 25-ml calibrated flask and
neutratized with dilute ammonia in the presence
of 1–2 ml of 0.01% (w/v) tartrate solution. It was
then diluted up to the mark with de-ionized water.

Suitable aliquots 1–2 ml was transferred into a
10-ml calibrated flask and a calculated amount of
0.001 M sulfuric acid needed to give a final acidity
of 0.0001–0.001 M H2SO4 (or pH 4.0–5.5) was
added followed by 1–2 ml of 0.01% (w/v) thio-
cyanide or fluoride solution as masking agent.
Vanadium was then determined by the above
procedure and quantified from calibration graph

prepared concurrently. The results are shown in
Table 5.

4.2.6. Determination of 6anadium (IV) and
6anadium (V) speciation in mixtures

Suitable aliquots (1–2 ml) of vanadium (IV+
V) mixtures (preferably 1:1, 1:5, 1:10) were taken
in a 25 ml conical flask. A few drops of 0.001 M
sulfuric acid and 1–3 ml of 1% (w/v) potassium
permanganate solution was added to oxidize the
tetravalent vanadium. 5 ml of water was added to
the mixtures and heated on the steam bath for
10–15 min. with occasional gentle shaking and
then cooled to room temperature. Then 3–4
drops of freshly prepared sodium azide solution
(2.5% w/v) was added and heated gently with
further addition of 2–3 ml of water, if necessary,
for 5 min. to drive off the azide cooled to room
temperature. The reaction mixture was transferred
quantitatively into a 10-ml volumetric flask, 1 ml
of 4.12×10−4M DPCH reagent solution was
added followed by addition of 0.5 ml of 0.001 M
H2SO4, it was made up to the mark with de-ion-
ized water. The absorbance was measured after 1
min. at 531 nm against a reagent blank. The total
vanadium content was calculated with help of the
calibration graph.

An equal aliquot of the above vanadium (IV+
V) mixture was taken in a 25 ml beaker, 1 ml of
0.01% (w/v) tartrate was added to mask vanadium
(IV) and neutralize with dilute NH4OH. The con-
tent of the beaker was transferred in to a 10-ml
volumetric flask, then 0.5 ml of 0.001 M sulfuric
acid solution was added followed by addition of 1
ml of 4.12×10−4 M DPCH and made up to a
volume with de-ionized water. After 1 min the
absorbance was measured against a reagent
blank, as before. The vanadium concentration
was calculated in mg l−1 or mg ml−1 with the aid
of a calibration graph. This gives a measure of
vanadium (V) originally present in the mixture.
This value was substracted from that of the total
vanadium to get vanadium (IV) present in the
mixture. The results were found to be highly
reproducible. Occurrence of such reproducible re-
sults are also reported for different oxidation
states of vanadium [31]. The results of a set of
determination are given in Table 6.
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5. Conclusion

The proposed method using DPCH not only is
one of the most sensitive methods for the determi-
nation of vanadium but also is excellent in terms
of selectivity and simplicity. Therefore this
method will be successfully applied to the moni-
toring of small amounts of vanadium in environ-
mental, biological and soil samples. No extraction
step is required and hence the use of organic
solvents, which are generally toxic pollutants, is
avoided.
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Abstract

Heparin has a variety of biological activities, most of them due to heparin’s high sulfate groups. To gain insight
into the mechanism of activation of the spectroscopic probe with sulfate groups of heparin in 6itro, we have used a
cationic dye by a spectrophotometric method. It is considered that the combination of heparin with methylene blue
is due to noncovalent binding forces. Dye binding requires an organic chain structure form with sulfate groups. The
solution equilibria of the reaction system are discussed. A new linear regression equation has been proposed, in which
the maximum binding number N expresses the binding ability of methylene blue (MB) with sulfate groups of heparin.
The linear regression equation can estimate this parameter. © 1999 Elsevier Science Ireland Ltd. All rights reserved.

Keywords: Spectroscopic probe; Heparin; Total binding number N

1. Introduction

Therapeutic emphasis on heparin traditionally
has focused on its anticoagulant, antithrombotic,
and antilipemic activities. However, recent evi-
dence highlights the functional versatility of this
molecule and its therapeutic potential outside
these traditional areas [1], for example, its effect
on angiogenesis to the regulation of the immune
response [2]. It is known to interact with a wide
variety of biological proteins, including
proinflammatory chemokines, growth factors, ex-

tracellular matrix proteins, and leukocyte
proteases [3–6], and to bind to platelets [7]. The
efficacy of the heparin correlates with the gross
sulfate content of the compound, reflecting a re-
quirement for a level of sulfation not directly
dependent upon the molecular weight or the anti-
coagulant activity [8,9].

In order to deeply understand heparin’s physio-
logical function in 6i6o, a spectroscopic probe is
used for investigation the sulfate groups of hep-
arin in 6itro. The cationic dye methylene blue
(MB) [10] is used here as a spectroscopic probe.
Owing to the presence of the sulfate and carboxyl
groups, the whole heparin molecule is negatively
charged [1,11,12]. However, the MB species has a

* Corresponding author. Fax: +86-25-3592684; e-mail:
zh@netra.nju.edu.cn.

0039-9140/99/$ - see front matter © 1999 Elsevier Science Ireland Ltd. All rights reserved.
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Fig. 1. (a) Structure of MB dye; (b) structure of heparin octasaccharide sequence.

positive charges. Therefore, the heparin and MB
species should be bound together by electrostatic
forces.

A study of this kind of reaction should be
beneficial not only with regard to the mechanism
of dye response but also to a deep understanding
of the interaction between heparin and small ions
or molecules.

2. Experimental

2.1. Apparatus

A Kontron Uvikon 860 spectrophotometer
(Kontron Co., Switzerland) is used for recording
absorption spectra, or measuring the absorbance
at a given wavelength, using a 1 cm path length.
A pH-HJ90B model portable acidity meter (Bei-
jing Hangtian Computer Co, China) is used for
the pH measurements.

2.2. Reagents

Heparin, sodium salt, ]160 IU mg−1, is ob-
tained from Shanghai reagent factory and used
without further purification. The average molecu-
lar mass of commercial heparin preparations is
12 000 Da [13]. The aqueous heparin solution
(5.21×10−5 mol l−1) is prepared by dissolving
50 mg heparin reagent in 80 ml deionized water.
This stock solution of heparin is pipetted 2 ml
into 100 ml volumetric flask, and then diluted to
the mark with water. Low molecular weight hep-

arin (LMWH) is kindly supplied by NanDa phar-
maceutical Co., with an average molecular weight
of 4000 Da. The aqueous LMWH solution
(8.98×10−5 mol l−1) is prepared by dissolving
17.95 mg LMWH reagent in 50 ml deionized
water. This stock solution of LMWH is pipetted 8
ml into 100 ml volumetric flask, and then diluted
to the mark with water. These stock solutions are
stable for several weeks when kept in the dark at
4°C.

The MB is purchased from Shanghai (the third
reagent factory). The MB stock solution (1.34×
10−3 mol l−1) is prepared by dissolving 500 mg
dye in 1000 ml deionized water. The operating
solution of MB is prepared by diluting 5 ml stock
solution with water into 30 ml. Dye operating
solution should be used soon after preparation,
although little difficulty is encountered with dye
solutions up to several h old. Due to light sensitiv-
ity of the dye, the MB stock solution must be
stored in the dark Fig. 1.

All other reagents are of analytical or guaran-
teed reagent grade.

2.3. Methods

MB operating solution is transferred into a
series of 12×100mm test tubes, then heparin
solution, aliquots of NaCl and other components
are added in different amounts to each test tube.
The mixtures are diluted to a certain volume with
water and mixed either by inversion or vortexing.
After 4 min and before 2 h, spectra or ab-
sorbances of these solutions are measured with
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reference to water. After 24 h a precipitate is not
observed. Since the heparin–MB complex has a
tendency to bind to cuvettes, there is a decrease in
absorbance after long standing in cuvettes. As a
precaution of the absorbance of samples should
be read 1–5 min after the MB–heparin mixtures
are pipetted into cuvettes. This still gives ample
time to read samples. The binding of the heparin–
MB complex has been observed only with quartz
cuvettes and may be eliminated by using plastic
cuvettes.

All runs are thermostated at room temperature
and are performed in triplicate.

3. Results and discussion

3.1. Dye-heparin spectra

Fig. 2 shows the absorption spectra of MB dye
and MB–heparin complexes from 400 to 800 nm.
They are obtained by keeping the pH and MB

concentrations constant and changing the heparin
concentration. With an increase in heparin con-
centration, the absorption peaks at 664 and 614
nm decrease, while a new absorption peak at 566
nm appears. This peak, attributable to the hep-
arin–dye complex, is apparently different from
the absorption peak of the dye because the wave-
lengths corresponding to both absorbance max-
ima are different. The decrease in absorbance at
664 nm is in proportion to heparin concentration
(these results also show that the assay at 664 nm
is about twice as sensitive as that at 566 nm). Two
isobestic points are found at 590 nm and 703 nm.
Fig. 2 indicates that there are interactions between
MB and heparin [14–16].

3.2. Structural requirements of heparin for dye
binding

In view of the molecular structure of MB and
heparin, it is not possible to reach a conclusion
that MB combines preferentially with a particular
group on heparin to form a complex. A reason-
able explanation of these molecular events is that
MB interacts with the anionic groups of heparin
by non-specific, electrostatic forces.

To identify the heparin functional groups re-
sponsible for dye binding, we also test the re-
sponse of the MB to a variety of inorganic salts
(Table 1). None of these compounds gives a sig-
nificant color response. The greatest color re-
sponse is given by sodium dodecyl sulfate (SDS)
(see Table 1). When SDS is added to heparin–dye
complex, the inhibition on dye becomes slightly
larger than that of heparin alone but is less than
the expected extent. This indicates that SDS and
heparin interact with the same site on the dye and
compete against each other. Yutaka et al. [17]
reported the metachromasia: For the first stage of
metachromasia, a certain minimum surface den-
sity of negative charge was a primary require-
ment. The positively charged dye molecules were
then attracted by the negative charge, and came
close enough to aggregate. Under such conditions,
p-electrons (including chromophore and aux-
ochrome) of the dye interact with each other, so
that a hypochromism and then a hypsochromism
occurred.

Fig. 2. Absorption spectra of MB–heparin mixtures. MB
operating solution constants at 1.86×10−5 mol l−1, pH 8.05.
In order of decreasing peak absorbances at 664 nm, heparin
concentrations are: 0.0, 8.68, 17.36, 26.03, 34.72, and 43.4×
10−8 mol l−1 in total assay volume.
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Table 1
Effect of various reagents on MB–heparin complex and MB dyea

Absorbance at 664 nm

Concentration Hep–MB complexBlank (MB)Ionic strengthSubstance

1.201. Distilled water 0.48
1.201.200.6000.2 M2. Na2SO4

1.20 1.203. (NH4)2SO4 0.2 M 0.600
1.20 1.154. Na2SO3 0.2 M 0.600

0.200 1.205. NaAC 0.2 M 1.00
0.578 1.20 1.200.2 M6. PBS
0.200 1.207. NaCl 0.950.2 M

0.490.470.05%8. SDS
1.209. PTA 0.880.10%

a The above values are obtained when 1ml of each substance is pipetted in the standard assay. NaAc, sodium acetate; PBS, sodium
phosphate buffer. MB concentration is: 1.86×10−5 mol l−1; heparin concentration is: 2.60×10−7 mol l−1.

Na2SO4, like (NH4)2SO4, has only one sulfate
group. The dye activates these compounds by
forming ’1:1’ binding complex, dye molecules
could not come close enough to aggregate. Fur-
thermore, it is demonstrated by lack of dye re-
sponse to a wide range of inorganic anions and
P-Toluenesulfonic acid (PTA) that nonelectro-
static interactions must play an important role in
the metachromasia mechanism.

According to the model of Powell et al. [18],
carboxyl groups will also bind cationic dye. We
find, however, that treatment of protein in condi-
tions negative modification of carboxyl groups
residues is present [19] has no significant effect on
dye response (treated with NaOH, pH 8.5, 1 h,
20°C).

From Table 2 and Table 3 we can conclude that
the dye is most responsive to macromolecular
compounds with sulfate groups. The carboxyl
group alone compound gives no responses.

3.3. Determination of maximum binding number

The simplest mechanism able to describe the
reversible interaction between heparin and dye is
(in the text ion charges will be omitted for
simplicity):

DF+Heparin XK DB (1)

where DF represents the MB species. DB refers to
heparin bound dye. DT as the total analytical

concentration of MB. With an increase in heparin
concentration will shift equilibrium Eq. (1) from
the left to the right, causing spectral changes as
can be seen in Fig. 2.

DT=DF+DB (2)

The absorbance at 664 nm is attributed to the
fact that both the dye and the dye–heparin com-
plex absorb appreciably at 664 nm. This situation
can be analyzed according to Beer’s law, as
follows:

A=eFDF+eBDB=eFDT+ (eB−eF)DB (3)

Table 2
Data from MB–heparin assay used for linear regressionsa

DACP(mol/l) (DT De/DA−1)CPn

49.10 3.61×10−71.74×10−8 0.047
0.1415.21×10−8 49.20 3.26×10−7

8.68×10−8 0.236 49.43 2.89×10−7

0.32812.15×10−8 49.07 2.57×10−7

0.42515.62×10−8 49.46 2.19×10−7

19.09×10−8 0.515 49.04 1.88×10−7

22.56×10−8 0.608 1.48×10−748.99
26.03×10−8 0.697 48.68 1.21×10−7

0.72829.50×10−8 44.86 1.19×10−7

0.77932.97×10−8 42.95 1.03×10−7

39.86 1.02×10−70.79936.44×10−8

0.817 37.2139.91×10−8 1.00×10−7

a pH 8.05, DT=1.86×10−5 mol l−1, De=5.501×104 mol
l−1 at 664 nm, DAmax=1.022.
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Table 3
Data from MB–LMWH assay used for linear regressionsa

DACP(mol l−1) (DT De/DA−1)CPn

11.42 13.88×10−72.39×10−7 0.108
11.19×10−711.654.78×10−7 0.220

11.63 8.81×10−77.18×10−7 0.330
11.78 6.24×10−79.57×10−7 0.445

0.506 10.7111.96×10−7 5.41×10−7

0.569 10.0314.36×10−7 4.19×10−7

4.12×10−78.9216.75×10−7 0.590
8.04 4.00×10−719.14×10−7 0.608

0.623 7.32 3.87×10−721.54×10−7

a pH 6.85, DT=1.861×10−5 mol l−1, De=3.95×104 mol
l−1, at 664 nm, DAmax=0.735

where [Hep] represents the concentration of unoc-
cupied binding sites on heparin:

[Hep]=NCP−DB= (N−n)CP (10)

where CP is the analytical concentration of hep-
arin, N the total number of binding sites per
heparin molecule, n the average binding number
of dye molecules per heparin molecules.

Substituting Eq. (4) and Eq. (10) into Eq. (9)
gives:

K=nCP/DF(N−n)CP (11)

then

n=KNDF/(1+KDF) (12)

Substituting Eq. (12) into Eq. (8) gives:

DA/De=CPKN(DT−DB)/(1+K(DT−DB))
(13)

Rearranging this equation yields:

DA=De(1+KDT)/K−DeN(DT De/DA−1)CP

(14)

where DeN is a constant, and De(1+KDT)/K has
a fixed value at given MB concentration DT.
DA� (DT De/DA−1)CP is a linear equation. In
fact, DT De is the maximum value of DA, which
can be measured directly at high heparin–dye
concentration ratios.

Calculating Eqs. (2)–(14) yields Table 2 and
Table 3. Table 2 gives a group of data taken from
MB–heparin assay. Using these data, a DA�
(DT De/DA−1)CP regression equation is
obtained:

DA=1.07−2.88×106(DT De/DA−1)CP

R= −0.998

From the slopes and intercepts of this equation,
K=1.15×106, N=52.35 are obtained.

Table 3 gives a group of data taken from
MB–LMWH assay. Using these data, a DA�
(DT De/DA−1)CP regression equation is
obtained:

DA=0.79−5.07×105(DT De/DA−1)CP

R= −0.995

where eF, is the molar absorptivity of free dye, eB

is that of the bound dye. They are constants when
measuring wavelength is given.

Define the average binding number of dye
molecules per heparin molecule as:

n=DB/CP (4)

where CP represents the analytical concentration
of heparin.

Rearranging Eq. (3) yields:

DB= (A−eFDT)/(eB−eF) (5)

where A is the absorbance of dye–heparin mix-
tures, and eFDT the absorbance of a zero-heparin
solution. Both A and eFDT can be measured.

Let

DA=A−eFDT (6)

De=eB−eF (7)

then Eq. (5) may be simplified as:

DB=DA/De (8)

If eB and eF are determined previously from the
absorbance of solutions with an excess of heparin
and without herparin, then De is a known
quantity.

According to Eq. (1), the conditional binding
equilibrium constant of the total binding reaction
should be:

K=DB/[Hep]DF (9)
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From the slopes and intercepts of this equa-
tion, K=6.89×105, N=12.84 are obtained.

Heparin has five sulfate groups per tetrasac-
charide unit [20]. The two N suggest that the
heparin used here contains 42 monosaccharide
units, LMWH has 10 monosaccharide units.
These results agree with the data reported
[21,22]. The N has a significant physical mean-
ing for heparin.

With the increase in heparin concentration,
the average binding number of dye molecules
per heparin molecule (n) decreases (see Table 2
and Table 3). This indicates noncovalent binding
forces involve in the binding energy in dye bind-
ing assay.

3.4. Influence of anion on dye binding reaction

Discrepancies may arise from nonheparin in-
terference that produce heparin overestimation,
underestimation (see Table 1). The potential in-
terference problems may generally be avoided by
using the proper control.

A set of experiments were done, keeping the
MB concentration constant and increasing the
NaCl and heparin concentrations. The results
are shown in Table 4 that an increase in salt
concentration causes a significant decrease in K
and De values, thus decreasing the sensitivity of
the MB–heparin binding assay [23]. This effect
may be explained as a competition between an-
ion and heparin for the same binding sites on
dye species. In this case the concentrations of
the anions are 100–1000 fold higher than that
of the MB species [23], so the cationic dye spe-
cies are actually surrounded by anions which

Fig. 3. Effect of the NaCl ionic strength on N.

prevent the MB species from binding to heparin,
thus decreasing assay response to heparin. MB
species have positive charges. Therefore, hep-
arin, MB species and NaCl should be bound
together by electrostatic forces. The N is ele-
vated with the salt’s ionic strength increase, and
this is most likely due to NaCl bound to dye
[16].

From Fig. 3 we can see, with an increasing
NaCl ionic strength at pH 8.05, the N gradually
increase. Only low concentration of NaCl (about
100 fold lower than that of MB, data not
shown) can be used for spectrophotometric de-
terminations. While many workers consider the
choice of dye–heparin assay method advanta-
geous due to its sensitivity, speed, and economy,
its limitations must also be considered. Reagents
affecting the dye equilibria can cause interfer-
ence. We hope that this more mechanistic un-
derstanding of the dye reagent system will allow
anticipation of other possible interference and
promote a more effective use of the assay.

4. Conclusions

We conclude that the MB dye will be most
responsive to organic chain compound with sul-
fate group. The longer the organic chain of

Table 4
Effect of NaCl ionic strength on the binding of MB on
heparina

KNDeInaCl(mol l−1) R

55.01×103 52.35 1.15×106 −0.9980
42.96×103 56.113.57×10−3 8.67×105 −0.998

7.13×10−3 −0.9986.67×10560.8034.72×103

73.8930.28×103 4.54×10510.70×10−3 −0.996
27.18×103 91.6614.26×10−3 3.57×105 −0.995

a pH 8.05, DT=1.86×10−5 mol l−1, at 664 nm.
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compound is, the higher the sensitivity of the dye
binding assay is.

It seems that this method is useful and conve-
nient for the investigation of sulfate groups of
heparin. N is the total number of binding sites per
heparin molecule, this number reflecting the den-
sity of sulfate groups of heparin, N can be deter-
mined easily from Eq. (14).

Experimental conditions such as ionic strength
have effects on the maximum binding number, the
equilibrium constant and the molar absorptivities
of free and bound dye, thereby influencing the
sensitivity of a heparin assay.
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Abstract

Fluorescence behavior is reported for 13 alternant and 12 nonalternant polycyclic aromatic hydrocarbons (PAHs)
dissolved in aqueous micellar cetyltrimethylammonium chloride (CTAC)+dodecylpyridinium chloride (DDPC) and
sodium dodecylsulfate (SDS)+DDPC mixed surfactant solvent media. Experimental measurements indicate that the
dodecylpyridinium cation selectively quenches fluorescence emission of alternant PAHs. Emission intensities of
nonalternant PAHs, with a few noted exceptions, essentially remain constant, irrespective of both DDPC concentra-
tion and cosurfactant headgroup charge. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fluorescence quenching; Selective quenching agents; Surfactants; Mixed micelles; Polycyclic aromatic hydrocarbons

1. Introduction

Reverse-phase liquid chromatographic methods
using micellar eluents are becoming increasingly
popular in the separation and/or analysis of poly-
cyclic aromatic hydrocarbon (PAH) mixtures [1–
5], partly due to the lower cost and reduced
toxicity associated with aqueous–surfactant solu-
tions. Published applications include the separa-

tion of benzene derivatives and PAHs on an
octylsilica column using micellar sodium dodecyl-
sulfate (SDS) and cetyltri-methylammonium bro-
mide (CTAB) mobile phases in both the absence
and presence of organic modifiers (methanol, 1-
propanol and 1-butanol), PAH separations using
a micellar SDS mobile phase and short C1- and
C4-chain columns, and the separation of 11 PAHs
in particulate air samples via acetonitrile–aqueous
0.20 molar SDS gradient elution. Resolution of
structurally similar PAHs results largely from dif-
ferences in the solutes’ partitioning behavior be-

* Corresponding author. Fax: +1-940-5654318; e-mail:
acree@unt.edu..

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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tween the stationary phase and mobile phase mi-
cellar aggregates. Greater sensitivity and lower
detection limits in spectrofluorometric determina-
tions are achieved through increased quantum
yields and larger linearity ranges in plots of rela-
tive emission intensity versus PAH fluorophore
concentration.

Environmentally important PAHs are inher-
ently fluorescent, and sample preconcentration or
derivatization is not necessary in many spec-
trofluorometric determinations. Detection limits
at the parts-per-billion level have been reported.
[6,7] Spectrofluorometry is more selective than
other spectroscopic methods in that the excitation
and emission wavelength can be varied indepen-
dently. An excitation spectrum is obtained by
measuring the fluorescence intensity at a fixed
emission wavelength as the excitation wavelength
is varied, whereas an emission spectrum is
recorded by irradiating the solution at a single
wavelength and then measuring the intensity as a
function of emission wavelengths. While several
polycyclic aromatic compounds may absorb at the
same excitation wavelength, not all will emit at
the wavelength(s) monitored by the detector. Flu-
orescence determinations do have their limita-
tions, particularly if spectrally interfering
substances are present. Unbiased quantification is
possible, however, all interferants must be in-
cluded in the calibration curves.

The utilization of selective fluorescence quench-
ing agents further simplify observed fluorescence
spectra by eliminating signals from undesired
chemical interferences having only slightly differ-
ent molecular structures. Sawicki et al. [8,9] intro-
duced selective fluorescence quenching agents to
thin-layer chromatographic analysis. Blümer and
Zander [10] later extended the ideas to liquid
chromatography. The authors noted that both
nitromethane and nitrobenzene selectively
quenched the fluorescence emission of perylene,
dibenzo[h,rst ]pentaphene and dibenzo[b,k ]chrys-
ene dissolved in aqueous–acetonitrile (20:80% by
volume) mixture. Emission intensities of the three
nonalternant PAHs (e.g. naphtho[1,2b ]fluoran-
thene, indeno[1,2,3cd ]pyrene and acenaph-
thyleno[1,2k ]fluoranthene) were unaffected by ni-
tromethane addition. Nitromethane (and nitro-

benzene to a much lesser extent [11]) is a selective
quenching agent for discriminating between alter-
nant versus nonalternant PAHs. Polycyclic aro-
matic hydrocarbons are classified as alternant
PAHs if every alternant carbon atom in the aro-
matic ring system can be ‘starred’. Nonalternant
PAHs, on the other hand, would have at least one
pair of adjacent starred atoms. [12,13]

As part of a 7-year continuing spectroscopic
investigation, we [14–33] have reported the
fluorescence properties and quenching behavior of
numerous PAH6 benzenoids, fluoranthenoids and
fluorenoids, methylene-bridged cyclopenta-PAHs,
acenaphthylene and acephenanthrylene deriva-
tives, bi-PAHs, and polycyclic aromatic nitrogen
heterocycles (PANHs) in organic nonelectrolyte
and in aqueous micellar solvent media. In later
studies, we observed that nitromethane selectivity
was lost in the case of the four anionic micellar
solvent media studied. Nitromethane quenched
the fluorescence emission of both alternant and
nonalternant PAHs, which is contrary to the ‘ni-
tromethane selective quenching rule’. Unexpected
fluorescence was found when we extended [34,35]
our studies to include mixed cetyltrimethylammo-
nium chloride+cetylpyridinium chloride (CPC)
micelles in that we expected to observe a signifi-
cant increase in the fluorescence emission intensity
due to the fact that the PAH fluorophores were
solubilized in a rigid micellar microenvironment.
Instead, a reduction in the emission intensities
was observed in the case of the alternant poly-
cyclic aromatic hydrocarbons. The cetylpyri-
dinium cation was found to be a selective
fluorescence quenching agent for alternant PAHs.
Of the 41 PAH solutes examined, the only excep-
tions noted were four nonalternant PAHs (e.g.
naphtho[2,3b ]fluoranthene, benzo[k ]fluoranthene,
naphtho[1,2b ]fluoranthene and benzo[b ]fluoran-
thene). It should be noted that Ayala et al. [36–
38] concurrently reported that the cetylpyridinium
cation selectively quenches fluorescence emission
of alternant polycyclic aromatic hydrocarbons.
The authors’ conclusions were based upon a study
of the fluorescence behavior of only 14 PAH
solutes.

The discovery of the cetylpyridinium cation as a
selective fluorescence quenching agent is impor-
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tant from a chemical analysis standpoint in that
its solutions are optically transparent in the exci-
tation spectral region of many of the PAHs. Pri-
mary inner-filtering corrections are minimized,
and in many cases even eliminated. Inner-filtering
corrections are much larger for nitromethane so-
lutions as a few drops of quenching agent results
in appreciable absorbances. Accurate quantifica-
tion of PAH concentrations requires both ab-
sorbance and fluorescence emission measurements
when using the quenching agent nitromethane. To
provide additional experimental data for micellar
alkylpyridinium chloride solutions, we report in
this communication the fluorescence behavior of
13 alternant and 12 nonalternant PAHs in
aqueous micellar dodecylpyridinium chloride
(DDPC)+cetyltrimethylammonium chloride
(CTAC) and DDPC+SDS. These particular sys-
tems were judiciously selected so as to enable us
to determine if quenching selectivity extends to
the smaller alkylpyridinium cations, which could
be exploited to overcome immiscibility problems
encountered in mixed surfactant systems. Mixed
micelles are currently being used in analytical
chemistry as mobile phases in chromatographic
separations because of their increased solubilizing
capacity and ability to form micelles at much
lower surfactant concentrations. In mixtures con-
taining both cationic and anionic surfactants, the
concentration region over which the two surfac-
tants are miscible is governed to a large extent by
the relative sizes of the two alkyl chains. In gen-
eral, miscibility is favored by a large hydrophobic
mismatch caused by very dissimilar alkyl chain
lengths. However, this may lead to vesicle forma-
tion rather than to mixed micelles. Comparable
alkyl chain lengths, on the other hand, often
result in precipitation of the catanionic surfactant
at relative mole fraction compositions near the
equimolar concentration, i.e. anionic/cationic
mole fraction ratio of unity. [39–47] Moreover,
our solvent media selection enables us to examine
what role the cosurfactant headgroup charge has
on the quenching processes. Our earlier study [34]
considered just mixed cationic micelles of
CTAC+CPC. In the case of the nitromethane
selective quenching agent, we have shown that
quenching selectivity was lost in aqueous micellar

anionic surfactant solvent media. Nitromethane
quenched the fluorescence emission of both alter-
nant and nonalternant PAHs in aqueous micellar
SDS, sodium octanoate (SO), sodium dodecylben-
zenesulfonate (SDBS) and sodium dodecanoate
(SDD) solvent media, which is contrary to the
nitromethane selective quenching rule.

2. Materials and experimental methods

The different aqueous micellar CTAC
(Aldrich)+DDPC (Aldrich, 98%) and SDS
(Aldrich)+DDPC mixed surfactant solvent me-
dia were prepared by dissolving the commercial
surfactants in doubly deionized water. Synthetic
references and/or commercial suppliers for the
PAH solutes contained in Tables 1–4 are listed in
our earlier papers (for a single source listing, see
Tucker [28]). Stock solutions were prepared by
dissolving the solutes in dichloromethane, and
were stored in closed amber glass bottles in the
dark to retard any photochemical reactions be-
tween the PAH solutes and dichloromethane sol-
vent. Small 25-ml aliquots of each stock solutions
were transferred by Eppendorf pipette into test
tubes, allowed to evaporate, and diluted with 10
ml (graduate cylinder) of the micellar solvent me-
dia of interest. Solute concentrations were suffi-
ciently dilute (10−6 M) so as to prevent excimer
formation. All solutions were ultrasonicated, vor-
texed and allowed to equilibrate for a minimum
of 24 h before any spectrofluorometric measure-
ments were made. Experimental results were unaf-
fected by longer equilibration times.

Absorption spectra were recorded on a Milton
Roy Spectronic 1001 Plus and a Hewlett-Packard
8450A photodiode-array spectrophotometer in the
usual manner. The fluorescence spectra were mea-
sured on a Shimadzu RF-5000U spectrofluorime-
ter with the detector set at high sensitivity.
Solutions were excited at the wavelengths listed in
Table 1. Fluorescence data were accumulated in a
1 cm2 quartz cuvette at 21°C (ambient room
temperature) with excitation and emission slit
width settings of 15 and 3 nm, respectively. The
fluorescence spectra represent a single scan which
was then solvent blank corrected and verified by
repetitive measurements.
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Table 1
List of polycyclic aromatic hydrocarbons examined along with the excitation and emission wavelengths used

Alternant polycyclic ar Naphtho[1,2k ]benzo[ghi ]fluoranthene 3388 33888
Letter lemPolycyclic aromatic hydrocarbon lex (nm)

(nm)

Alternant polycyclic aromatic hydrocarbons
Benzo[ghi ]peryleneA 419380
Benzo[e ]pyrene 335 409B
Pyrene 338C 373

350 425Naphtho[2,3g ]chryseneD
Chrysene 320E 381

320 380F Benzo[g ]chrysene
Perylene 403G 441
Benzo[rst ]pentaphene 307H 434

420316I Naphtho[1,2,3,4ghi ]perylene
425340J Anthracene
445334K Coronene
404350L Benzo[a ]pyrene
396Dibenzo[a,e ]pyrene 360M

Nonalternant fluoranthenoids and fluorenoids
Naphtho[1,2b ]fluoranthene 350N 439

340 422O Benzo[ghi ]fluoranthene
Benz[def ]indeno[1,2,3hi ]chrysene 406P 473
Benzo[a ]fluoranthene 406Q 490
Naphtho[2,1k ]benzo[ghi ]fluoranthene 368R 425

435366S Naphtho[1,2k ]benzo[ghi ]fluoranthene
Benz[def ]indeno[1,2,3qr ]chrysene 408T 488
Dibenzo[a,e ]fluoranthene 390U 504

315 509Benzo[ j ]fluorantheneV
Dibenzo[ghi,mno ]fluoranthene 290W 436

491400X Naphtho[2,1a ]fluoranthene
Benzo[b ]fluoranthene 346 449Y

Emission intensities associated with the
quenching measurements were corrected for pri-
mary inner-filtering artifacts and self-absorption
arising from the absorption of excitation radia-
tion by dodecylpyridinium chloride and the
PAH solute, respectively, according to the fol-
lowing expression [49–51]:

fprim=F corr/Fobs

=2.303 A (y−x)/[10−Ax−10−Ay] (1)

which differs slightly from the approximate form
[52]

fprim:100.5 A (2)

In the above equations, F corr and Fobs refer to
the corrected and observed fluorescence emission

signal, respectively, A is the absorbance per cen-
timeter of pathlength at the excitation wave-
length, and x and y denote distances from the
boundaries of the interrogation zone to the exci-
tation plane. For many of the fluorescence mea-
surements primary inner-filtering correlations
were relatively minor as the observed ab-
sorbance was often A cm−150.05, even in the
300–320 nm spectral region. Secondary inner-
filtering corrections were not necessary. Aqueous
micellar CTAC+DDPC and SDS+DDPC
mixed surfactant solutions were ‘optically trans-
parent’ in the PAH emission ranges. Computa-
tional procedures and interrogation zone
dimensions are discussed in greater detail else-
where. [17–19,53,54].
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3. Results and discussion

Tables 2 and 3 summarize the fluorescence
emission intensities of 25 representative polycyclic
aromatic hydrocarbons dissolved in aqueous mi-
cellar CTAC+DDPC and SDS+DDPC mixed
surfactant solvent media. The emission wave-

Table 3
Relative emission intensities of alternant and nonalternant
PAHs dissolved in aqueous micellar (SDS+DDPC) solvent
media

Ib IIc IVeIIIdLettera

Alternant polycyclic aromatic hydrocarbons
A 740 480 40 13

910 610B 67 12
850 480C 23 20
280 150D 35 12

E 810 530 69 8.0
360 290F 47 7.1

G 840 680 210 44
H 140 66 8.3 4.6

170 56I 19 11
J 790 650 250 35

230 140 29K 12
530 340L 50 14

M 370 230 24 8.9
Nonalternant fluoranthenoids and fluorenoids

370 360N 320330
910900890O 880

340 280P 270 320
230 230Q 250 260
90 99R 120 140

210 200S 180 180
130 130T 140 180
320 380U 340 390

V 400 370 410 380
460 440W 430 470
410 420X 390 410
440 380Y 370 400

a Letters refer to the compounds listed in Table 1.
b Solvent media was �3.71×10−2 Molar in sodium dode-

cylsulfate.
c Solvent media was �3.71×10−3 Molar in sodium dode-

cylsulfate+�2.0×10−4 Molar in dodecylpyridinium chlo-
ride.

d Solvent media was �3.71×10−2 Molar in sodium dode-
cylsulfate+�2.0×10−3 Molar in dodecylpyridinium chlo-
ride.

e Solvent media was �3.71×10−3 Molar in sodium dode-
cylsulfate+�1.0×10−2 Molar in dodecylpyridinium chlo-
ride.

Table 2
Relative emission intensities of alternant and nonalternant
PAHs dissolved in aqueous micellar (CTAC+DDPC) solvent
media

IIIdIIcIbLettera IVe

Alternant polycyclic aromatic hydrocarbons
760 290840A 16

610 500B 230 11
C 860 680 150 8.3

560 560D 290 45
E 900 810 380 24

400 330 180F 16
720 270G 120 46
280 190H 80 2.5
390 250I 130 31

J 330 210 130 38
840 750K 430 120

L 530 480 230 8.5
520940 22M 180

Nonalternant fluoranthenoids and fluorenoids
290N 240630 360

960 940O 940 890
570 560P 500 490

Q 540 530 530 490
180 160R 180 180
390 350S 330 350
170 190T 150 150
500 490 530U 490
400 350V 340 360

W 460 470 450 430
X 560 560 490 470

490 460Y 460 330

a Letters refer to the compounds listed in Table 1.
b Solvent media was �3.78×10−2 Molar in cetyltrimethy-

lammonium chloride.
c Solvent media was �3.78×10−2 Molar in cetyltrimethy-

lammonium chloride+�2.0×10−4 M in dodecylpyridinium
chloride.

d Solvent media was �3.78×10−2 Molar in cetyltrimethy-
lammonium chloride+�2.0×10−3 M in dodecylpyridinium
chloride.

e Solvent media was �3.78×10−2 Molar in cetyltrimethy-
lammonium chloride+�2.0×10−2 Molar in dodecylpyri-
dinium chloride.

lengths used are listed in Table 1. Three different
DDPC concentrations were studied for each
mixed surfactant system. The aqueous micellar
cosurfactant solvent media served as the point of
reference for the quenching studies. Careful exam-
ination of the numerical entries reveals that addi-
tion of DDPC surfactant led to a significant
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decrease in the emission signals of all 13 alternant
PAHs considered at DDPC concentrations of
2.0×10−3 M or larger. Emission intensities of
the 12 nonalternant PAHs were for the most part
unaffected by DDPC. No special significance is
given to slight variations in emission intensities,
which in all likelihood partly result from the fact
that the solutions were prepared using a graduate
cylinder. Differences in partitioning behavior of
PAHs between bulk aqueous phase and different
binary micelles, as well as differences in oxygen
solubilities in the various solvent media, may also
contribute to part of the observed variation in
emission intensities. It should be noted that our
experimental methodology allows us to study a
wide range of PAH solutes. By comparing experi-
mental PAH intensities for the cosurfactant+
DDPC mixed surfactant systems back to emission
intensities observed in the neat cosurfactant mi-
celles in the absence of DDPC, we are able to
investigate even those larger PAHs which are not
very soluble in water. Ayala and coworkers
[36,37], on the other hand, used as their point of
reference the measured PAH intensities in water.
As a result, the authors were able to study only
the smaller, commercially available PAHs.

The numerical entries in Tables 2 and 3 further
reveal that the dodecylpyridinium cation’s
quenching selectively is not affected by the head-
group charge on the cosurfactant. This initially
came as a surprise because we expected that
quenching selectivity would be lost in the case of
the anionic SDS cosurfactant. The cetylpyri-
dinium ion (CPy+) is known to be a good elec-
tron acceptor [48,55–58], and it is not
unreasonable to expect the dodecylpyridinium
cation (DDPy+) to behave in similar fashion. The
two alkylpyridinium cations differ only in the size
of the alkyl chain, 16 carbon atoms versus 12
carbon atoms. From simple coulombic consider-
ations, the negatively charged SDS headgroup
was expected to stabilize the developing positive
charge (or partial charge) on the PAH ring sys-
tem, thereby facilitating electron transfer from the
excited PAH fluorophore to DDPy+, which acts
as an electron acceptor. This would have been in
line with our published [30,32,33,59,60] ni-
tromethane quenching studies. At sodium dode-

cylsulfate, sodium octanoate, sodium dodecanoate
and sodium dodecylbenzenesulfonate surfactant
concentrations above the critical micelle concen-
tration (cmc), nitromethane quenched the fluores-
cence emission of both alternant and nonalternant
polycyclic aromatic hydrocarbons.

The inability of the negatively-charged SDS
anionic headgroup to facilitate electron transfer in
the case of nonalternant PAHs is perhaps best
explained in terms of the properties of mixed
surfactant solutions and the effective micellar sur-
face charge density. Mixed surfactant solutions do
form a wide range of microstructures depending
upon the surfactant headgroup charges and alkyl-
chain lengths, concentrations and mole fraction
ratios. Microstructures formed include spherical
or rodlike micelles, lamellae, precipitate or vesi-
cles. Largest structural micellar changes are ex-
pected for systems which display strong
intra-micellar interactions, such as zwitterionic+
anionic and anionic+cationic surfactant systems.
In the case of SDS+DDPC solvent media, both
surfactants would have to be in fairly close prox-
imity to the dissolved PAH molecule in order to
affect its fluorescence behavior. This would also
place the oppositely charged surfactants in close
proximity to each other. Attractive interactions
between oppositely charged headgroups would re-
duce the negative electron surface density in the
vicinity of the solubilized PAH molecule, perhaps
to the point where the SDS headgroup is no
longer able to stabilize any developing charge on
the PAH ring system.

Readers are reminded that it is entirely possible
that the relative concentrations of the SDS and
DDPC surfactants in the micelle may be signifi-
cantly different than the bulk stoichiometric mo-
lar concentration ratios used in preparing the
various solvent media. Support for a different
micellar concentration ratio can be found in the
published theoretical computations of Graciaa et
al. [61]. The authors calculated compositions of
mixed micelles based upon the regular solution
thermodynamic model. Binary interaction
parameters that best described the experimental
cmc data were used in the theoretical computa-
tions. Computations indicated that micelles
formed from cationic+anionic surfactants should
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have large ranges of nearly equimolar concentra-
tions as already found at the air/anionic+
cationic surfactant solution interfaces [62,63].
Formation of amphiphilic anion-amphiphilic
cation salts/ion-pairs lead to equimolar surfactant
concentrations. Kato et al. [64] used light scatter-
ing and NMR methods to deduce micelle sizes
and compositions in aqueous sodium dodecylsul-
fate+octyltrimethylammonium bromide (OTAB)
mixtures. Measurements revealed that in SDS-rich
solutions, the micellar OTAB mole fraction in-
creased with decreasing total surfactant
concentration.

Observation that the dodecylpyridinium cation
is a selective fluorescence quenching agent for
discriminating between alternant versus nonalter-
nant PAHs has important analytical conse-
quences. First, it increases the number of mixed
surfactant mobile phases that can be used in
chromatographic separations that employ fluores-
cence detection. As noted in the Introduction, the
miscibility region of mixtures containing both
cationic and anionic surfactants is governed to a
large extent by the relative sizes of the two alkyl
chains. There will be occasions whenever phase
miscibility can be achieved simply by substituting
dodecylpyridinium chloride for cetylpyridinium
chloride and vice versa. Secondly, our observa-
tions regarding the fluorescence quenching behav-
ior of DDPy+ suggest that quenching selectivity
may extend to even smaller alkylpyridinium
cations, perhaps even down to the methylpyri-
dinium cation. This raises the possibility that one
might be able to replace the nitromethane selec-
tive quenching agent with perhaps a small
alkylpyridinium chloride for use with neat ace-
tonitrile or binary aqueous–acetonitrile mixtures.
Large inner-filtering corrections are often required
in the case of nitromethane, and it would be
advantageous to find a selective fluorescence
quenching agent that is more optically transparent
in the PAHs’ excitation spectral regions.

Acknowledgements

This work was supported in part by the Univer-
sity of North Texas Research Council.

References

[1] E. Pramauro, E. Pelezetti, Surfactants in Analytical
Chemistry: Applications of Organized Amphiphilic Me-
dia; Elsevier, Amsterdam, 1996, Chap. 6 and references
therein.

[2] M.R. Hadjmohammadi, M.H. Fatemi, J. Liq. Chro-
matogr. 18 (1995) 2569.

[3] M.N. Kayali, S. Rubio-Barroso, L.M. Polo-Diez, J. Liq.
Chromatogr. Rel. Technol. 19 (1996) 759.

[4] M. Angeles Garcia, M. Luisa Mariana, J. Liq. Chro-
matogr. Rel. Technol. 19 (1996) 1757.

[5] M.N. Kayali, S. Rubio-Barroso, L.M. Polo-Diez, J. Liq.
Chromatog. 17 (1994) 3623.

[6] L.A. Files, J.A. Winefordner, J. Agric. Food Chem. 35
(1987) 471.

[7] J.J.S. Rodriquez, J.H. Garcia, M.M.B. Suarez, A.B. Mar-
tin-Lazaro, Analyst 118 (1993) 917.

[8] E. Sawicki, T.W. Stanley, W.C. Elbert, Talanta 11 (1964)
1435.

[9] E. Sawicki, W.C. Elbert, T.W. Stanley, J. Chromatogr. 17
(1965) 120.
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Abstract

Porous poly(para-divinylbenzene) and poly(meta-divinylbenzene) particles were synthesised from para-divinylben-
zene and meta-divinylbenzene monomers with toluene and 2-ethylhexanoic acid as porogens. The residual vinyl
groups in the particles were thereafter reacted using aluminium chloride with dichlorobenzene as a catalyst. The
conversion of vinyl groups was followed by analysing polymer particles taken from the reaction mixture at different
time intervals. Infrared spectroscopy both in the mid and near infrared region was used as the analytical technique.
The intensity changes in the overtone absorption at 1628 nm due to the vinyl bonds were used as the basis for the
quantification of the vinyl group consumption. Infrared spectra of the particles in the mid IR were also measured to
understand changes taking place in the polymer matrix during the reaction. The results indicated that residual vinyl
groups in these polymer particles were consumed during the reaction with aluminium chloride. The reaction of
aluminium chloride with the polymer matrix was explained by proposing mechanisms for the formation of different
products during the reaction. The complex formed between aluminium chloride and the residual vinyl groups seemed
to induce addition of HCl to the vinyl group or leads to crosslinking and/or cyclisation in the case poly(para-DVB)
particles. The reaction of aluminium chloride with poly(meta-DVB) takes place to a lesser extent. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Aluminium chloride; Poly(divinylbenzene); Infrared spectroscopy; Reaction kinetics; Reaction mechanism

1. Introduction

Porous polymer particles play a very important
role in separation chemistry. Styrene–divinylben-
zene copolymers have been widely used as precur-
sors for such porous particles. Relationships
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between the method of preparation, morphology
and properties have been dealt with in many
papers[1–5]. The porous particles contain chan-
nels of pores within their matrix and the func-
tional groups attached to them will have
different accessibility to bypassing molecules.
The efficiency of these porous particles in sepa-
rating biomolecules depends both on the pore
size distribution and the polarity of the surface
which again depends on the functional groups
attached to the end groups.

The importance of separation science has
made synthesis of new polymer materials a chal-
lenge. Synthesis of porous polymer particles in-
volves several steps. First of all, basis polymer
matrices containing modifiable sites should be
synthesised. Then suitable functional groups
have to be introduced. Their efficiency in sepa-
ration of molecules have then to be evaluated.

Two of such materials synthesised in our lab-
oratory were monodisperse poly(para-DVB) and
poly(meta-DVB) particles. These particles were
prepared from pure para-DVB and pure meta-
DVB monomers. Two sets of these materials
were prepared with toluene; and 2-ethylhexanoic
acid as porogens. Different types of porogens
(solvent and non-solvent) give rise to various
pore-size distributions and can in turn affect the
way the functional groups involve in chemical
reactions. The residual vinyl groups in these
particles were targeted for introduction of new
functional groups [6]. One of such attempts in-
volved the possibility of linking the residual
vinyl groups in these systems.

Addition of alkenes to alkenes using catalysts
have been discussed in several articles. Jones
and Symes [7] have studied dimerisation of 1-
olefins using nickel b-diketonate and aluminium
alkyl complexes. Alderson et al. [8] have also
studied olefin-to-olefin addition reactions using
rhodium chloride, rhodium and ruthenium
derivatives. Wilke et al. [9] have reported
stereospecific oligomerisation of butadiene using
acetylacetonate-aluminium alkyl mixture cata-
lysts. All these studies indicate the possibility
of linking vinyl groups using a suitable cata-
lyst.

We report in this paper an attempt to link the
residual vinyl groups in the polymer systems
mentioned above with aluminium chloride cata-
lyst and the study of the progress of reaction by
infrared spectroscopy.

2. Experimental

2.1. Materials

Meta-divinylbenzene (meta-DVB) of 99% pu-
rity was synthesised by reaction between isoph-
talaldehyde and methyltriphenylphosphonium
bromide. Para-divinylbenzene (para-DVB) of
99% purity was synthesised by reacting tereptha-
laldehyde with methyltriphenyl-phosphonium
bromide. Both reactions were carried out in the
presence of a strong base by Wittig reaction ac-
cording to the literature [10]. Isophtalaldehyde
(98%), terephtalaldehyde (98%), methyltriphenyl-
phosphonium bromide (98%) and potassium
tert-butoxide (97%) were purchased from Fluka
Chemica (Chemie AG, CH-9470 Buchs).
Toluene (99%), 2-ethylhexanoic acid (98%),
bromine (99.5%), tetrachloromethane (99%), ace-
tone (99%), 1,2 dichlorobenzene (99%), tetrahy-
drofurane (99.5%) and 0.1 M hydrochloric acid
were purchased from Merck (Darmstadt). Alu-
minium chloride AlCl3 (98.5%) was purchased
from Acros Chimica (Belgium).

2.2. Preparation of monodisperse porous basis
polymer particles

Four types of porous, monosized polymer
particles of diameter 15 mm were prepared by
the two-step activated swelling method [11,12].
The particle matrices were homopolymers either
from pure meta-divinylbenzene or pure para-di-
vinylbenzene. The porosity was obtained using
toluene and 2-ethylhexanoic acid, respectively, as
porogens. The polymer particles prepared from
para and meta-divinylbenzene with toluene as
porogen will be referred to as A and B; and the
particles prepared with 2 ethyl hexanoic acid as
porogen will be referred to as C and D respec-
tively in this article.
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2.3. Reaction with aluminium chloride catalyst

The Friedel–Crafts type reaction was carried
out by adding aluminium chloride dispersed in
1,2 dichlorobenzene to a suspension of mono-
sized polymer particles in 1,2 dichlorobenzene.
The amount of aluminium chloride added was
2:1 mmole AlCl3 mmole−1 vinyl. The reaction
was run in a round-bottomed bottle with stirring
at a temperature of 22°C. Samples were with-
drawn after several reaction times for characteri-
sation. The samples (0.1 g) were washed by
filtration with 15 ml tetrahydrofurane, 15 ml te-
trahydrofurane/0.1 M HCl (1:1 by volume), 15
ml tetrahydrofurane/water (1:1 by volume) and
15 ml acetone. The worked-up samples were
dried for 5 min at 120°C.

2.4. Near Infrared spectroscopic analysis

The samples removed during the experiments
were analysed using a Perstrop Analytical NIR
systems instrument equipped with a fibre cable.
The sampling accessory used in the analysis of
the polymer particles using near infrared spec-
troscopy is given by Christy et al. [6]. Each sam-
ple was placed in the sample cup and the surface
was levelled by a spatula. NIR measurements
were made using 16 scans in the range 1100–
2500 nm with the spectrum of a quartz disc
placed in the cable probe as the background. The
spectra were then converted into ASCII format
and imported into SIRIUS [13] multivariate data
analysis program and MATLAB for further
analysis.

Fig. 1. NIR spectra of the basis particles of types A, B, C and D. The capital letter on the spectrum indicates the type belonging
of the particles. The spectra are offset for the sake of clarity.
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Fig. 2. Second derivative NIR spectra (in the region 1590–1845 nm) of the particles of types A, B, C and D taken during the reaction at times 0, 120 and 1440 min.
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Fig. 3. (a, b, c, d) Integrated spectra representing the peaks at 1628 nm for particles of types A, B, C and D, respectively. The peaks
are normalised and given as fraction remaining.

2.5. Mid infrared spectroscopic analysis

Mid infrared spectroscopic analysis was carried
out using a PE 1720 FT-IR spectrometer
equipped with a Spectra-Tech diffuse reflectance
accessory. The polymer particle samples from all
the four experiments were mixed with KBr to give
approximately 4% w/w mixtures. These were then
packed in sample cups (6 mm diameter and 12
mm deep) [14]. A total of 20 scans using a resolu-
tion of 4 cm−1 were made on the samples with
the spectrum of ground pure KBr powder as the
background. The resulting reflectance spectra
were used for comparison.

3. Results and discussion

NIR spectroscopy is based on the anharmonic-
ity of the fundamental vibrations. The anhar-
monicity results in the overtones and combination
frequencies absorbing in the near infrared region.
These absorptions are relatively weak compared

to fundamental absorptions. This is a blessing in
disguise because it allows raw samples of several
fold thickness be analysed using near infrared
spectroscopy. Furthermore, modern sampling
techniques involving fibre cables allow easy sam-
pling with solid particles.

The NIR spectra of the basis polymer particles
used in the reaction show similarities in the spec-
tral profiles. NIR spectra of the particles of types
A, B, C and D are shown in Fig. 1. The CH
stretchings of the vinyl groups absorb at 1628 nm.
Combination band arising from CH and C�C
stretchings absorb at 2118 nm and; combination
band arising from methylenic CH stretchings and
alkenic C�C stretchings absorb at 2228 nm. The
NIR spectra show some differences in the 2100–
2250 nm region. These arise because of the combi-
nation of aromatic CH and C�C stretchings.
Poly(meta-DVB) particles have a strong absorp-
tion at 1600 cm−1 and poly(para-DVB) at 1510
cm−1 due to the aromatic C�C stretchings. These
are reflected in the combination bands at 2146
and 2174 nm. The NIR spectra of the polymer
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particles taken during the reaction with alu-
minium chloride were accompanied by base line
shift. The spectra were also noisy in the longer
wavelength region compared to shorter wave-
length region. The second derivative of the spec-
tra were taken to remove the base line shift in
the NIR spectra and to identify whether the ab-
sorption peaks related to vinyl absorptions are
overlapped with neighbouring peaks. The second
derivative spectra of all the four types of parti-
cles analysed during their reaction with alu-
minium chloride are shown for the region
1590–1845 nm in Fig. 2. These spectra clearly
show that the base line shift is removed and the
first half part of the 1628 nm peak is free from
overlap. The second derivative spectra also en-
hances and amplifies the changes in the spectra
which are difficult to visualise from their absorp-
tion spectra.

The qualitative and quantitative evaluation of
the reaction progress of residual vinyl groups
with aluminium chloride catalyst was based on
the second derivative spectral profiles of the
NIR spectra. Second derivative NIR spectra of
the particles taken during the kinetic experi-
ments with particles of types A, B, C and D are
shown in Fig. 2 in the region 1590–1845 nm.
This spectral region contains the first overtones

of the alkenic CH, aromatic CH and methylenic
stretchings and will be useful in understanding
the changes in the systems under investigation
here.

The peaks at 1628, 2118 and 2228 nm which
are related to the absorption of vinyl groups
decreased prominently during the reaction. After
studying the second derivative spectra of the
particles taken during the reaction, we decided
to use the peak at 1628 nm for semi quantitative
purposes. The first half part of the absorption
peak equivalent at 1628 nm was reconstructed
from the second derivative spectral profiles [6].

The reconstruction of the half peak that rep-
resents the absorption of each of the sample was
carried out in two steps: (i) first derivative
equivalent of half the top was constructed. Here,
every reconstructed variable (intensity) at a par-
ticular wavelength in the first derivative equiva-
lent was obtained by summing up the intensities
(y co-ordinates) in the second derivative curve
from 1590 nm to the wavelength position that
represents the new variable. (ii) the integration
was repeated in the same manner to obtain in-
tensities of absorptions from wavelength 1590
nm to 1628. These intensities represent the ab-
sorption profiles of the half top having maxi-
mum at 1628 nm. This half top was then mirror
reflected to obtain a symmetrical top.

Table 1
Area under the reconstructed peak at 1628 nm and fraction of the vinyl groups remaining in the polymer particles from series A
and B with time

Time (min) Particles

Type A area vinyl absorp- Type B area vinyl absorp-Type A fraction remain- Type B fraction remain-
ingtion tioning

1531.00 1.002360
238 1.015 156 1.02
201 0.8510 142 0.93
169 0.7115 126 0.83

0.5520 107130 0.70
30 71 0.30 76 0.50
45 74 0.31 62 0.41

0.39600.3160 74
0.27120 5863 0.38

62 0.26180 57 0.37
0.35540.26360 62

62 0.26 52 0.341440
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Table 2
Area under the reconstructed peak at 1628 nm and fraction of the vinyl groups remaining in the polymer particles from series C and
D with time

Time (min) Particles

Type D area vinyl absorp- Type D fraction remain-Type C fraction remain-Type C area vinyl absorp-
tion inging tion

1.00 1360 1.00233
0.69940.7417210

84 0.6220 138 0.59
78 0.5730 118 0.51

0.48 7045 112 0.51
0.44 67 0.4910360
0.41 6490 94 0.47

0.44610.4092120
0.34 50180 80 0.37
0.30 43360 71 0.32

61 0.32430.261440

The integrated peak areas of the reconstructed
peaks at 1628 nm of the particles were used to
calculate the relative amount of vinyl groups re-
maining in the particles during the reaction. By
assuming a linear relationship between the con-
centration of the residual vinyl groups and area of
the reconstructed peak at 1628 nm, the relative
amount of the vinyl groups remaining in the
particles can be calculated. Here, the integrated
area of the 1628 nm peak of the starting material
was assumed to represent 100% of the vinyl
groups and the amount of vinyl groups in the
other particles taken during the reaction with
aluminium chloride were calculated accordingly.
The normalised reconstructed peaks at 1628 nm
for all the samples analysed during the reaction
with aluminium chloride are shown as fractions
remaining in Fig. 3a,b,c,d. The fraction of vinyl
groups remaining in the polymer particles of types
A, B and C, D during the reaction are shown in
Tables 1 and 2 respectively. The integrated peak
areas and the peaks shown in Fig. 3a,b,c,d indi-
cate that the reaction is faster at the initial stages
in systems C and D compared to A and B. The
reactions in systems A and B become faster dur-
ing the middle part of the reaction. After 60 min
of reaction time the particles of types A and B
have 31 and 39% of the residual vinyl bonds left
compared to particles of types C and D which

have 44 and 49% of unreacted vinyl groups. How-
ever, after 24 h of reaction time the particles of
types A and C have both 26% unreacted vinyl
groups left. The particles of types B and D have

Scheme 1.



A.A. Christy et al. / Talanta 48 (1999) 1111–11201118

Scheme 2.

neighbouring residual carbon–carbon double
bonds in the polymer matrix as given in Scheme 2.
This type of reaction will result in additional
intermolecular crosslinking or cyclisation depend-
ing on whether the residual vinyl groups are at-
tached to another chain or the same chain. (ii) a
nucleophilic attack from a chloride ion on the
activated complex (shown in Scheme 1) during the
work-up procedure may occur, resulting in the
product given in Scheme 3.

The NIR spectra of the polymer particles in the
range 1590–1845 nm can give us leads regarding
the changes in the vinyl group structures and
methylenic structures. Second derivative spectra
of the particles taken during the kinetic experi-
ments with particles of types A, B, C and D are
given (in the range 1590–1845 nm) in Fig. 2. The
peaks at 1726 and 1762 nm are due to first
overtones of methylenic stretchings arising from
�CH2� and �CH3 groups. The spectra show that
there is an increase in the intensity of the 1762 nm
overtone in the end products of particles of types
A and C; and a decrease in the end products of
particles of types B and D. There is a relative
intensity decrease in the first overtone (1688 nm)
of the aromatic CH stretching. This decrease is
due to the transformation of a vinyl bond in
conjugation with a benzene ring into a saturated
methylenic CH bond.

The mid-IR spectra of the same polymer parti-
cles taken from the experiments are shown in
reflectance format in Fig. 4a,b,c,d for particles of
types A, B, C and D respectively. The peak at 700
cm−1 in the spectra of particles of types A and C,
and at 750 cm−1 in the spectra of particles of type
B are due to the C�Cl stretching vibration of
mono aliphatic chlorides. There is no correspond-
ing absorption for particles of type D.

The increase in the absorptions of the C�Cl
stretchings with time indicates the formation of
C�Cl bonds during the reaction. The intensities of
the C�Cl stretchings in the spectra of particles of
types A and C are high compared to that of
particles of types B and D. These high intensities
of the C�Cl stretchings are due to the crosslinking
and /or cyclisation within the polymer matrix of
particles of types A and C (Scheme 2) and par-
tially due to the reaction occurring during the

34 and 32% unreacted vinyl groups left, respec-
tively. The absolute values of the peak areas of
the unmodified particles indicate the proportion-
ality of the residual vinyl groups among these
particles. It means that at the start of reaction, the
polymer particles prepared from para-DVB
monomer had a higher amount of residual vinyl
groups than the polymer particles made from
meta-DVB monomer.

3.1. Reaction mechanisms

Some of the residual vinyl groups will form a
complex with the Lewis acid, aluminium chloride,
as shown in Scheme 1. The intermediate in
Scheme 1 can form two different products as
shown in Schemes 2 and 3.(i) the reaction is
believed to proceed via electrophilic attack on

Scheme 3.
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Fig. 4. Mid-IR spectra of the particles of types A, B, C and D taken during the reaction in reflectance format. (a) particles of type
A taken at time intervals 5 min (–), 15min (– –), 30 min (…) and 120 min (– · –). (b) particles of type B taken at time intervals
5 min (–), 15 min (– –), 30 min (…) and 120 min (– · –). (c) particles of type C taken at time intervals 10 min (–), 30min (– –),
60 min (…) and 120 min (– · –). (d)particles of type D taken at time intervals 10 min (–), 30min (– –), 60 min (…) and 120 min
(– · –).

work up procedure (Scheme 3). The crosslinking
between the polymer units through the mecha-
nism shown in Scheme 2 is supported by the
increase in the overtones at 1726 nm (�CH2�) and
1762 nm (�CH3) in the near infrared spectra.

A weaker absorption of C�Cl stretching ab-
sorptions in the mid-infrared spectra and an in-
crease in the first overtone of the �CH3

absorptrions in the near infrared spectra of the
particles of types B and D suggests that the
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crosslinking takes place to a lesser extent in these
particles. However, the relatively weak absorption
of C–Cl stretchings in particles of type B and
absent C–Cl stretchings in particles of type D
may also suggest that the product formed as
shown in Scheme 2 in these particles react with
the neighbouring vinyl group and leads to cyclisa-
tion within the polymer molecule.

These results indicate that the residual vinyl
groups in poly (para-DVB) particles are oriented
in space of the bulk and at the surface of the
pores in the polymer matrix that makes crosslink-
ing possible. It also appears that the crosslinking
in these particles is unaffected by the pore sizes
obtained by using different porogens.

3.2. Kinetic parameters

The experimental evidences indicate that there
are three different reactions taking place in the
systems. The reactions are complex and we chose
not to derive kinetic parameters for these
reactions.

4. Conclusion

We have shown in this paper that aluminium
chloride reacts with residual vinyl groups in poly(-
para-DVB) particles and leads to partial
crosslinking, cyclisation and addition of the HCl
to the vinyl groups. We have also shown that this
type of crosslinking is not favoured with poly
(meta-DVB) particles.

We have also shown how infrared spectroscopy
can be used in studying the progress of the con-
sumption of residual vinyl groups in these parti-
cles. These studies have also helped us to
understand possible reaction mechanisms for the
reactions taking place in the systems.

The reactivity of the polymer particles under
investigation show that the consumption of the
residual vinyl groups in the particles of types C
and D is faster at the initial stages. However, at
the end of 24 h reaction time particles of types A
and C have 26%; and B and D have around 33%
unreacted residual vinyl groups.
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Abstract

A supported liquid membrane (SLM) method for the speciation of chromium has been developed. The method is
based on selective extraction and enrichment of anionic Cr(VI) and cationic Cr(III) species in two serially connected
SLM units. Methyltricaprylammonium chloride (Aliquat) and di-(2-ethylhexyl) phosphoric acid (DEHPA), respec-
tively were used as the selective extractants in the membrane liquid. Graphite furnace atomic absorption spectrometry
(GFAAS) was utilised for final determination. Optimised conditions for the DEHPA membrane were, sample solution
at pH 3, acceptor solution 0.1 M HNO3 and 10% w/w carrier in kerosene. The corresponding values for the Aliquat
membrane were pH 7, 0.75 M HNO3 and 6% w/w carrier in di-n-hexylether. This gave extraction efficiencies for
Cr(III) and Cr(VI) of 90 and 40%, respectively. The method was used to measure the concentration of Cr III and Cr
VI in surface water from an abandoned tannery site. Storage experiments at different pH showed that preservation
at neutral pH gave almost constant values over a period of one month. At acidic pH (pH=3.0) the concentration
of Cr(VI) decreased rapidly while the concentration of Cr(III) increased. The detection limit, expressed as three times
the standard deviation of enriched blank samples was 0.01 mg l−1. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Speciation; Chromium supported liquid membrane (SLM); Preconcentration

1. Introduction

The extensive use of chromium in leather tan-
ning, metallurgy, electroplating and other indus-
tries has resulted in the release of aqueous
chromium to the subsurface at numerous sites.
While chromium oxidation states range from −2

to +6 [1], the +3 and +6 states are most
prevalent in the environment. The hexavalent
chromium anions chromate (CrO4

2−), bichromate
(HCrO4

−) and dichromate (Cr2O7
2−) are not

strongly sorbed in many soils under alkaline to
slightly acidic conditions [2]. Thus they can be
very mobile in subsurface environment. In con-
trast, Cr(III) readily precipitates as Cr(OH)3 or as
the solid solution FexCr1−x(OH)3 under alkaline
to slightly acidic conditions [3,4]. Since both the
mobility and toxicity of Cr depend on its oxida-

* Corresponding author. Tel.: +46-46-2228165; fax: +46-
46-2224544; e-mail: lennart.mathiasson@analykem.lu.se.
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tion state speciation of Cr is important in deter-
mining its fate in the environment and its risk
to human health.

Speciation analysis is particularly demanding
when applied to trace elements. Here, the ana-
lytical difficulties are not only related to the
choice of relevant analytical techniques for mea-
suring the individual species, but also to the fact
that even the total concentration is extremely
difficult to determine. A further fractionation is
then rarely possible, unless preconcentration
techniques which will not disturb the distribu-
tion of the species are used [5].

In the last decade, various analytical methods
have been developed in order to separate and
determine Cr(III) and Cr(VI) species in different
biological as well as environmental samples.
These include ion-exchange methods [6,7], spec-
trophotometric methods [8] and capillary elec-
trophoresis [9]. Direct flow injection systems
combined with atomic absorption spectrometry
(AAS) [10] or inductively coupled plasma mass
spectrometry (ICP-MS) [11] have also been
utilised.

Supported liquid membranes have been used
for the removal of chromium VI from ground
water [12] and tannery effluent [13]. However,
the use of SLM technology for analytical trace
metal analysis has been limited. Recently we
presented a flow system for on-line analysis of
some metal ions in river water by combining
SLM and graphite furnace atomic absorption
spectroscopy (GFAAS) [14]. In this paper we
report the use of SLM for selective enrichment
and speciation of chromium species in natural
waters using two serially connected membrane
units of different configurations.

2. Experimental

2.1. Equipment

2.1.1. Supported liquid membrane de6ice
The SLM device was similar to the one de-

scribed previously [15]. It consists of two circu-
lar poly(vinylidene)-difluoride (PVDF) blocks
(with a diameter of 120 mm and a thickness of

30 mm) with machined grooves like Archimedes
spiral (depth 0.25 mm, width 1.5 mm and length
250 cm giving a total volume of ca. 0.95 ml). A
porous PTFE membrane with polyethylene
backing, (pore size 0.2 mm, total thickness 175
mm, of which 115 mm is polyethylene backing,
porosity 0.70, FG Millipore Bedford, MA,
USA) was impregnated with the appropriate
membrane liquid by soaking for at least 15 min.
The membrane was then placed between the two
PVDF blocks and clamped with a stainless
screw in the middle. The stainless steel screws
were covered with PTFE to prevent any contact
with the solution in the membrane channels.

2.1.2. Atomic absorption spectrometry
The electrothermal atomic absorption spectro-

scopic (GFAAS) system was a Varian AA-1475,
connected to a GTA-95 graphite tube atomizer
and a programmable sample dispenser (Varian,
Springvale, Australia). Background correction
was made with a deuterium lamp. Parameter
settings, such as lamp current and wavelength
were those recommended by the manufacturer.
Pyrolytic graphite tubes were used.

2.2. Reagents

All solutions were prepared either from su-
prapur or analytical reagent grade chemicals
and high purity water was obtained from a
MilliQ-RO4 unit (Millipore, Bedford, MA,
USA). Polyethene bottles were used throughout.
These were cleaned with 4 M HNO3 for at
least 4 days and rinsed with high purity water
before use. Nitric acid 65% was Suprapur
(Merck). Metal standard solutions were made
by dilution of 1000 mg l−1 chromium stock
solutions prepared from chromic chloride and
potassium dichromate (BDH Chemicals, UK).
Di-(2-ethylhexyl) phosphoric acid (DEHPA)
95%, and di-n-hexyl ether were obtained from
Sigma Chemicals (St. Louis MO, USA). Methyl-
tricapryl ammoniumchloride (Aliquat®) was
purchased from Janssen Chimica (Beerse, Bel-
gium) and kerosene from Kebo Lab (Spånga,
Sweden).
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2.3. Experimental procedures

2.3.1. Experimental set-up
Fig. 1 shows the automated experimental set-up

for the analysis of the samples in the laboratory
with two serially connected membrane devices.
Peristaltic pumps (Minipuls, Gilson, Villiers-le-
Bel, France) were used for pumping sample solu-
tions through the donor side of the membrane
devices and eluent solutions through the acceptor
side into the vials in the fraction collector. The
set-up is similar to the one described previously
[14].

The sample solution, containing both Cr(III)
and Cr(VI) species is pumped using pump P1 to
the first membrane, M1, containing DEHPA in
kerosene which selectively extracts Cr(III) and
further through M2, containing Aliquat in di-n-
hexyl ether which extracts anionic Cr(VI) species
(HCrO4

−, CrO4
2− or Cr2O7

2−). After the enrich-
ment, pump P2 is used to pump the selectively

enriched analytes in the stagnant acceptor solu-
tions from the two membranes devices into two
different vials in the fraction collector.

Usually, 2 ml of solution is used to ensure a
complete transfer of the enriched sample from the
acceptor channel (volume 1 ml) to the vials.
Carry-over effects are minimized by washing the
acceptor channels with fresh acceptor solution
before starting a new enrichment. Pump P3 is
used to empty the tubings that elute the enriched
samples to the vials in the autosampler.

2.3.2. Blank determination
Blank determinations were done by enriching

reagent water solutions adjusted to pH 3 or 7.
The metal concentration in the sample was calcu-
lated by subtracting the blank value from the
calculated chromium concentration. This value
was obtained from the enrichment factor which
was based on the extraction efficiency value deter-
mined from a standard solution. Chromium cali-

Fig. 1. Set-up for the serially connected membrane enrichment system.
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bration standard solutions were prepared in 0.1 or
0.75 M HNO3 solutions for Cr(III) and Cr(VI),
respectively.

2.3.3. Sampling and sample handling
The samples were collected from surface water

flowing from a tannery site into a small brook
about 300 m down the valley. Although the fac-
tory has been closed since 1989 and nearly 5
million Swedish kronor has been spent on site
decontamination, the tannery building and sur-
rounding sediment are heavily contaminated with
chromium which drains into the river during pre-
cipitation. In order to reduce the amount of Cr
flowing into the river, two dams have been con-
structed to sediment chromium. The first is an
underground concrete dam next to the tannery
building, while the second one is an open dam
adjacent to the river bank. Water samples were
collected at several points along the drainage
path. The first sample was collected from the pipe
draining water from the underground concrete
dam and at several other points along the flow
path including the open sedimentation dam, and
from the river, seven samples were collected in
total.

The sampling bottles (polyethylene) had previ-
ously been soaked in 2 M HNO3 for a few days
and were thoroughly rinsed with high purity wa-
ter before sampling. Two samples were collected
from each sampling point and their pH measured,
one was immediately adjusted to pH 3.0 with a
few drops of nitric acid and the total Cr concen-
tration determined by direct injection on the
GFAAS. All of them were kept in the fridge at
4°C. Filtration of the water samples was not
necessary as clogging is not a problem with the
SLM flow-through preconcentration system.

3. Results and discussion

3.1. Extractant concentration

Fig. 2 shows the effect of extractant concentra-
tion on extraction efficiency using standard solu-
tions of Cr(III) and Cr(VI) in reagent water.

There is an increase in extraction efficiency with
extractant concentration up to 5–10% after which
it starts to drop for both ions. The decrease in
extraction efficiency can be attributed to an in-
crease in viscosity of the organic phase at higher
extractant concentrations in the SLM and/or in-
creased formation of aggregate complexes with
low diffusion constants especially for Cr(VI) [16].
Similar results were previously obtained in the
extraction of lead, copper and cadmium with
DEHPA [14] and of cobalt with Aliquat [15].

3.1.1. Effect of nitric acid concentration on
chromium trapping in the acceptor

An efficient stripping of chromium from the
membrane liquid to the acceptor solution is essen-
tial for quantitative transport. Fig. 3 shows the
effect of the concentration of the stripping agent
(HNO3) in the acceptor solution on the extraction
efficiency of the analytes. For Cr(III) the stripping
is accomplished by substituting Cr(III) in the
Cr(III)–DEHPA complex with protons and sub-
stitution of Cr(VI) with NO3

− in the Cr(VI)–Ali-
quat ion-pair.

As expected there is no noticeable chromium
transport in pure reagent water (distilled and
deionised) since the driving force is the proton
gradient across the membrane. The optimum ni-
tric acid concentration for Cr(III) is 0.10 M. The
decrease in extraction efficiency with increasing
nitric acid concentration might depend on the
interaction of nitric acid with the alkyl phosphate
extractant (HA), to form complexes of the type
HA m HNO3,which has been observed in the
metal extraction from nitric acid media using
tributyl phosphate [17] which may compete with
the formation of neutral chromium species Cr-
phosphate species, necessary for the mass transfer
across the membrane. However, the exact expla-
nation for the decrease in extraction efficiency is
not clear.

The extraction efficiency for Cr(VI) follows the
same pattern but the optimum is at 0.75 M.

3.1.2. Effect of initial donor analyte concentration
on the reco6ery

The concentration dependence of the extraction
efficiency E (%) was investigated by varying the
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Fig. 2. Extraction efficiency E (%) vs. carrier concentration (% m/m) in kerosene (DEHPA) or di-n-hexyl ether (Aliquat). Donor:
5 and 2 mg l−1 Cr(III) and Cr(VI), respectively. Acceptor: 0.1 and 0.75 M HNO3, respectively. Donor flow rate 1 ml min−1.
Enrichment time, 30 min.

donor concentration of Cr(III) and Cr(VI) in the
range 0–40 mg l−1 and performing a 30 min
enrichment at optimum operational conditions.
The results are shown in Fig. 4.

The extraction efficiency E (%) of both species
was independent of the initial donor concentra-
tion over the concentration range tested. The
extraction efficiency values for Cr(VI) are lower
than those in Figs. 2 and 3 because different
membrane devices were used. This problem is
further discussed below.

3.1.3. Effect of sample pH on chromium reco6ery
The extraction efficiency of Cr(III) at pH 3.0 in

reagent water solutions was 90% at pH 3 but only
around 10% at pH 7 while that of Cr(VI) was
constant at around 40% at both pH 3 and 7. This
can be understood from the solution chemistry of
Cr. The pH of the donor sample solution is
critical for Cr(III) owing to its hydrolysis reac-

tions. Below pH 6.5, the dominant species is
CrOH2+ while the insoluble Cr(OH)3

0 species
dominates between pH 6.5 and 10.5 [3]. Although
Cr(VI) is reduced to Cr(III) in acidic conditions
and the rate of reduction increases with decreas-
ing pH, very little HCrO4

− will be reduced at
pH\3 [18] and hence the constant extraction
efficiency over the pH range 3–7 obtained for
Cr(VI) is not surprising.

3.1.4. Optimization of the serial connection
With the Aliquat membrane used to extract

Cr(VI) connected before the DEHPA membrane
(opposite of the set-up in Fig. 1), the extraction
efficiency for Cr(III) was noted to decrease with
every subsequent enrichment replicate where as
that of Cr(VI) remained constant. We found that
this could be attributed to the decrease in pH on
the stagnant donor side of the DEHPA membrane
during the 10 min washing procedure of the ac-
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ceptor solution between enrichments. When en-
richment commences, it will take some time be-
fore enough donor solution is pumped to raise the
pH to the optimal value. This was confirmed by
maintaining the arrangement but replacing the
0.75 M HNO3 acceptor solution in the Aliquat
membrane with 0.75 M NaNO3, since the driving
force for the extraction is the NO3 anion concen-
tration. The extraction efficiencies were constant
but the blank Cr value in the NaNO3 solution was
unacceptably high. The problem was solved by
changing the order of the membrane devices with
the DEHPA membrane, with an acceptor solution
of only 0.1 M HNO3 before the Aliquat mem-
brane. This set-up was maintained in all further
experiments and gave constant extraction efficien-
cies for both Cr species.

3.1.5. In6estigation of carry-o6er effects in the
membrane

To increase the accuracy and precision of the

SLM method, carry-over effects in the membrane
should be kept to a minimum. Previously, for
other metal ions a washing time of 10 min was
included in the programme to ensure that the
background contribution from the previous sam-
ple was negligible [14,19]. To confirm that this
procedure was also reliable in these mea-
surements, the acceptor channel was flushed with
the stripping solution at a flow-rate of 1 ml min−1

for 10 min and each second minute a 2 ml
fraction was collected. It was found that the first
2 ml fraction contained the major fraction of
the enriched analytes. Using the above routine
washing procedure at a flow rate of 1 ml min−1

for 10 min, carry-over effects were reduced to
B2%.

3.1.6. Detection limit
The concentration of Cr(III) in acidified reagent

water (pH 3.0) was 0.12 mg l−1 (in 0.1 M HNO3.)
with a SD of 0.004. The concentration of Cr(VI)

Fig. 3. Extraction efficiency E (%) vs. nitric acid concentration. SLM 10% m/m DEHPA in kerosene and 6% Aliquat 336 (m/m) in
di-n-hexylether. Donor: 5 and 2 mg l−1 Cr(III) and Cr(VI), respectively at pH 3. Enrichment time, 30 min.
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Fig. 4. Extraction efficiency E (%) vs. donor concentration. Membrane 10% m/m DEHPA and 6% m/m Aliquat in kerosene and
di-n-hexyl ether, respectively. Donor: 5 and 2 mg l−1 Cr(III) and Cr(VI), respectively. Acceptor: 0.1 and 0.75 M HNO3, respectively.

in reagent water at both pH 3 and 7 was 0.01 mg
l−1 with a SD of 0.003.

The figures are based on a 2 h enrichment
period and 2 ml acceptor volume. This corre-
sponds to enrichment factors of 54 and 24 for
Cr(III) and Cr(VI) respectively. The limit of de-
tection, expressed as three times the SD, will then
be 0.012 and 0.01 mg l−1 for Cr(III) and
Cr(VI),respectively.

3.2. Surface water samples

3.2.1. Extraction efficiency
Experiments were carried out to investigate the

extraction efficiency of Cr(III) and Cr(VI) species
in spiked natural water samples, low in chromium
concentration by performing enrichments at pH 3
and 7, which was close to the natural pH of the
collected water samples. In spiked unpolluted
river water samples adjusted to pH 3.0, the extrac-
tion efficiency for Cr(III) and Cr(VI) were 86 and

35%, respectively which are slightly lower than in
reagent water (90 and 40%, respectively). While
the extraction efficiency for Cr(VI) at pH 7 re-
mains constant in both natural and reagent water
samples, that of Cr(III) drops to 10%. This could
be due to the formation of the insoluble Cr(OH)0

3

species at this pH [3].
The extraction efficiency at different donor con-

centrations at the natural pH of the collected
spiked surface water samples was also investigated
for Cr(VI). The samples were spiked with Cr(VI)
at concentrations between 5 and 40 mg l−1. As
shown in Fig. 5 the extraction efficiency for
Cr(VI)was constant over the entire concentration
range investigated.

In this experimental work, different membrane
devices, manufactured at our workshop have been
used. We know that the manufacturing process
may lead to differences in channel depths. This
will lead to differences in absolute extraction effi-
ciencies and is the probable explanation for the
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differences obtained e.g. in absolute recoveries for
Cr(VI) in Figs. 4 and 5. Interactions between
Cr(VI) and species in the natural water matrix
resulting in lower efficiency should lead to a con-
centration dependence, which was not observed.

3.3. Chromium speciation in surface water
samples

Total Cr concentrations in the collected water
samples were determined by direct injection of the
acidified samples on the GFAAS before any SLM
preconcentration. The level of Cr in some of the
samples was high which necessitated dilution be-
fore the GFAAS determination. However SLM
extraction was still necessary as a sample clean-up
step rather than an as an enrichment step in order
to selectively extract each Cr species. Table 1
shows the concentrations of each chromium spe-
cies including the total Cr of the seven water
samples collected.

The sum of Cr(III) and Cr(VI) does not add up
to the total chromium concentration determined
by GFAAS as expected. With the SLM, one only
determines free Cr(III) and Cr(VI) species or such
species loosely bound to organic or anthropogenic
ligands or adsorbed on soil particles, while the
GFAAS technique gives the total chromium con-
centration. Fig. 6 shows Cr(VI) concentration
profile along the drainage path.

The concentration of all the Cr species includ-
ing the total decreases exponentially from first
sampling point to the last. This was expected since
sample 1 was collected from a point about 80 m
from the source (tannery building) and more Cr
adsorbs on the sediment along the drainage path.
Sample 4 and 5 were collected from the sedimen-
tation dam (about 200 m)adjacent the river bank
especially constructed to sediment the Cr in the
water before it drains into the river. At this point,
:90% of Cr(VI) has adsorbed in the sediment

Fig. 5. Extraction efficiency E (%) vs. donor concentration. Donor unpolluted river water pH 7 spiked with Cr(VI). Enrichment
time, 30 min.
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Table 1
Cr(III) and Cr(VI) concentration in surface water samples

Sample pHSample no. Distance from tannery (m) Enrichment time (min) Cr concentration (mg l−1)

Total Cr, pH 3.0 Cr(III), pH 3.0 Cr(VI), pH 3.0 Cr(VI), pH 7.0

7.6 80 151 225 (2)a 1.1 (4) 63 (9) 63 (1)
7.7 120 15 56 (1) 0.9 (8) 18 (5)2 17.2 (4)
7.1 160 153 35 (1) 0.1 (6) 1.1 (1) 4.2 (6)

4 7.5 200 20 12.5 (3) 0.3 (2) 1.3 (2) 2.1 (2)
8.1 250 20 13 (4) 0.3 (4)5 1.6 (6) 2.5 (2)
7.6 806 B0.05 B0.05 B0.05 B0.05

7 7.5 300 80 B0.05 B0.05 B0.05 B0.05

a Bracketed values represent RSD values of at least three replicate determinations.
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Fig. 6. Cr(VI) concentration profile along the drainage path from the tannery building. For details see text.

along the flow path. Sample 7 was taken from the
river, a few metres downstream of the drainage
point from the dam. Sample 6 in Table 1 was
taken a few metres upstream of the drainage point
from the surface water flowing from the tannery
site and should represent the background level.
The concentration of Cr(VI) in samples 6 and 7
are very low and about the same implying that
most of the Cr(VI) is deposited on the sediment
along the drainage path and the sedimentation
dam.

3.4. Chromium (VI) stability

When an available source of electrons, such as
organic matter or reduced forms of various inor-
ganic species such as Fe(II) are present, chromi-
um(VI) will be reduced to Cr(III). The rate of
Cr(VI) reduction increases with decreasing pH
and can be summarized by:

HCrO4
− +7H+ +3e−UCr3+ +4H2O

Several other factors affect the rate of Cr(VI)
reduction including temperature, ionic strength,
microbial activity and adsorption on container
surfaces [18].

To investigate the rate of Cr(VI) reduction the
concentrations of Cr(III) and Cr(VI) in sample
number 2 (adjusted to pH 3 and at pH 7.7) were
determined soon after collection and stored in the
fridge at 4°C. The concentration of Cr(III) and VI
was measured every 10 days for the next 30 days.
Fig. 7 shows the concentrations of Cr(III) and
(VI) in the water samples preserved at pH 3 and
7.7 for 1 month.

The concentration of Cr(VI) in the acidified
samples gradually reduces while that of Cr(III)
increases gradually. The rate of reduction of
Cr(VI) is more pronounced in the first 10 days,
where about 20% of the total Cr disappears and
then the relative amount of Cr(VI) stabilises to
about 12% of total Cr. There is a similar trend in
the increase in Cr(III) concentration. However the
rate of reduction of Cr(VI) is larger than the
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Fig. 7. Percentage of Cr(III) or Cr(VI) of the total Cr in water samples stored at 4°C at pH 3 (A) and at pH 7 (B).
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increase in Cr(III) concentration. This could im-
ply that not all Cr(VI) is reduced to Cr(III). This
could be due to some of the Cr forming com-
plexes with the ligands in the water and hence not
available for extraction by the SLM.

The concentration of both Cr species preserved
at the natural pH remains constant as expected.

4. Conclusion

This work has demonstrated that supported
liquid membranes can be used for chromium spe-
ciation studies of complex matrices such as natu-
ral waters. By using different membrane liquids,
soluble Cr(III) and Cr(VI) species and those com-
plexes loosely bound to colloidal particles which
can be broken down during the residence time of
the sample plug in the donor channels of the SLM
unit can be selectively enriched avoiding the need
for any chromatographic separation prior to final
determination. This combined with the unique
capability of the SLM technique to process com-
plex-matrix samples such as river water without
any filtration, helps in preserving the prevailing
redox conditions where the species of interest
remain intact and lowers the limit of detection.
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Abstract

An aqueous two-phase system of dodecyl triethylammonium bromide (C12NE, cationic surfactant) and sodium
dodecyl sulfate (SDS, anionic surfactant) mixture is proposed for the extraction of some dyes and porphyrin
compounds. Transparent two phase-systems are formed when the surfactant concentrations and C12NE/SDS ratios
are in certain regions. In this study, the aqueous two phase-systems were prepared by mixing 0.1 mol l−1 C12NE and
SDS with a molar ratio of 1.7:1.0. The results showed that negatively charged chlorophyll (sodium copper
chlorophyllin) and positively charged dye (methyl violet) were efficiently extracted into the upper phase. The
negatively charged methyl orange (pH\7) was moved into the upper phase mostly while amphoteric methyl orange
(pHB3) was distributed in the two phases uniformly. Except for hydrophobic force, charge interaction between
solute and surfactant also play an important role in the extraction process. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Aqueous two phase-system; Chlorophyll; Dodecyl triethylammonium bromide (C12NE); Methyl orange; Sodium dodecyl
sulfate (SDS)

1. Introduction

Solvent extraction is an effective technique for
the selective separation and concentration of a
certain substance from others coexisting in ma-
trices by adding an organic solvent to a liquid or
a solid sample. It is widely used in the purification

of industrial samples and concentration of trace
materials from large amounts of samples prior to
instrumental analysis. The most commonly used
solvents for the solvent extraction technique are
benzene, chloroform and/or other organic sol-
vents. However, the use of chloride containing
solvents such as chloroform, tetrachloromethane
may cause environmental pollution and thus are
not appreciated. On the other hand, separation
and purification of enzyme, nucleic acid and other
biomaterials are very important in biological tech-

* Corresponding author. Tel.: +81-42-5915111; fax: +81-
42-5918181; e-mail: akama@chem.meisei-u.ac.jp.
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niques. Aqueous two-phase extraction was thus
developed to avoid treatment of large amounts
of organic solvents and to provide a mild
medium similar to their biophysical environ-
ment. Aqueous polymer two-phase extraction is
a well known effective technique and there are
many reports [1–3] on such systems. This paper
deals with an aqueous two-phase system consist-
ing of differently charged surfactant. Mixed sur-
factant solution usually has a higher surface
activity than that of a solution composed of a
single surfactant; the systems of equally charged
surfactants of a cationic or anionic surfactant
with nonionic surfactant have been well studied.
Regarding the system of a mixed cationic and
anionic surfactant solution, precipitation may
occur and thus their surface activity may be
lost. It is also found that surface activity may
rise and that homogeneous or even aqueous
two-phase system can be obtained when cat-
ionic and anionic surfactants are mixed under
certain conditions [4,5]. The aqueous two-phase
system of cationic and anionic surfactant mix-
ture proposed by Zhao et al. [5] is one of the
examples.

When anionic surfactant sodium dodecyl sul-
fate (SDS) and cationic surfactant dodecyltri-
ethylammonium bromide (C12NE) are mixed in
certain surfactant concentrations region, aqueous
two-phase is formed. For example, when each
0.1mol l−1 C12NE and SDS is mixed in the ra-
tio range of 1.7:1.0 to 1.8:1.0, an aqueous two-
phase can easily be obtained. The two phases
are both transparent. This paper reports the re-
sults of partitioning of porphyrin and related
compounds as well as some organic dyes in an
aqueous two-phase system, their partitioning be-
haviors in this system are also discussed in view
of the molecular structure of the solutes.

2. Experimental

2.1. Apparatus

Concentration of a substance partitioned in
the aqueous two-phase system is determined us-
ing a Hitachi 170-30 atomic absorption spec-

trometer (AAS) or a Simadzu digital double
beam spectrometer UV-210.

2.2. Reagents

C12NE is synthesized according to the im-
proved method of Zhao et al. [6]. Lauryl bro-
mide and triethylamine are dissolved in
methanol with a molar ratio of 1:2 and refluxed
for 48 h at 70 C under agitation. The product is
recrystallized four times with a mixed solvent of
acetone and ethyl ether, the final C12NE ob-
tained is in the form of white crystals. The bio-
chemical reagent of SDS was purchased and
used without further purifiations. These surfac-
tants are dissolved in water to a molarity of 0.1
mol l−1, respectively.

Copper chlorophyllin sodium salt, hematopor-
phyrin dihydrochrolic acid, vitamin B12, methyl
violet and methyl orange are used as received
without further purification.

2.3. Procedure

Aqueous two-phase is formed by mixing 1.7
ml of 0.1 mol l−1 C12NE and 1.0 ml of 0.1 mol
l−1 SDS, the two-phase system thus obtained is
of 0.9 ml upper phase and 1.8 ml lower phase.
It can be seen that most surfactants are concen-
trated in the upper phase. The powders of por-
phyrin and related compounds as well as methyl
violet and methyl orange are correctly weighed
and dissolved in the two-phase system, respec-
tively. The mixture is agitated and allowed to
stand for a while, then the two phases are sepa-
rated and certain volumes of the upper and
lower phases are taken. Such solutions of the
upper and lower phases are diluted, and then
the materials extracted in corresponding solution
are determined with AAS or visible spectrome-
try. When copper chlorophyllin sodium salt is
used, the upper phase is diluted with water and
copper is determined by AAS; as to hematopor-
phyrin or methyl violet, the upper phase are di-
luted with ethanol and determination is
performed with visible spectrometry. The ma-
trices of standard and sample solution are made
in the same conditions.
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3. Results and discussion

Aqueous two-phase separation method is a new
kind of liquid–liquid extraction that different
from the traditional solvent extraction. It received
increasing attention because the method is non-
volatile, nonflammable, having safety and cost
benefits. Although several aqueous two-phase ex-
traction techniques have been proposed, studies
on the two-phase systems composed of cationic
and anionic surfactant mixture are few [4–8]. We
have reported the extractions of porphyrin chelat-
ing agents [7] with the C12NE–SDS cationic two-
phase system, the reults showed that besides the
hydrophobic force, the sorts of substituted groups
outside the porphyrin ring play an important role
in the extraction. In this study, other porphyrin
compounds that exist in living things or plants, as
well as some dyes are extracted with the C12NE–
SDS two-phase system, their partitioning behav-
iors are studied.

When copper chlorophyllin sodium salt, hema-
toporphyrin and vitamin B12 are partitioned in the
two phases respectively, it is clearly seen from the
difference in color that these compounds mostly
moved into the upper phase while vitamin B12

partitioned in the two phases almost uniformly.
The extraction efficiency is calculated from the
results of determinations of copper chlorophyllin
sodium salt with AAS and others based on the
visible detection. The results are summarized in
Table 1.

It could be seen that copper chlorophyllin
sodium salt and hematoporphyrin are concen-
trated into the upper phase with an extraction
efficiency higher than 99 and 95%, respectively,
while vitamin B12 moved into the upper phase
about 40%. Copper chlorophyllin sodium salt is
well known as an aqueous chlorophyll and thus it
dissolves well in water, its chemical structure is
listed in Fig. 1. When the compound is dissolved
in water, sodium ion is dissociated and thus nega-
tively charged porphyrin is obtained. Such nega-
tively charged porphyrin is extracted into the
upper phase in which the surfactant concentration
is much more higher than the bottom phase and
the cationic surfactant C12NE is in excess. A
similar result has been obtained when tetraphenyl

Table 1
Extraction results with the aqueous two-phase system

Extraction in theTaken (mg)Sample
upper phase
Efficiency (%)

5.0 99.1Copper chlorophyllin
sodium salt

3.2 99.3
99.92.8

2.7 99.1
95.41.3Hematoporphyrin
96.91.0

0.9 96.8
Vitamin B12 41.31.0

40.64.0×10−5

0.8 91.3Methyl violet
92.10.6

porphine sulfonic acid was extracted. The extrac-
tion efficiency of hematoporpyrin is also high, the
reason may be due to its hydrophobicity and the
possibility of negatively charged hematoporphyrin
existing when the carbonyl groups dissociated.
However, in the case of vitamin B12, positively
and negatively charged parts both existed in the
molecule. It is considered that when such differ-
ently charged parts both existed in a same
molecule it distributed in the two-phase system
uniformly as have been observed in the case of
methylene blue [8].

In order to conform these results, organic dyes
methyl violet and methyl red were added to the
two-phase system, respectively. The results are
that the two dyes were moved into the upper
phase perfectly. Methyl violet is in its positively
charged form while methyl red is in its negatively

Fig. 1. Structure of copper chlorophyllin sodium.
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Fig. 2. Partitioning behavior of methyl orange in aqueous two-phase systems. Methyl orange is yellow in the anionic form and is
red in amphoteric form.

charged form when dissolved in water, respec-
tively. In other words, positively or negatively
charged species could be effectively extracted into
the upper phase from aqueous solution with our
two-phase extraction system.

Methyl orange is a well known indicator in
acid–base titration and it is selected as our an-
other test compound. The extraction result is
interesting and it reveals the relation between the
partitioning behavior of a substance and its chem-
ical structure. The indicator was dissolved in the
two-phase system and then the extraction proce-
dure performed, it could be seen that the methyl

orange mostly moved into the upper phase with
the phase color being yellow. The pH of the
system was about 7. When little amount of acid
solution was added to the system, the color of
methyl orange changed from yellow to red and
the indicator became to distribute in the two-
phase system uniformly. The partitioning behav-
ior of methyl orange is shown in Fig. 2. The
change of partitioning behavior of methyl orange
when acid solution was added could be explained
as follows. The methyl orange molecule existed in
its negatively charged form when dissolved in
water at pH 7, namely, sodium ion dissociated at

Fig. 3. Structure of methyl orange.
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Fig. 4. Structure of methyl violet.

differently charged surfactant mixture would be
various and complex: hydrophobic property, bulk
and charge of a molecule being partitioned would
be the main factors to influence extraction. The
results of this study suggest that positively
or negatively charged molecules with relatively
large structure could effectively be extracted from
the aqueous solution with the proposed aqueous
two-phase extraction system, but this system could
not be applied to the extraction of zwitter ions. In
the present C12NE–SDS two-phase extraction sys-
tem, the main factors that influence the extraction
of a substance are considered to be the charge and
the hydrophobicity of a substance being parti-
tioned.
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proton ion in carboxyl group, while methyl violet
exists in its positively charged form. The extraction
efficiencies of methyl red and methyl violet are 100
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Abstract

A novel potentiometric, enantioselective membrane electrode based on graphite paste (graphite powder and paraffin
oil) has been constructed. The graphite paste is impregnated with 2-hydroxy-3-trimethylammoniopropyl-b-cyclodex-
trin (as chloride salt) solution, 10−3 mol l−1. The potentiometric, enantioselective membrane electrode can be used
reliable for S-captopril assay as raw material and from Novocaptopril tablets, using a chronopotentiometry (zero
current) technique, in the 10−6–10−2 mol l−1 concentration range (detection limit 2×10−7 mol l−1), with an
average recovery of 99.99% (RSD=0.05%). The enantioselectivity was determined over R-captopril and D-proline.
The response characteristics of the enantioselective, potentiometric membrane electrode were determined also for
R-captopril. It was shown that only L-proline is the main interfering compound. The surface of the electrode can be
regenerated by simply polishing, obtaining fresh surface ready to be used in a new assay. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Potentiometric; Enantioselective membrane electrode; Enantioselective analysis; 2-hydroxy-3-trimethylammoniopropyl-b-
cyclodextrin; Captopril

1. Introduction

Enantioselective analysis has become increas-
ingly important in the analysis of pharmaceutical
products, because many of the drugs marketed

today are administered as racemic mixture despite
the significant differences in pharmacological,
pharmacodynamics, and pharmacokinetics of the
individual enantiomers. It must take into account
that one of the enantiomers can be more active,
toxic, or totally inactive than its antipode [1].
Accordingly, enantioselective analysis to evaluate
the enantiomeric purity is becoming increasingly
important in pharmaceutical analysis.

* Corresponding author. Tel.: +27-12-4202515; Fax: +27-
12-3625297; e-mail: koos.vanstaden@chem.up.ac.za.
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Several separation techniques were applied for
the enantioselective analysis of enantiomers, e.g.
liquid chromatography [2], thin-layer chromatog-
raphy [3], gas chromatography [4], and capillary
zone electrophoresis [5], using as chiral selectors
b-cyclodextrin derivatives. These separation
methods are very laborious, and there are many
problems concerning the selective retention of one
of the enantiomers on the column. The quality of
enantiomers discrimination was improved recently
by using the potentiometric, enantioselective
membrane electrodes based on crown ethers [6]
and b-cyclodextrines [7]. Accordingly it is possible
to determine direct, and without any separation
the activity of the enantiomers in the solutions. By
using b-cyclodextrin derivatives a double selectiv-
ity is achieved: an internal selectivity (due to the
cavity size) and an external selectivity (due to the
functional groups).

Because the PVC membrane electrodes are not
reproducible as to their construction [8], it is
necessary to improve the construction of the po-
tentiometric, enantioselective membrane elec-
trodes by using carbon paste electrodes
impregnated with a b-cyclodextrin derivative
solution.

This paper describes a new type of potentiomet-
ric, enantioselective membrane electrode based on
2-hydroxy-3-trimethylammoniopropyl-b-cy-
clodextrin. The b-cyclodextrin derivative is im-
pregnated in a carbon paste. The potentiometric,
enantioselective membrane electrode is used for
enantioselective assay of S-captopril.

The S-captopril (1-[3-mercapto-2-(S)-methyl-1-
oxopropyl]-S(L)proline is an angiotensin-convert-
ing enzyme (ACE) inhibitor which is extensively
used for the treatment of hypertention and con-
gestive heart failure [9]. The compound contains
two asymmetric centers, one associated with the
proline moeity and the other associated with the
3-mercapto-2-methylpropionic acid side chain.
Accordingly there are three other possible
stereoisomers. One of these stereoisomers is
R -captopril, 1 - [3-mercapto-2(S) -methyl -1-oxo-
propyl]-R(D)-proline. It has been reported that
the biological acivity resides mainly in S-captopril
while R-captopril possesses non-ACE inhibiting
activity [10].

2. Experimental

2.1. Electrode design

The paraffin oil and graphite powder were
mixed in a ratio of 1:4 (w/w) followed by the
addition of the solution of 2-hydroxy-3-trimethyl-
ammoniopropyl-b-cyclodextrin (10−3 mol l−1)
(100 ml chiral selector solution to 100 mg carbon
paste). The graphite-paraffin oil paste was filled
into a plastic pipette peak leaving 3–4 mm empty
in the top to be filled with the carbon paste that
contains the chiral selector. The diameter of the
potentiometric, enantioselective membrane sensor
was 3 mm. Electric contact was made by inserting
a silver wire in the carbon paste.

Before each use, the surface of the electrode
was wetted with deionised water and then pol-
ished with an alumina paper (polishing strips
30144-001, Orion). When is not in use, the elec-
trode was immersed in a 10−3 mol l−1 S-capto-
pril solution.

2.2. Apparatus

A 663 VA Stand (Metrohm, Herisau, Switzer-
land) in connection with a PGSTAT 20 and a
software version 4.4 were used for all chronopo-
tentiometrical (zero current) measurements. A
glassy carbon electrode and a Ag/AgCl (0.1 mol
l−1 KCl) served as the counter and reference
electrodes in the cell.

2.3. Reagents and materials

S-captopril (SCpt) (SQ-014534) and R-capto-
pril (RCpt) (SQ-034459) were supplied by Bris-
tol–Myers Squibb Pharmaceutical Research
Institute (Princeton, NJ). Novocaptopril tablets
(25 mg S-captopril/tablet) were supplied by
Novopharma, Toronto, Canada. The 2-hydroxy-
3-trimethylammoniopropyl-b-cyclodextrin was
supplied by Wacker-Chemie GmbH (Germany).
Graphite powder, 1–2 micron, synthetic was sup-
plied by Aldrich. Paraffin oil was supplied by
Fluka.

Deionised water from a Modulab system (Con-
tinental Water Systems, San Antonio, TX) was
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used for all solutions. The S and R-captopril
solutions were prepared from standard S and
R-captopril solutions (10−2 mol l−1), respec-
tively, by serial dilutions.

2.4. Recommended procedures

2.4.1. Direct potentiometry
The chronopotentiometric (zero current) tech-

nique was used for potential determination of
each standard solution (10−8–10−2 mol l−1).
The electrodes were placed in the stirred standard
solutions and graphs of E (mV) versus pSCpt and
pRCpt, respectively were plotted. The unknown
concentrations were determined from the calibra-
tion graphs.

2.4.2. Content uniformity assay of no6ocaptopril
tablets

A total of ten tablets were placed in ten sepa-
rate calibrated flasks (25 ml), shaking with 10 ml
deionised water and 12.5 ml citrate buffer (pH=
4.0); after tablet dissolution the solution was di-
luted up to the mark with deionised water. The E
(mV) was determined for each solution through
the chronopotentiometry (zero current) technique.
The unknown concentration was determined from
the calibration graph, as described above.

3. Results and discussion

3.1. Electrode response

The electrode response was determined for both
enantiomers: S-captopril and R-captopril. The
equations of calibration obtained are:

S-Captopril: E= −150.40+57.70 pSCpt

R-Captopril: E=30.79+27.30 pRCpt

where E (mV) is the cell potential, pSCpt=
− log[SCpt], pRCpt= − log[RCpt]. For both cal-
ibration equations, the correlation coefficient is
0.9999.

The response characteristics of the electrode for
both enantiomers are shown in the Table 1.

The limits of detection are low: 2.7×10−7 mol
l−1 and 1.5×10−6 mol l−1 for S-captopril and
R-captopril, respectively. As it can be seen from
the Table 1 and from the equations of calibration,
the membrane electrode has a linear response for
both enantiomers, but only for S enantiomer the
response is near-Nernstian.

The electrode response displayed good stability
and reproducibility over the tests, as shown by the
relative standard deviation values.

The response time is lower for S enantiomer
than for R enantiomer; S-Captopril: B1 min. for
10−3–10−2 mol l−1 concentration range, and
\1 min. for 10−8–10−4 mol l−1 concentration
range; R-Captopril: 3 min. 10−3–10−2 mol l−1

concentration range, and \3 min. for 10−6–
10−4 mol l−1 concentration range.

3.2. Effect of pH on the response of the electrode

The effect of pH on the response of the poten-
tial readings of the S-captopril was checked by
recording the emf of the cell, through chronopo-
tentiometric (zero current) technique, which con-
tained 10−4 mol l−1 S-captopril solution at
various pH values, which were obtained by the
addition of very small volumes of HCl and/or
NaOH solution (10−1 mol l−1 or 1 mol l−1 of
each).

The E (mV) versus pH graph presented in Fig.
1.a. shows the pH independence in the range

Table 1
Response characteristics of potentiometric, enantioselective membrane electrode for S-captopril and R-captopril (all measurements
were made at room temperature; all values are the average of ten determinations)

Parameter Detection limit (mol l−1)Linear range (mol l−1)Intercept, E° (mV)Slope (mV/pS(R)Cpt)
Enantiomer

57.7090.30S-captopril −150.4092.00 10−6–10−2 2×10−7

R-captopril 2.9×10−6–2.7×10−230.7995.00 1.5×10−627.3090.50
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Fig. 1. (a) Effect of pH on the response of the potentiometric, enantioselective membrane electrode for S-captopril (10−4 mol l−1

S-captopril solution). (b) Effect of citrate buffer pH on the response of the potentiometric, enantioselective membrane electrode.

3.0–6.5. It is also proved the basic behavior of
S-captopril at the pHB3, and its acidic behavior
at pH\6.5.

To prove the electrode behavior in this pH
range, there were making measurements of citrate
buffer solutions of various pH values. Fig. 1b
shows the independence of E (mV) versus pH on
the acidic medium, up to 7.5 pH value. After this
value, the potential decreases fast.

3.3. Selecti6ity of the electrode

The selectivity of the potentiometric membrane
electrode was checked through the mixed solu-
tions method. The concentrations of interfering
ions and S-captopril were 10−3 and 10−4 mol

l−1, respectively. The enantioselectivity was
checked against R-captopril and D-proline. As it
is shown in Table 2, R-captopril and D-proline do
not interfere thus demonstrating the enantioselec-

Table 2
Selectivity coefficients for the potentiometric, enantioselective
membrane electrode for S-captopril (all measurements were
made at room temperature; all values are the average of ten
determinations)

KselInterfering species (J)

R-captopril 3.8×10−4

1.4×10−4D-proline
Polyvinylpyrolidone 1.2×10−4

2.9×10−2L-proline
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Table 3
The results obtained for S-captopril assay from Novocaptopril tablets (25 mg S-captopril/tablet) using the new potentiometric,
enantioselective membrane electrode in comparison with those obtained by standard method [11]a

Recovery, mg S-Captopril, by standard method [11]Recovery, mg S-Captopril, by proposed methodSample

1 24.690.3 24.490.60
2 24.890.2 2591

24.990.625.090.23
4 25.090.09 26.090.7

24.890.2 24.990.65
25.090.1 25.090.66

2590.824.990.17
24.990.524.790.38
24.890.624.990.19

25.090.210 2590.2

a All values represent average of ten determinations.

tivity property of the constructed potentiometric
membrane electrode. Furthermore, the selectivity
of the electrode was also tested for polyvinylpy-
rolidone (PVP) a commonly used compound for
tablet compression;the results in Table 2 shows that
PVP do not. Also inorganic cations like Na+, K+,
Ca2+ do not interfere in the analysis of S-captopril.

3.4. Analytical applications

The electrode proved to be useful for the deter-
mination of the enantiopurity of S-captopril-raw
material as well as for the content uniformity test
of Novocaptopril tablets, by chronopotentiometry
(zero current) technique. The recovery test demon-
strated the suitability of this potentiometric, enan-
tioselective membrane electrode for enantiopurity
of S-captopril assay: 99.99%—average recovery
and RSD of 0.05%.

The results obtained for the uniformity content
test are presented in the Table 3. The S-captopril
can be reliable assayed from the tablets with an
average recovery of 99.69%, and a RSD of 0.39%.
The results are in good concordance with those
obtained using standard method [11].

4. Conclusions

The potentiometric, enantioselective membrane
electrode presented in this paper provides the
electrodes with excellent features to develop enan-

tioselective analysis. The construction of electrode
is simple, faster and reproducible. The reliability of
the analytical information is assured by the RSD
values obtained in the recovery test and in the
uniformity content test.

The electrode enantioselectivity made it suitable
for enantiopurity assay of S-captopril-raw material
and pharmaceutical tablet formulations.
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Abstract

The double divisor–ratio spectra derivative and ratio spectra–zero crossing methods were applied to the analysis
of an effervescent tablet containing the title compounds without using a chemical separation procedure. In the use of
both methods, the calibration graphs were linear in the range of 8–28 mg ml−1 for three compounds. Comparison
of the results obtained by the two methods indicates that both methods gives the best results. © 1999 Elsevier Science
B.V. All rights reserved.
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Paracetamol

1. Introduction

For the simultaneous determination of two or
more active compounds in the same mixtures
without a separation step, several spectrophoto-
metric methods, such as classical derivative spec-
trophotometry [1–4], Vierordt’s method [5] and
its modified version [6], orthogonal function
method [7], dual wavelength spectrophotometry
[8–10], pH-induced differential spectrophotome-
try [11], and least square method [12], the multi-

component analysis program [13,14] and a
method; multi-wavelength linear regression analy-
sis (MLRA) which was referred to by Blanco and
co-workers [15] have been utilized.

Salinas et al. [16] proposed a new spectrophoto-
metric method for the simultaneous determination
of two compounds in binary mixtures. Two new
methods were developed from this theory for
resolving ternary mixtures, as explained below.

Berzas Nevado et al. [17], developed a new
method for the resolution of ternary mixtures of
compounds by the derivative ratio spectra-zero
crossing method. In the method, the simultaneous
determination of three compounds in ternary mix-

* Tel.: +90-0312-212-6805; fax: +90-0312-213-1081; e-
mail: dinc@pharmacy.ankara.edu.tr.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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tures are realized by the measurements of the
amplitude at the zero-crossing points in the
derivative spectrum of the ratio spectra.

However, recently for the simultaneous deter-
mination of the three compounds in ternary mix-
tures, another new spectrophotometric method
has been developed by us, which is very easy to
apply, very sensitive and very useful and yet very
cheap [18]. This method was called ‘the double
divisor-ratio spectra derivative method’. The
method is based on the use of the coincident
spectra of the derivative of the ratio spectra ob-
tained by using a ‘double divisor’ (sum of two
spectra) and the measurements at either the maxi-
mum or minimum wavelengths.

The quantitative determination of ingredients in
pharmaceutical formulations containing acetylsal-
icylic acid (ASA), ascorbic acid (ASCA) and
paracetamol (PAR), and their mixtures with dif-
ferent active compounds using various methods
including spectrophotometry (ASA [19,20], ASCA
[23–28]and PAR [30–34]), HPLC (ASA [21,22],
ASCA [29]) and TLC (PAR [35]), have been
demonstrated for several mixtures and pharma-
ceutical preparations.

In this paper, two new spectrophotometric
methods have been applied successfully to the
analysis of the synthetic ternary mixtures and an
effervescent tablet containing ASA, ASCA and
PAR, which have closely overlapped the spectra.
The results obtained by the double divisor-ratio
spectra derivative method were compared with
those obtained by ratio spectra derivative-zero
crossing method.

2. Experimental

2.1. Apparatus

A Shimadzu 1601PC double beam spectropho-
tometer with a fixed slit width (2 nm) connected
to an IBM computer loaded with Shımadzu
UVPC software which was equipped with an HP
1150C printer was used for all the absorbance
measurements and treatment of data.

2.2. Pharmaceutical formulation

A commercial product AFEBRYL® efferves-
cent tablet (produced by Laboratoires SBM Far-
maceutica N.V., Belgium, Batch no.B01,
containing 300 mg ASA, 300 mg ASCA and 200
mg PAR per tablet) were studied.

2.3. Standard solutions

Stock solutions of 100 mg/100 ml of ASCA,
ASA and PAR (Bayer and Nobel, Turkey) were
prepared in methanol and 0.2 M HCl (1:3). All
the solutions were prepared freshly and protected
from light. Working standard solutions were pre-
pared in 25-ml volumetric flasks containing 8–28
mg ml−1 ASCA, ASA and PAR and their differ-
ent synthetic mixtures by using the stocks solu-
tions. They were diluted with ethanol–0.2 M HCl
(3:1) to the mark.

2.4. Procedures

Twenty effervescent tablets, were weighed and
powdered in a mortar. An amount equivalent to
one tablet was transferred to a 100-ml calibrated
flask and dissolved in 50 ml of methanol and 0.2
M HCl (1:3), swirled until effervescence ceases,
and diluted with same solvent to the volume.
After, these solutions were filtered through a filter
paper into a 100-ml calibrated flask and the
residue was washed three times with 10 ml of
solvent, then the volume was completed to the
mark with the same solvent as was used above.
The resulting solution was diluted to 1:167 in a
25-ml calibrated flask with methanol and 0.2 M
HCl (1:3). The methods were applied to the pre-
pared solutions.

3. Application of methods

3.1. Double di6isor-ratio spectra deri6ati6e
method

In this method, to determine ASA, the stored
spectra of the mixture of ASA, ASCA and PAR
were divided by the sum of the spectra of ASCA
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Fig. 1. The coincident spectra of the first derivative of the ratio spectra of: (a1) 16 mg ml−1 pure ASA and (a2) ternary mixture (16
mg ml−1 ASA, 16 mg ml−1 ascorbic acid (ASCA) and 12 mg ml−1 paracetamol (PAR)), 28 mg ml−1 PAR+28 mg ml−1 ASCA as
a double divisor; (b1) 16 mg ml−1 pure PAR and (b2) ternary mixture (16 mg ml−1 PAR, 16 mg ml−1 ASA and 16 mg ml−1 ASCA),
12 mg ml−1 ASCA+12 mg ml−1 ACA as a double divisor; and (c1) 12 mg ml−1 pure ASCA and (c2) ternary mixture (12 mg ml−1

pure ASCA, 16 mg ml−1 ACA and 12 mg ml−1 PAR), 20 mg ml−1 ACA+20 mg ml−1 PAR as a double divisor in methanol and
0.2 M HCl (1:3) (to save space three curves are shown in the same figure).

and PAR as ‘double divisor’ and their ratio spec-
tra were obtained. First derivatives of the ratio
spectra are plotted. At the results of the above
mentioned procedure, the amplitudes measured of
the maximum at 271.8 nm are dependent only to
the concentrations values CASA and CPAR

0 (C0 is
standard concentration), but are independent of
the concentration values CASCA and CPAR in the
ternary mixture. The mathematical expression of
this procedure is shown in the following equation:

li=271.8 nm

d
dl

� Aternary mix., l i

[aASCA,l i
+bPAR,l i

]CPAR
0

n
=

d
dl

� gASA,l i

[aASCA,l i
+bPAR,l i

]
n CASA

CPAR
0

were the amplutides measured, d/dl (Aternary mix./
[aASCA,li

+bPAR,lI
]CPAR

0 ), were drawn as a graph,
versus concentrations of ASA and a straight line
was obtained. By using the calibration graph,
ASA was determined in the mixture of ASA,
ASCA and PAR.

On the other hand, to determine ASCA, the
absorption spectra of the mixture containing
ASCA, ASA and PAR were divided by the sum of
the spectra of ASA and PAR as ‘double divisor’
and the ratio spectra were obtained. First deriva-
tives of the ratio spectra were calculated. The
amplitude of the minimum at 267.4 nm are depen-
dent only to the concentrations values CASCA and
CASA

0 , but are independent of the concentration
values CASA and CPAR in the ternary mixture, as
shown below:

(li=267.4 nm)

d
dl

=
� Aternary mix.,l i

[aASA,l i
+bPAR,l i

]CASA
0

n
=

d
dl

� gASCA,l i

[aASA,l i
+bPAR,l i

]
n CASCA

CASA
0

In this case, also a straight line was obtained by
using the amplitudes measured for ASCA. By
means of the calibration graph, the content of
ASCA was determined in the sample.
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Fig. 2. Zero-order spectra of: (a) 12 mg ml−1 acetylsalicylic acid (ACA); (b) 8 mg ml−1 paracetamol (PAR); (c) 12 mg ml−1 ascorbic
acid (ASCA); (d) their ternary mixture in methanol and 0.2 M HCl (1:3).

In the same way, to determine PAR, the stored
spectra of the mixture containing PAR, ASCA
and ASA were divided by the sum of the spectra
of ASA and ASCA as ‘double divisor’. From the
resulting ratio spectra, the first derivative of the
ratio spectra were traced. the concentration of
PAR in the ternary mixture was proportional to
the amplitude of the maximum at 241.5 nm with
respect to the following equation:

(li=241.5 nm)

d
dl

=
� Aternary mix.,l i

[aASA,l i
+bASCA,l i

]CASCA
0

n
=

d
dl

� gPAR,l i

[aASA,l i
+bASCA,l i

]
n CPAR

CASCA
0

As explained above, a straight line was ob-
tained and the amount of PAR is determined in
the sample containing the above mentioned
ternary mixture.

3.1.1. Selection of the working wa6elength
In the application of this method, the first

derivative of the ratio spectra of pure compound
and its ternary mixture would be coincided in the

spectral region corresponding to a maximum
point or a minimum point of the wavelength as
shown in Fig. 1. These coinciding points of the
derivative of the ratio spectra can be selected as
working wavelengths for the determinations of the
subject compounds in the ternary mixture.

3.1.2. Establishment of double di6isor
The double divisor was obtained either by the

sum of the absorption spectra of the same concen-
tration of the two compounds in the same ternary
mixture, as is carried out in this paper or it was
obtained by preparing the mixed solution of two
compounds of the same concentration in the
ternary mixture [18]. If the double divisor will be
used as the sum of the spectra of the two com-
pounds, this can be performed with the help of
Shımadzu UVPC software.

3.2. Deri6ati6e ratio spectrum-zero crossing
method

The absorption spectra of ASA, ASCA and
their ternary mixture with PAR, were divided by a
standard spectrum of PAR and the first derivative
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Fig. 3. Ratio spectra (a) and first derivative of the ratio spectra (b) of acetylsalicylic acid (ACA): (a) 8 mg ml−1; (b) 12 mg ml−1;
(c) 16 mg ml−1; (d) 20 mg ml−1; (e) 24 mg ml−1; (f) 28 mg ml−1 (28 mg ml−1 ascorbic acid (ASCA)+28 mg ml−1 paracetamol
(PAR) as a double divisor) in methanol and 0.2 M HCl (1:3) (Dl=8 nm).

of the ratio spectra was calculated. In the ternary
mixture, the concentrations of ASCA and ASA
were proportional to the first derivative signals at

255.1 and 281.1 nm (zero-crossing point for ASA)
and 241.2 nm (zero-crossing point for ASCA),
respectively, in the first derivative of the ratio
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Fig. 4. Ratio spectra (a) and first derivative of the ratio spectra (b) of ascorbic acid (ASCA): (a) 8 mg ml−1; (b) 12 mg ml−1; (c)
16 mg ml−1; (d) 20 mg ml−1; (e) 24 mg ml−1; (f) 28 mg ml−1 (20 mg ml−1 ASCA+20 mg ml−1 paracetamol (PAR) as a double
divisor) in methanol and 0.2 M HCl (1:3) (Dl=8 nm).

spectra. Two calibration graphs were obtained by
measuring the derivative amplitudes against the
increasing concentrations of pure ASA and pure
ASCA and by using pure PAR as a divisor. The

contents of ASA and ASCA can be determined by
use of the above mentioned calibration graphs.

By using the same procedure, the stored spectra
of ASA, PAR and their ternary mixture with
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Fig. 5. Ratio spectra (a) and first derivative of the ratio spectra (b) of paracetamol (PAR): (a) 8 mg ml−1; (b) 12 mg ml−1; (c) 16
mg ml−1; (d) 20 mg ml−1; (e) 24 mg ml−1; (f) 28 mg ml−1 (28 mg ml−1 ascorbic acid (ASCA)+28 mg ml−1 paracetamol (PAR)
as a double divisor) in methanol and 0.2 M HCl (1:3) (Dl=8 nm).

ASCA, were divided by a standard spectrum of
ASCA and the first derivative of the result was
plotted. ASA and PAR were proportional to
derivative signals at 239.3 and 292.4 nm (zero-cross-
ing point for PAR) and 286.1 nm (zero-crossing
point for ASA), respectively, in the first derivative

of the ratio spectra. For the determination of ASA
and PAR, the calibration graphs were obtained by
measuring the first derivative values, versus the
increasing concentrations of pure ASA and pure
PAR, and by using pure ASCA as a divisor. With
this procedure, ASA and PAR can be determined.
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Table 1
Recovery data obtained for the synthetic ternary mixtures by using the double divisor-ratio spectra derivative methoda

ASCA and PAR (double divisor)Composition mixture:
ASAPAR ASAASCA

Recovery (%)Found (mg ml−1)Added (mg ml−1)

7.908.0012.00 98.818.00
12.00 11.8018.00 98.312.00
16.00 15.0518.00 12.00 100.3

19.5620.00 97.812.0018.00
24.00 24.0518.00 100.212.00

98.627.6028.0012.0018.00
X( =99.0
RSD=1.04%

Composition mixture: ASA and PAR (double divisor)
PAR ASCA ASCAASA

Recovery (%)Added (mg ml−1) Found (mg ml−1)

8.00 8.0418.00 100.512.00
12.00 12.0918.00 12.00 100.8

99.415.9016.0012.0018.00
20.00 20.0618.00 12.00 100.3

23.88 99.518.00 12.00 24.00
28.00 28.5918.00 12.00 102.1

X( =100.4
RSD=0.98%

Composition mixture: ASA and ASCA (double divisor)
PARASA ASCA PAR
Found (mg ml−1)Added (mg ml−1) Recovery (%)

8.00 100.018.00 8.0018.00
11.82 98.518.00 18.00 12.00

100.116.0216.0018.0018.00
20.00 19.7518.00 18.00 98.8
24.00 24.0018.00 18.00 100.0

99.927.7028.0018.0018.00
X( =99.6
RSD=0.71%

a RSD, relative standard deviation.

In this case, the amount of ASA in ternary
mixture has been determined by both procedures.

4. Results and discussion

The absorption spectra of the three compounds,
ASA, ASCA and PAR overlapped closely in the
region 200–310 nm in Fig. 2. For this reason, the
determination of the above compounds was not

possible from direct measurements of absorbances
in the zero-order spectra. On the other hand, also
the classical derivative spectrophotometric
method was tested (from first to fourth) for simul-
taneous determination of compounds (ASA,
ASCA and PAR) in the same mixture. By these
methods, in the same order of derivative spectra
and method of direct absorbance measurement
could not be realized for the ASA, ASCA and
PAR determinations within same mixture.
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Fig. 6. First derivative of the ratio spectra of acetylsalicylic acid (ACA): (a1) 8 mg ml−1; (b1) 12 mg ml−1; (c1) 16 mg ml−1; (d1) 20
mg ml−1; (e1) 24 mg ml−1; (f1) 28 mg ml−1 and of ascorbic acid (ASCA) (a2) 8 mg ml−1; (b2) 12 mg ml−1; (c2) 16 mg ml−1; (d2)
20 mg ml−1; (e2) 24 mg ml−1; (f2) 28 mg ml−1 (16 mg ml−1 paracetamol (PAR) as a divisor) in methanol and 0.2 M HCl (1:3)
(Dl=8 nm).

4.1. Double di6isor-ratio spectra deri6ati6e
method

The absorption spectra of the solutions of ASA
in methanol and 0.2 M HCl (1:3) were recorded in
the range 208–294 nm and divided by the double
divisor (28 mg ml−1 ASCA and 28 mg ml−1

PAR)and their ratio spectra was obtained. They
were smoothened at Dl=8 nm (Fig. 3(a)). Fig.
3(b) indicates the first derivatives which were cal-
culated with interval of Dl=8 nm and scaling
factor of 10 from the ratio spectra. The concen-
tration of ASA was determined by measuring the
amplitude at 271.8 nm corresponding to a maxi-
mum point.

Then, the absorption spectra of the solutions of
ASCA in methanol and 0.2 M HCl (1:3) were
recorded in between 205 and 295 nm and divided
by the ‘double divisor’ (20 mg ml−1 ASA and 20
mg ml−1 PAR). The ratio spectra of the result
were smoothened at Dl=8 nm (Fig. 4(a)) and
their first derivatives were traced with intervals of
Dl=8 nm and scaling factor of 10 (Fig. 4(b)).

The amount of ASCA was determined by measur-
ing the signals at 267.4 nm corresponding to a
minimum point of wavelength.

In the same way, the absorption spectra of the
solutions of PAR were stored in the spectral range
215–270 nm and divided the ‘double divisor’ (12
mg ml−1 ASA and 12 mg ml−1 ASCA). The
resulting ratio spectra were smoothened with in-
tervals of Dl=8 nm (Fig. 5(a)). And their first
derivatives were traced with Dl=8 nm intervals
and scaling factor of 10 (Fig. 5(b)).The content of
PAR was determined by measuring the ampli-
tudes at 241.5 nm corresponding to a maximum
wavelength.

In this method, various mixtures of PAR, ASA
and ASCA were prepared and tested between 8
and 28 mg ml−1 for ASA, ASCA and PAR in
their ternary mixtures. Mean recoveries and the
relative standard deviations of the method were
found as 99 and 1.04% for ASA, 100.4 and 0.98%
for ASCA and 99.6 and 0.71% for PAR, in the
synthetic mixtures prepared by adding known
amounts of ASA, ASCA, and PAR (Table 1).
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Fig. 7. First derivative of the ratio spectra of paracetamol (PAR): (a1) 8 mg ml−1; (b1) 12 mg ml−1; (c1) 16 mg ml−1; (d1) 20 mg
ml−1; (e1) 24 mg ml−1; (f1) 28 mg ml−1 and of acetylsalicylic acid (ACA) (a2) 8 mg ml−1; (b2) 12 mg ml−1; (c2) 16 mg ml−1; (d2)
20 mg ml−1; (e2) 24 mg ml−1; (f2) 28 mg ml−1 (12 mg ml−1 ascorbic acid (ASCA) as a divisor) in methanol and 0.2 M HCl (1:3)
(Dl=8 nm).

The main instrumental parameter conditions
were optimized for a reliable determination of
the subject matter compounds. For selecting the
sum of the spectra as ‘double divisor’ at an ap-
propriate concentrations, which is a very impor-
tant factor in practice, some double divisor
concentrations were tested in the determinations.
The sum of the spectra of 28 mg ml−1 ASCA
and 28 mg ml−1 PAR as a ‘double divisor’ for
determining ASA; of 20 mg ml−1 ASA and 20
mg ml−1 PAR as a ‘double divisor’ for deter-
mining ASCA and of 12 mg ml−1 ASA and 12
mg ml−1 ASCA as a ‘double divisor’ for deter-
mining PAR in their ternary mixtures were
found suitable. The smoothing function for the
ratio spectra and the influence of the Dl for the
first derivative of the ratio spectra were tested
and found very appropriate to use the values of
Dl=8, for both cases, in the determination of
the compounds. Furthermore, the scaling factor
of 10 was tested and found suitable as for all
the determinations.

4.2. Ratio spectra deri6ati6e-zero crossing method

In this method, the stored spectra of the solu-
tions of ASA and ASCA in methanol and 0.2 M
HCl (1:3) were divided by the spectrum of the
standard solution of 16 mg ml−1 PAR and the
ratio spectra was obtained in the region 220–285
nm. Fig. 6 indicates the first derivative of the
ratio spectra which was plotted with intervals of
Dl=8 nm. The concentrations of ASA and
ASCA in the ternary mixture were determined
by measuring the analytical signals at 241.2 nm
for ASA and 255.1 or 281.1 nm for ASCA.

In the same way, the absorption spectra of
the solutions of ASA and PAR in methanol and
0.2 M HCl (1:3) were divided by the spectrum
of the standard solution of 12 mg ml−1 ASCA
and their ratio spectra were obtained in the
spectral region 225–296. Fig. 7 indicates the first
derivative of the ratio spectra which was calcu-
lated with intervals of Dl=8 nm. The concen-
trations of ASA and PAR in the ternary mixture
were determined by measuring the signals at
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Table 2
Recovery data obtained for the synthetic ternary mixtures by using the ratio spectra derivative-zero crossing methoda

Composition mixture (PAR as divisor)
ASAASAPARASCA

Found (mg ml−1)Added (mg ml−1) Recovery (%)

8.058.0012.00 100.618.00
12.00 12.3018.00 102.212.00
16.00 15.7518.00 12.00 98.4

20.6520.00 103.312.0018.00
12.00 24.00 23.80 99.218.00

102.528.7028.0012.0018.00
X( =101.0
RSD=1.94%

Composition mixture (PAR as divisor)
PAR ASCA ASCAASA

Recovery (%)Added (mg ml−1) Found (mg ml−1)

8.00 8.0918.00 101.112.00
12.00 12.2018.00 12.00 101.7

100.016.0016.0012.0018.00
20.50 102.518.00 12.00 20.00

100.424.1024.0012.0018.00
28.00 28.4518.00 12.00 101.6

X( =101.2
RSD=0.90%

(ASA as divisor)Composition mixture
PARASA ASCA PAR
Found (mg ml−1) Recovery (%)Added (mg ml−1)

8.00 8.0518.00 100.618.00
12.1012.00 100.818.0018.00

18.00 16.00 16.20 101.318.00
99.019.8020.0018.0018.00

24.00 24.4018.00 18.00 101.6
28.00 28.3018.00 18.00 101.1

X( =100.7
RSD=0.91%

a RSD, relative standard deviation.

286.1 nm for PAR and 239.3 or 292.4 nm for
ASA.

In the method, various mixtures of ASA,
ASCA and PAR were prepared and tested be-
tween 8 and 28 mg ml−1 for ASA, ASCA and
PAR in the ternary mixture. Mean recoveries and
the relative standard deviations were found to be
101 and 1.94% for ASA, 101.2 and 0.90% for
ASCA and 100.7 and 0.91% for PAR, in the
synthetic mixtures prepared by adding known
amounts of ASA, ASCA, and PAR (Table 2).

The main instrumental parameter conditions
were optimized to obtain the most distinct curve
of first derivative of the ratio spectra. For select-
ing a divisor of the appropriate concentration,
some divisor concentrations were tested in the
determination. The standard solutions of 16 mg
ml−1 of PAR for determining ASA and ASCA
and of 12 mg ml−1 of ASCA for the determina-
tion of ASA and PAR in their ternary mixtures
were found suitable. The influence of the Dl for
obtaining the first derivative of the ratio spectra
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Table 3
Calibration data in the determination of ASA, ASCA and PAR by two methods

Regression coefficient (r)Linearity range (mgl (nm)Methods Equation
ml−1)

271.8 8–28 Ya=1.2×10−2CASA−2.5 0.9999Double divisor-ratio spectra devia-
tion

×10−3

Ya=3.0×10−2CASCA8–28 0.9991267.4

−2.7×10−3

0.9998241.5 8–28 Ya=2.5×10−2CPAR

+5.9×10−3

8–28286.1 0.9995Ratio spectra derivative-zero cross- Ya=2.4×10−2CPAR

ing
+7.2×10−3

0.9998239.3 Y=5.6×10−3CASA+9.18–28

×10−4

0.9980292.4 Y=4.7×10−3CASA+8.08–28

×10−3

0.9999241.2 8–28 Ya=3.6×10−2CASA+6.9

×10−3

255.1 8–28 Ya=9.1×10−3CASCA 0.9998

+1.9×10−4

0.9994Y=1.9×10−3CASCA8–28281.1

+2.0×10−4

a The calibration graphs were used in the determinations: CASA=mg ml−1 of acetylsalicylic acid; CASCA=mg ml−1 of ascorbic
acid; CPAR=mg ml−1 of paracetamol.

was tested and a value of Dl=8 nm was consid-
ered as suitable for both determinations.

For application of these methods, Table 3 shows
the regression coefficients and linearity ranges of
the calibration curves for the determinations of
ASA, ASCA and PAR in their ternary mixture.

A good coincidence was observed for the assay
results of the commercial preparations by applica-
tion of the two methods in this work (Table 4).

5. Conclusion

By applying these methods for the analysis of
synthetic ternary mixtures and pharmaceutical ef-
fervescent tablets containing the three compounds,
successful results were obtained. In spite of the
three compounds which produce a perfect overlap-
ping spectrum in the zero-order spectra, without
requiring a separation procedure, it was observed

that the methods proposed in this paper were more
simple and precise than the methods described in
the literature. For example, compared to alterna-
tive methods, such as HPLC or GC, these spec-
trophotometric methods were simple and less
expensive, and require neither sophisticated instru-
mentation nor any prior separation step.

In the first method, for each compound in the
ternary mixture, without searching the critical
point at the separated peaks, the maximum ampli-
tude of the separated peaks can be measured where
this can be considered to be superior to the new
method over to alternative spectrophotometric
method for the resolution of the ternary mixture.
In the case of Berzas Nevado’s method, together
with the utilization of the derivative of the ratio
spectra, at the same time a zero-crossing point is
necessary for the determination of compounds in
a ternary mixture.

These methods have a very promising field in the
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Table 4
Results obtained for the pharmaceutical samples (mg tablet−1) by using the two spectrophotometric methodsa

ASAMethods ASCA PAR
Mean9S.D.Mean9S.D.Mean9S.D.

Double divisor ratio spectra derivative 199.890.629991 301.390.7
200.890.930091Derivative ratio spectra zero-crossing 302.390.8

a Results obtained are average of ten experiments for each method.

routine analysis of compounds for the multi-mix-
tures and for the pharmaceutical preparations
containing these mixtures.
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Abstract

The cadmium (II) or lead (II) complex formation with two poly(acrylic acids) of high molecular weight
(Mw=2.5×105 and 3×106) was investigated in dilute aqueous solution (NaNO3 0.1 mol l−1; 25°C). Potentiometric
titrations were carried out to determine the stability constants of the MA and MA2 complex species formed.
Bjerrum’s method, modified by Gregor et al. (J. Phys. Chem. 59 (1955) 34–39), for the study of polymeric acids was
used. The results were compared to those previously obtained in the same conditions with copper (II) and nickel (II)
[1]. It appeared that the two polymers under study present similar binding properties and that the stability constants
of the complex species formed increased in the following order, depending on the metal ion: Ni(II)BCd(II)B
Cu(II)BPb(II). Lead (II) ions seemed to be particularly well bound to PAAs (the global stability constant log b102

was found to be close to 7.0) and allowed the formation of the predominant PbA2 species in a quite large pH domain.
Finally, the greater stability of PAA complexes compared to those of their monomeric analogs, glutaric and acetic
acids, was confirmed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: High molecular weight poly(acrylic acids); Cadmium (II); Lead (II); Complexation

1. Introduction

Linear hydrosoluble poly(acrylic acids) (PAAs)
of high molecular weight are used as flocculants in
the water treatment field. They also constitute
relatively simple models in the study of the bind-
ing properties of particular organic macro-

molecules such as humic substances for example
[2–6]. Natural waters that are treated to produce
drinking water or wastewaters that are treated
before their release in the environment may con-
tain both natural organic molecules as part of the
bulk organic matter and flocculants introduced
during the physicochemical treatment step. The
fate and elimination of low concentrations of
metal ions present as pollutants in such complex
aqueous media depend on the interactions with* Corresponding author. Tel.: +33-4-72448263 fax: +33-4-

72448479; e-mail: morlay@univ-lyon1.fr.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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the organic or inorganic substances present in the
bulk water and in particular with the organic
molecules of a polymeric nature.

The aim of this work was to assess the metal
binding properties of two high molecular weight
hydrosoluble PAAs towards cadmium (II) and
lead (II) ions. The experiments were carried out in
dilute aqueous solution using protometry as an
investigation mean.

In a previous work, we studied the complexa-
tion of copper (II) and nickel (II) ions by the
same PAAs [1]. As the examined PAAs were not
fully described [7–11] in several papers, we chose
to study commercial PAAs having a well defined
average molecular weight: Mw=2.5×105 and
3×106. The first value of Mw is comparable to
those previously considered by several authors
[7–11] whereas the second one typically corre-
sponds to those of cationic flocculants used in the
water treatment field. Several studies have dealt
with the metal binding properties of hydrosoluble
PAAs in aqueous solution using potentiometric
titrations [7–11]. However, almost all of these
studies only considered copper (II) complexation.
In our previous work, we also studied copper (II)
in order to be able to compare our results with the
largest literature data available in that field of
research but also to validate our experimental
procedure and data treatment. This now allows us
to go forward with cadmium (II) and lead (II)
which are heavy metal cations and which consti-
tute as such highly pollutant substances.

The European Community, the USA-EPA (En-
vironmental Protection Agency) and the World
Health Organization (WHO) have mentioned ei-
ther maximal concentrations or guideline values
for cadmium and lead in drinking water and that
limits are generally lower than those cited for
copper or nickel we previously studied.

2. Theoretical considerations

The metal complexation by PAA 2.5×105 or
PAA 3×106 was studied during the alkali titra-
tion of the protonated polyacid (HA) in the pres-
ence of metal ions (M). The Bjerrum approach
[12], modified by Gregor et al. [7] for the analysis

of complexes formed with macromolecules, was
used. All of the definitions and assumptions
needed for this study as well as the characteristics
of the weak acidity of both PAAs under study
have been described in a previous paper [1].

In our precedent work, we considered the
global stability constant b102 for the formation of
the MA2 species determined using the logarithms
of the complexation constants, log br, which were
the values of p([HA]/h) at the successive half
integral values of r, provided that these constants
were sufficiently separated [1]. Another way to
solve this problem is as follows. According to
Gregor et al. [7], who studied a PAA-copper (II)
system, when the formation curve r̄ versus
p([HA]/h) can be represented by a straight line
around r̄=1 and when the slope of this straight
line is quite large indicating a small spreading
factor (b1/b2), it may be assumed that b2cb1. In
other words, it means that the chance for a sec-
ond ligand group to attach itself to the metal ion
after one has already attached itself is great. In
this case, according to Gregor et al. [7], the signifi-
cant constant is the over-all complexation con-
stant B2=b1 · b2=Bav

2 corresponding to the
over-all process:

M+2 HA = MA2+2 H (1)

B2= ([MA2] · h2)/(m · [HA]2) (2)

In any case, regardless of the separation between
the constants, the value of p([HA]/h) at integral
values of r̄ gives an average constant, e.g. at
r̄=1.0 the average constant Bav= (b1 · b2)1/2 for a
two-step process. The ‘classical’ global complexa-
tion constant B102= [MA2]/(m · a2) is then calcu-
lated using the following relation:

B102=B2/(KA
H)2 (3)

3. Experimental

The preparation of all the solutions was de-
scribed previously [1]. Metal ion stock solutions
(2×10−2 mol l−1) were prepared from cadmium
nitrate and lead nitrate (Fluka Chemika, Switzer-
land) and standardized using an EDTA disodium
salt solution (Merck, Germany).
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The whole apparatus description and use to
perform the potentiometric analyses (protometric
titrations) were presented earlier [1]. Samples con-
taining known constant volumes of one of the two
stock solutions of the studied PAAs were titrated
with the carbonate-free 0.1 mol l−1 NaOH solu-
tion either in the absence or in the presence of
metal ions cadmium (II) or lead (II). All the
samples were evaluated in rigorously the same
way and according to the previously described
operative conditions. All the solutions to be ana-
lyzed contained NaNO3 as supporting electrolyte
at a 0.1 mol l−1 final concentration. The measure-
ments were performed at 25.090.1°C under a
nitrogen atmosphere.

Two different concentration ratios R=CA/CM

were examined for each PAA with each metal ion.
CA represents the total content of titratable acid
functions (carboxylic groups) of the dilute solu-
tion of PAA in the analysis cell, expressed in eq
l−1.

4. Results and discussion

4.1. Qualitati6e study

Calculations were made, using the formula pro-
posed by Baes and Mesmer [13] to assess the
possible existence of metal hydroxides. Taking
into account the value of CM, we checked that
neither soluble nor insoluble metal hydroxides
were significantly formed during the alkali titra-
tion, even in the higher pH region.

Fig. 1 shows the evolution of pH versus aA or
aM for PAA 3×106 in the absence or in presence
of cadmium (II) or lead (II), respectively and for
the same ratio CA/CM examined. For any pH
located in the pH range where complexation takes
place, the dissociation coefficient of the PAA 3×
106 in the presence of metal ions, aM, is higher
than the corresponding aA obtained in the ab-
sence of metal ions. By comparison with the curve
obtained with the ligand alone, the ‘ligand+
metal ion’ titration curves show a supplementary
release of protons which is attributed to the for-
mation of metal complexes. For R=CA/CM

around 12.5, the complexation occurs significantly

in the 4.0–7.5 pH range for cadmium (II) and in
the 3.0–7.0 pH range for lead (II). Similar results
were obtained with PAA 2.5×105. These pH
ranges are quite similar to that previously re-
ported for copper (II) and nickel (II) [1].

4.2. Quantitati6e study

Two different ligand to metal ratios, R=CA/
CM, were studied for each PAA with each of the
metal ions. R values were �6.4 and 12.8 for
cadmium (II). Because of the shape of the forma-
tion curves obtained, we had to use a higher value
of R for lead (II): the R values were �12.7 and
25.4. CA was 5.3 and 5.0 meq l−1 for PAA
2.5×105 and PAA 3×106, respectively. CM was
in the 2×10−4–8×10−4 mol l−1 concentration
range.

Fig. 2 shows the formation curves obtained
with PAA 3×106 in the presence of cadmium (II)
or lead (II), respectively, and for the different
CA/CM ratios investigated. The formation curves
obtained with PAA 2.5×105 presented a very
similar shape to that obtained with PAA 3×106.
The values of log br were obtained by a graphical
interpolation of the formation curves. The values
of the complexation constants K1, K2 and b102, as
well as the pH and pKA

H values for which K1 and
K2 were determined are presented in Table 1 for
PAA 2.5×105. The apparent dissociation con-

Fig. 1. Plot of pH versus the dissociation coefficient of PAA
3×106 in the absence (aA;
) or in the presence (aM) of metal
ion (�, Cd(II) with R=12.6; �, Pb(II) with R=12.3; CA=
5.0 meq l−1).
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Fig. 2. Formation curves obtained for the Cd(II)/PAA 3×106

and Pb(II)/PAA 3×106 systems with different values of R
(Cd(II): �, R=6.3; �, R=12.6; Pb(II): �, R=12.3; �,
R=24.6; CA=5.0 meq l−1).

From these results, it appears that several re-
marks previously formulated in the case of copper
(II) and nickel (II) complexation [1] may also
apply in the present case with cadmium (II) and
lead (II):
1. When three parameters are selected: molecular

weight of the PAA, nature of the metal ion
and concentration ratio CA/CM, the values of
log K1 and log K2 for MA and MA2 species,
respectively, are very close, log K2 being
hardly lower than log K1; log K2 is systemati-
cally estimated at a higher pH than log K1

2. When two parameters are selected: molecular
weight of the PAA and nature of the metal
ion, a decrease in the concentration ratio CA/
CM leads to a slight increase of log K1 and log
K2 values

3. Complexes formed with PAA 2.5×105 or
PAA 3×106 exhibit very similar stabilities and
are also formed at very close pH values

4. Moreover, whatever the PAA considered and
whatever the concentration ratio examined,
MA or MA2 complexes formed with lead (II)
present a higher stability and are formed at a
lower pH than the corresponding complexes
formed with cadmium (II).

The formation curves obtained for lead (II)-PAA
systems present a marked decrease of their slope
for the average coordination number r̄ in the
1.5–2.0 range and approaching 2.0 (3.3BpHB
5.7 and 0.22BaMB 0.68 for R=12.3 and 4.0B
pHB5.2 and 0.25BaMB0.53 for R=24.6; Fig.
2). This plateau means that the corresponding
PbA2 complex species is thus the predominant
species formed in that region compared to the
PbA species. Remembering the definition of r̄, it
means that two reactive sites (carboxylate groups)
of the ligand are involved in the complexation of
one metal ion Pb(II). It is strongly believed that
these two carboxylate groups are vicinal on the
polymer chain which implies the formation of
eight membered rings [1].

Elsewhere, the formation curves r̄ versus
p([HA]/h) for lead (II)-PAA systems present an
important slope for r̄ about 1 (pH=3.5 and
aM=0.15 for R=24.6; Fig. 2). One may conclude
that the stability constants of the PbA and PbA2

species are quite close and that, as a consequence,

stant of the ligand, KA
H, in the presence of metal

ions and at a given pH was determined from the
curve pKA

H= f(pH) previously established [1]. Not
significantly different results were obtained with
PAA 3×106.

The reproducibility of both cadmium (II) and
lead (II) complexation was examined by making
two determinations in each case. The experimen-
tal error on the values of log K (log K1 or log K2)
was estimated to be 90.1. The experimental error
on the values of log b102 or log B102 was estimated
to be 90.2.

Table 1
Stability constants log K1 and log K2 and corresponding pH
and pKA

H values obtained for the Cd(II)/PAA 2.5×105 and
Pb(II)/PAA 2.5×105 systems with different values of R=CA/
CM (CA=5.3 meq l−1).

R Cd(II) Pb(II)

6.4 26.113.112.9

3.73.73.03.1log K1 (r̄=0.5)a

4.04 4.15pH 3.32 3.30
pKA

Hb 4.80 4.684.684.84
log K2 (r̄=1.5)a 3.0 2.9 3.4 3.3
pH 4.57 4.69 3.69 3.82

4.724.695.06pKA
Hb 5.00

7.1 7.0log b102
c 6.1 5.9

a The error on log K1 and log K2 was estimated to be 90.1.
b The error on pKA

H was estimated to be 90.01.
c The error on log b102 was estimated to be 90.2.
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Fig. 3. Formation curves obtained for the different Metal
(II)/PAA 2.5×105 systems with the intermediate value of R
(Rc13): Cu(II), ; Ni(II), 
; Cd(II), �; Pb(II), � (CA=5.3
meq l−1).

none of the two complex species MA and MA2

becomes predominant in that domain of r̄.
In order to compare the results obtained in this

study with cadmium (II) and lead (II) to those
previously obtained with copper (II) and nickel
(II) for the same PAAs [1], we considered, for
each of the four metal ions studied, the shape of
the corresponding formation curve and the values
of the global stability constants. Fig. 3 shows the
formation curves computed for each of the four
metal ions with PAA 2.5×105 for the intermedi-
ate concentration ratio (R=CA/CMc13). Table
2 presents, for PAA 2.5×105 in the presence of
each of the four metal ions studied, the values of
log b102, log B102 as well as the values of B2; these
last values correspond to an intermediate step in
the calculation of B102 (Eq. (3)), but allow for a
comparison with most of the data found in
literature.

From Fig. 3, one can see that the formation
curves obtained for nickel (II) and cadmium (II)
have a very similar shape, presenting no decrease
of their slope above r̄=0.5. On the other hand,
the curves obtained for copper (II) and lead (II)
can also be compared because they present a
decrease of their slope for r̄ in the 1.5–2.0 range.
However, for lead (II) ions, a large plateau is
obtained which means that the PbA2 complex
species remains predominant in a much larger pH
domain than the CuA2 complex species (3.5–5.6
and 4.1–4.6 pH ranges, respectively, for Rc13).

both species exist with comparable concentrations
in that domain.

Finally, the value of r̄ increases in a very impor-
tant manner above r̄=2 (pH\5.7 and aM\0.68
for R=12.3 and pH\5.2 and aM\0.53 for R=
24.6; Fig. 2). This suggests that in that region
some other complexes may possibly be formed
besides the PbA2 complex species but their precise
nature cannot be found from the formation
curves [8–10].

Concerning the cadmium (II)-PAA systems, the
formation curves do not present any plateau for r̄
in the 0–2 range (3.4BpHB4.9 and 0.11BaMB
0.61 for R=6.3 and 3.7BpHB4.8 and 0.15B
aMB0.48 for R=12.6; Fig. 2), which means that

Table 2
Values of B2, log B102 and log b102 obtained for the different metal (II)/PAA 2.5×105 systems with different values of R=CA/CM

(CA=5.3 meq l−1)

Cu(II) Pb(II)Cd(II)Ni(II)

6.3R 26.113.112.96.413.26.612.6

3.8×10−6 1.8×10−4 9.6×10−5 6.0×10−3 4.6×10−3B2 1.7×10−3 9.1×10−4 5.5×10−6

3.503.454.434.325.31pH 5.273.893.80
5.35 4.90 4.94 4.68pKA

Ha 4.684.71 4.74 5.33
5.35.46.46.6log b102

b 7.07.15.96.1
log b102

b 6.3c 7.07.15.96.15.3c6.6c 5.5c

a The error on pKA
H was estimated to be 90.01.

b The error on log B102 and log b102 was estimated to be 90.2.
c Values from previous work [1].
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Table 3
Values of B2 found in the literature for copper (II)-PAA complexes and obtained by potentiometric measurements

ReferenceB2CA (eq l−1)Average molec- CM (mol l−1) R=CA/CMNaNO3 or KNO3

ular weight concentration
(mol l−1)

[1]6.3 1.7×10−32.5×105 8.4×10−4NaNO3 0.1 5.2×10−3

9.1×10−44.2×10−4 12.6
3.1 1.5×10−23×106 NaNO3 0.1 5.1×10−3 1.6×10−3 [1]

7.2×10−36.18.1×10−4

4.0×10−4 12.2 2.2×10−3

4.13×104–105 NaNO3 0.2 10−2 2.46×10−3 [7]
4.6×10−31.09.85×10−3

1.5×10−5–4.2×10−5 3.6–10.0 7.95×10−51.92×106 NaNO3 0.25 [8]1.5×10−4

[8]1.45×10−52.6–12.51.92×106 2.00×10−4–9.47×10−4NaNO3 0.25 2.5×10−3

4×10−2 [9]a NaNO3 0.1 1.6×10−3–1.9×10−3 2×10−4 8.0–9.5
10−3b [10]a KNO3 0.1 9.9×10−3 10−3 9.9

a Value not mentioned.
b According to the authors, only the order of magnitude should be considered.

It was also noticed for one metal ion that the
shape of the formation curves obtained with both
PAAs was identical, indicating that the difference
in the average molecular weights considered here
does not seem to have any influence on the com-
plexation phenomenon.

From Table 2, showing the results obtained
with PAA 2.5×105, we can see that whatever the
parameter considered (B2, log B102 or log b102),
the following order can be established for the
metal ions studied to form increasingly stable
complexes with PAAs:

Ni(II)BCd(II)BCu(II)BPb(II).

The same order was obtained with PAA 3×106

(data not shown).
We did not find any stability constant relative

to lead (II)-PAA complexes obtained by potentio-
metric measurements in the literature. With this
technique, only one work relative to cadmium
(II)-PAA complexes was found. Miyajima et al.
[14] studied the complexation of cadmium (II)
ions (from Cd(NO3)2 at 10−4 mol l−1) with a
2.5×103 average molecular weight PAA (3.3×
10−3 eq l−1) from the titration of the mixture

with a standard sodium hydroxide solution (0.01
mol l−1) in the presence of sodium nitrate (0.1
mol l−1) at 25°C and under a nitrogen atmo-
sphere. They estimated the stability constants of
the CdA and CdA2 complexes to be �3.2×10
(log K1=1.5) and 1.6×102 (log K2=2.2),
respectively.

In order to compare our results with those
reported in the literature and obtained by poten-
tiometric measurements, we chose to consider the
B2 value as it is the parameter most often men-
tioned by authors to describe the binding proper-
ties of PAAs. However, as most of the authors do
not give the corresponding KA

H value (the KA
H

value corresponding to the pH for which r̄=1.0),
it is not possible to deduce the log B102 value (Eq.
(3)). Unfortunately, no value of B2 was found
which was relative to cadmium (II) or lead (II)-
PAA systems.

Tables 3 and 4 present the values of B2 ob-
tained for Cu(II)-PAA 2.5×105 and Ni(II)-PAA
2.5×105 systems and the values cited in the liter-
ature. As mentioned earlier [1], the stability ‘con-
stants’ vary with many factors, e.g. the
composition of the solution [7,8,10,11]. It is gener-
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Table 4
Values of B2 found in the literature for nickel (II)-PAA complexes and obtained by potentiometric measurements

B2CA (eq l−1) CM (mol l−1) R=CA/CMAverage molecular ReferenceNaNO3 concentration
weight (mol l−1)

6.6 5.5×10−6 [1]2.5×105 8.0×10−40.1 5.2×10−3

3.8×10−64.0×10−4 13.2
3.2 2.8×10−53×106 0.1 5.1×10−3 1.60×10−3 [1]

3.3×10−56.47.9×10−4

4.0×10−4 12.7 1.5×10−5

10.01.92×106 0.25 1.5×10−4 1.5×10−5 [8]
1.9×10−45.03.0×10−5

2.5×10−4–9.5×10−4 2.6–10.0 2.4×10−71.92×106 0.25 [8]2.5×10−3

Table 5
Values of log K1 and log b102 found in the literature [15] for the complex species formed with the analogous monomers acetic acid
and glutaric acid (25°C, ionic strength=0.1 mol l−1)

Pb(II)Cd(II)Cu(II) Ni(II)

log K1=0.74a log K1=1.5690.06Acetic acid log K1=2.1590.05log K1=1.8390.06
log b102=2.68 log b102=3.5log b102=3.09 –

log K1=1.6 log K1=2.0Glutaric acid log K1=2.8log K1=2.4

a Ionic strength=0.5 mol l−1.

ally assumed that only orders of magnitude of
these constants could be given and compared [10].
We thus selected the few works performed with
PAAs in similar operative conditions [7–10].
These conditions are reported in Tables 3 and 4.

The comparison of the different B2 values ob-
tained for copper (II) or nickel (II)-PAA systems
is not easy. However, we can notice that the B2

values for the copper (II)-PAA systems are in
good agreement with those mentioned by several
authors [7,9,10]. For the nickel (II)-PAA systems,
our values are in the range of those reported by
McLaren et al. [8] (B2 in the 10−6–10−5 range for
nickel (II) from our study).

Moreover, the comparison of our results with
those obtained for metal complexes of simple
carboxylic acids, i.e. the analogous monomers
glutaric acid or acetic acid, reveals an increased
stability for the complexes of polymeric acids
([15]; Table 5). It should also be noticed that the
same order can be established for the different
metal ions to form increasingly stable complexes
with both simple carboxylic acids or PAAs.

5. Conclusion

The aim of this study was to assess the binding
properties of two poly(acrylic acids) of 2.5×105

and 3×106 average molecular weight towards
cadmium (II) and lead (II) ions in dilute aqueous
solution and to compare these results to those
previously obtained in the same conditions with
copper (II) and nickel (II) ions [1].

From our results, it was possible to establish
the following order for the different metal ions to
form increasingly stable complex species with
both PAAs studied:

Ni(II)BCd(II)BCu(II)BPb(II).

The difference in the average molecular weight of
the two PAAs did not seem to have any influence
on the complexation phenomenon.

Compared to the monomer analogs, i.e. glutaric
acid and acetic acid, it appears that PAAs are
better complexing agents. Finally, the values of
the stability constants obtained (log b102]5.3)
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suggest that the PAAs of high molecular weight
studied here could contribute to the elimination
of the different metal ions during the floccula-
tion step of contaminated water treatment.
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Abstract

Transport of Ag+ as Ag(CN)2
− ions through a bulk liquid membrane is reported. The bulk liquid membrane used

is a solution of Victoria blue (VB) in chloroform. The effects of pH of the source phase, cyanide concentration in the
source phase, sodium hydroxide in the receiving phase, and VB concentration in the organic phase on the efficiency
of the transport system were studied. The above system has a high selectivity for Ag+ and can selectively and
efficiently transport Ag(CN)2

− ion from aqueous solutions containing other cations such as alkali and alkaline earths,
Zn2+, Pd2+, Cu2+, Cd2+,Hg2+, Co2+, Fe2+, Pb2+, Ni2+, and Al3+. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Silver cyanide; Transport; Victoria blue

1. Introduction

In many analytical procedures usually a separa-
tion step is needed before the final analysis can be
performed. Often various interfering compounds
must be removed and/or the compounds of inter-
est must be enriched before determination is pos-
sible. Liquid membranes, i.e. organic liquids in
contact with two separated aqueous phases, have
many applications in the separation sciences. This
technique has been widely used for carrier facili-
tated metal ion separations [1–8], and to a lesser
degree separation of organic substances [9–12]. In

comparison with liquid–liquid extraction (which
is a common method in separation), liquid mem-
brane transport in which the extraction and strip-
ping operations are combined in a single process
reduces the solvent inventory requirement and
also allows the use of expensive and highly selec-
tive extractants, which otherwise would be uneco-
nomic in solvent extractions. Means have been
developed whereby cation transport of this type
can be coupled to free-energy gradients which
derive the flux of cations against the cation con-
centration gradient. One of the interesting possi-
bilities for the transport of a given metal ion
involves its incorporation into a complex anion in
the source phase. In such a case, due to its low
hydration energy, the resulting complex anion will

* Corresponding author. Tel.: +98-71-678-742; fax: +98-
71-678-742; e-mail: safavi@chem.susc.ac.ir.
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accompany a positively charged ion across the
organic membrane. Recently, the transport of
metal ions such as zinc, mercury, silver, palla-
dium, and gold in the anionic form of the com-
plexes has been reported [13–18].

Precious metal and metal impurities such as
copper, nickel, and iron are usually present in
anionic form after hydrometallurgical extraction
of precious metal ores [19] which can be extracted
via an ion pair extraction process. The corre-
sponding co-cation can be of various types such
as quaternary amines, protonated amines, sol-
vated cations, and cationic metal complexes [17].

Cationic dyes tend to form an extractable ion-
pair with anionic metal complexes of halide,
cyanide, thiocyanate, and other inorganic or or-
ganic anionic ligands. The extraction of anionic
complex with various cationic dyes has been ex-
tensively studied [20]. However, the study of the
permeation of anionic complexes through liquid
membranes has drawn less attention.

Victoria blue (VB) is a cationic dye which tends
to form an ion pair with bulky anions. To the best
of our knowledge no work on the use of VB as a
carrier in transport systems has been reported
previously. In this paper we describe the transport
of silver as Ag(CN)2

− in bulk liquid membranes
with VB as the carrier.

2. Experimental

2.1. Reagents

VB was purchased from BDH and used as
received. Stock solutions of silver were prepared
by dissolving silver nitrate (Merck). Reagent
grade chloroform (Fluka) was used as the organic
membrane solvent. All other chemicals used in
this study were of the highest purity available
from either Merck or Fluka and used without
further purification. Doubly distilled deionized
water was used throughout.

2.2. Apparatus

The atomic absorption spectrophotometer used
for the measurement of metal ion concentrations

was a Philips Pye Unicam SP9 instrument. pH
measurements were made with a Metrohm 691
pH-meter using a combined glass electrode.

2.3. Procedure

All transport experiments were carried out at
ambient temperature. A cylindrical glass cell (4.0
cm i.d.) holding a glass tube (2.0 cm i.d.), for
separating the two aqueous phases was used (Fig.
1). The aqueous source phase (5 ml) contained
Ag+ (5.0×10−4 M) and 0.005 M KCN buffered
at pH 5.5 with acetate buffer. The receiving phase
(10 ml) contained 0.05 M sodium hydroxide. The
chloroform solution (25 ml) containing 4.0×
10−4 M VB lay below these aqueous phases, and
bridged them. The organic layer was stirred by a
Teflon-coated magnetic bar. In the course of the
transport experiment, samples of both aqueous
phases were analyzed for metal content by atomic
absorption spectroscopy.

3. Results and discussion

VB is a cationic dye with a hydrophobic moiety
which can form an ion pair with bulky anions.
Thus, it is a desirable carrier for transport of
bulky anions such as silver cyanide. The process
of the formation of an ion pair at the aqueous
source phase–organic layer membrane interface

Fig. 1. Liquid membrane apparatus (S: source phase; R:
receiving phase; M: liquid membrane).
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Table 1
Effect of pH of the source phase on the transport of Ag(CN)2

−

iona

pH Remained (%) Transported (%)

832.0 9
79 143.0

4.0 67 18
62 255.0
58 355.5

28646.0
6.5 72 22
7.0 78 18

12858.0
90 09.0

a Experimental conditions: source phase, 5 ml 4.5×10−4M
Ag+ ion and 0.01 M KCN; liquid membrane phase, 25 ml
8.0×10−5 M VB; receiving phase, 10 ml 0.015 M NaOH; rate
of stirring, 250 rpm; time of transport, 60 min.

values probably due to the competition of OH−

with Ag(CN)2
−. From the results a pH of 5.5 was

selected for further studies.

3.2. Effect of cyanide concentration in the source
phase

The effect of cyanide concentration in the
source phase on the efficiency of Ag(CN)2

− trans-
port was studied (Table 2), and it was found that
the efficiency of silver transport increases with an
increase in cyanide concentration up to 0.005 M
potassium cyanide. At lower cyanide concentra-
tions, there was a decrease in the percentage of
transport of silver probably due to uncompleted
formation of Ag(CN)2

−. Thus, 0.005 M potassium
cyanide concentration was adopted for further
studies.

3.3. Effect of sodium hydroxide concentration in
the recei6ing phase

The effect of sodium hydroxide in the receiving
phase was also investigated (Table 3). The results
show that an increase in hydroxide concentration
up to 0.05 M increases the efficiency of silver
transport. Further increases in hydroxide concen-
trations did not improve the efficiency of trans-
port. For this reason 0.05 M sodium hydroxide
concentration was selected for the receiving phase.

and the dissociation process of the ion pair at the
membrane–receiving phase interface are suffi-
ciently fast.

In preliminary experiments, it was found that
the VB mediated transport of Ag(CN)2

− to a
neutral aqueous receiving phase is quiet low. This
is probably because of the stability of the ion pair
in the membrane. However, in the presence of
sodium hydroxide in the receiving phase
Ag(CN)2

− is replaced by OH− in the receiving
phase, and the efficiency of the transport process
is increased. In the next step, the experimental
variables such as the pH of the source phase, the
concentration of potassium cyanide in the source
phase, the concentration of sodium hydroxide in
the receiving phase, and the concentration of the
carrier in the organic layer were optimized in
order to achieve the highest efficiency in the trans-
port of Ag(CN)2

− across the membrane.

3.1. Effect of pH of the source phase

Table 1 shows the effect of pH of the source
phase on the efficiency of silver transport. The
results revealed that the maximum silver transport
occurs at pH 5.5. At lower pH values there was a
decrease in the percentage of transport of silver
probably due to decomposition of Ag(CN)2

−.The
efficiency of transport decreases at higher pH

Table 2
Effect of potassium cyanide concentration in the source phase
on the transport of Ag(CN)2

−iona

Transported (%)Concentration of KCN Remained (%)
(M)

0 90 4
26540.002

620.005 32
0.010 65 29

68 250.015
20750.020

0.025 79 18

a Experimental conditions: source phase, 5 ml 4.5×10−4M
Ag+ ion at pH 5.5; liquid membrane phase, 25 ml 8.0×10−5

M VB; receiving phase, 10 ml 0.015 M NaOH; rate of stirring,
250 rpm; time of transport, 60 min.
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Table 3
Effect of NaOH concentration in the receiving phase on the
transport of Ag(CN)2

− iona

Concentration of Transported (%)Remained (%)
NaOH (M)

0 089
0.01 71 18

28650.02
57 340.03
55 420.04

45520.05
50 440.06

a Experimental conditions: source phase, 5 ml 4.5×10−4M
Ag+ ion and 0.005 M KCN at pH 5.5; liquid membrane
phase, 25 ml 8.01×0−5 M VB; rate of stirring, 250 rpm; time
of transport, 60 min.

Fig. 2. Percent of Ag(CN)2
− vs. time in source (�) and

receiving phases (
). Experimental conditions: source phase, 5
ml 5.0×10−4 M Ag(CN)2

− ion and 0.005 M KCN at pH 5.5;
liquid membrane phase, 25 ml 4.0×10−4 M VB; receiving
phase, 10 ml 0.05 M NaOH; rate of stirring, 250 rpm.3.4. Effect of VB concentration in the organic

phase

The influence of the concentration of VB in the
organic phase on the transport efficiency of silver
was also studied. The results are shown in Table
4. As is seen the percentage transport of silver
increases with an increase in VB concentration in
the organic phase. Maximum transport occurs at
a concentration of about 4.0×10−4 M VB. Fur-
ther excess of the carrier had no considerable
effect on the transport efficiency. Thus, a concen-

tration of 4.0×10−4 M VB was adopted for
further studies.

As an additional experiment the above opti-
mization processes were performed on two other
concentrations of silver ion. The optimum condi-
tions with respect to OH− concentration in the
receiving phase and VB concentration in the
membrane obtained for the transport of 1×10−3

and 1×10−4 M silver were similar to the opti-
mum concentrations for the transport of 5×10−4

M silver (i.e. 0.05 M OH− and 4.0×10−4 M
VB). Thus, excess concentrations of OH− and VB
do not affect the efficiency of transport experi-
ments. The optimum concentration of cyanide in
the source phase was different for different ranges
of silver concentration, however, a cyanide:silver
ratio of about 10 was found to be suitable.

3.5. Effect of time

Additionally, the concentration–time profile of
silver cyanide transport was studied. Fig. 2 shows
a rapid rise in metal concentration in the receiving
phase as well as a sharp decrease in silver concen-
tration in the source phase during the first 100
min of transport. After this time concentrations of
silver in the aqueous phases are independent of
time.

Table 4
Effect of VB concentration in the organic phase on the trans-
port of Ag(CN)2

− iona

Remained (%)Concentration of VB Transported (%)
(×10−4 M)

0 96 2
0.40 2272

460.80 42
20 611.20

81.60 75
2.40 3 79

2 943.20
9504.00

4.80 0 94

a Experimental conditions: source phase, 5 ml 4.5×10−4M
Ag+ ion and 0.005 M KCN at pH 5.5; receiving phase, 10 ml
0.05 M NaOH; rate of stirring, 250 rpm; time of transport, 60
min.
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3.6. Reproducibility of bulk liquid membrane
technique

The reproducibility of the above system was
studied by performing eight replicate transport
experiments. The R.S.D. was found to be 1.9%.

3.7. Selecti6ity of bulk liquid membrane technique

The selectivity of the above system for trans-
port of silver over other cations in equimolar
mixtures is illustrated in Table 5. In addition to
the above cations, the interference effects of alkali
and alkaline earth cations were also studied. All
of these cations remained completely in the source
phase. As is seen the system is very selective, and
none of the cations studied interferes with this
system.

Fig. 3. Simplified representation of the transport mechanism of
Ag(CN)2

− by VB.

3.8. Suggested mechanism

From the results obtained, the following mech-
anism is suggested for the transport of silver
across a liquid membrane containing VB (Fig. 3).
In the source phase silver forms an anionic com-
plex (Ag(CN)2

−). VB is a cationic dye with a
single positive charge. In the source phase–or-
ganic phase interface VB forms an ion pair with
silver cyanide and extracts it into the organic
phase. At the receiving phase–organic phase in-
terface, silver cyanide is abstracted from the or-
ganic phase while OH− is given back to the
carrier. A similar mechanism has been reported
previously for the transport of a metal ion com-
plex with thiocyanate [21].

4. Conclusion

A transport system for silver as a silver cyanide
ion through a bulk liquid membrane system con-
taining VB as the carrier was studied and it was
found that VB is an excellent carrier for selective
and efficient transport of silver. This study
demonstrates the usefulness of the liquid mem-
brane technique for making it possible to combine
extraction and stripping operations in a single
process and reducing the solvent inventory re-
quirements. In conclusion, therefore, the above
system, which is specific for silver is a potential
candidate for practical use in silver separation,
especially as it has the advantage of low solvent
requirement, high precision, efficiency, selectivity,
simplicity, and speed.

Table 5
Transport of Ag+ for a competitive experiment with an
equimolar mixture of foreign ionsa

TransportedRemained (%)CationMixture of
(%)cations

92Ag+, Hg2+, Ag+ 0
Ni2+, Co2+

Hg2+ 100 0
100 0Ni2+

100Co2+ 0

94Ag+, Pd2+, Ag+ 0
Cd2+, Fe2+

Pd2+ 100 0
094Cd2+

Fe2+ 090

95Ag+, Zn2+, 0Ag+

Cu2+

90 4Zn2+

87 8Cu2+

97Ag+, Pb2+, Ag+ 0
Al3+

Pb2+ 0100
95Al3+ 0

a Experimental conditions: source phase, 5 ml 4.01×0−4M
Ag+ ion and 0.005 M KCN at pH 5.5; liquid membrane
phase, 25 ml 4.01×0−4 M VB; receiving phase, 10 ml 0.05 M
NaOH; rate of stirring, 250 rpm; time of transport, 100 min.
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Abstract

In the present paper, a solid phase extraction system for separation and preconcentration of nickel (ng g−1) in
saline matrices is proposed. It is based on the adsorption of nickel(II) ions onto an Amberlite XAD-2 resin loaded
with 1-(2-pyridylazo)-2-naphthol (PAN) reagent. Parameters such as the pH effect on the nickel extraction, the effect
of flow rate and sample volume on the extraction, the sorption capacity of the loaded resin, the nickel desorption
from the resin and the analytical characteristics of the procedure were studied. The results demonstrate that nickel(II)
ions, in the concentration range 0.10–275 mg l−1, and pH 6.0–11.5, contained in a sample volume of 25–250 ml, can
be extracted by using 1 g Amberlite XAD-2 resin loaded with PAN reagent. The adsorbed nickel was eluted from the
resin by using 5 ml 1 M hydrochloric acid solution. The extractor system has a sorption capacity of 1.87 mmol nickel
per g of Amberlite XAD-2 resin loaded with PAN. The precision of the method, evaluated as the R.S.D. obtained
after analyzing a series of seven replicates, was 3.9% for nickel in a concentration of 0.20 mg ml−1. The proposed
procedure was used for nickel determination in alkaline salts of analytical grade and table salt, using an inductively
coupled plasma atomic emission spectroscopy technique (ICP-AES). The standard addition technique was used and
the recoveries obtained revealed that the proposed procedure shows good accuracy. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Nickel preconcentration; Solid phase extraction; Inductively coupled plasma atomic emission spectroscopy; Alkaline salts

1. Introduction

The determination of nickel traces in saline
matrices by inductively coupled plasma atomic

emission spectrometry (ICP-AES) is difficult, be-
cause the aspiration of solutions with high salt
concentrations in the plasma can cause problems
such as blockage of the nebulizer, considerable
background emission, and transport and chemical
interferences with a consequent drop in sensitivity
and precision [1–4]. Thus, trace determination in
saline solutions always needs a prior separation.

* Corresponding author. Tel: +55-71-2375784/2375785;
fax: +55-71-2355166/2374117; e-mail: slcf@ufba.br.
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Several papers on this subject have appeared
in the literature [5–9]. The process involving ex-
traction in the solid phase has received more
acceptance due to a number of possible advan-
tages including availability of the solid phase,
getting large preconcentration factors, and the
facility for enrichment using systems with con-
tinuos flow, besides this they dispense with the
need of organic solvents which are usually toxic
[10].

A chelating sorbent loaded with dithizone [5]
was obtained by chemical reaction with styrene-
DVB (5%) copolymer as matrix. It was used for
the preconcentration of nickel and other metals.
A column containing silica loaded with 8-hy-
droxyquinoline [6] was used for preconcentration
and determination of nickel, iron, zinc and cop-
per by GFAAS. A procedure [7] for preconcen-
tration of nickel, cadmium, cobalt, copper,
manganese, lead and zinc was developed. In it,
the metal cations were complexed with di-
ethyldithiocarbamate, adsorbed on a C18 column
and eluted with methanol. Amberlite XAD-2
chemically modified with alizarin red-S [8] and
pyrocatechol violet [9] was recommended for the
preconcentration and determination of nickel
and other metals by spectrometric techniques.

This paper proposes an analytical procedure
for the preconcentration and determination of
nickel in alkaline salts, using atomic emission
spectrometry with inductively coupled plasma,
after chelation onto a column containing Am-
berlite XAD-2 resin loaded with 1-(2-pyridy-
lazo)-2-naphthol (PAN).

Amberlite XAD-2 (polystyrene-divinylbenzene
polymer) is a resin very used in preconcentration
procedures. In our laboratory, it has been used
in the preconcentration and simultaneous deter-
mination of zinc and copper in natural waters
[11].

PAN is a chromogenic reagent proposed sev-
eral times for spectrophotometric determinations
of metal cations [12]. It reacts with the nickel
(II) cation, forming a stable complex of compo-
sition 1:2 nickel(II)–PAN. The complex formed
has a red color.

2. Experimental

2.1. Apparatus

An Applied Research Laboratories model 3410
minitorch sequential inductively coupled plasma
spectrometer with an IBM PC-AT computer was
used. The emission measurements were made us-
ing the conditions given in Table 1. A nickel
calibration graph (0–2.0 mg ml−1) was obtained
using solutions prepared from 1 mg ml−1 stock
solution. The limit of detection and the back-
ground equivalent concentration (BEC) were 16

Table 1
Operating parameters for the inductively coupled plasma spec-
trometer

1 m, Czerny-Turner, vacuumSpectrometer
Grating 2400 grooves mm−1, holographic
Bandwidth 13 pm, 1st order

7 pm, 2nd order
Slit widths 20 mm

PMT R955 Hamamatsu

RF generator Crystal controlled solid state exciter,
class AB2 amplifier, 27.12 MHz
650 WForward

power
B5 WReflected

power

3-Tube minitorch (ARL)Torch
Observation 9 mm Above load coil
height

Meinhard concentric glassNebulizer
Spray cham- Conical glass 45 ml volume, impact

sphereber
Pump Peristaltic, Gilson Minipuls2
Sample up- 2.5 ml min−1

take
7.5 l min−1Outer argon

flow
0.8 l min−1Intermediate

argon flow
0.8 l min−1Carrier argon

flow

Wavelength 221.646 nm

5 sSignal integra-
tion time

Integration for 3
determination
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and 98 mg l−1, respectively. The correlation co-
efficient was 0.9994.

An Ismatec peristaltic pump model Reglo fur-
nished with tygon tubes were employed to propel
the sample solutions. A 300 ANALYSER pH
meter was used to measure the pH values.

2.2. Reagents

All reagents were of analytical reagent grade
unless otherwise stated. Double distilled water
was used for the preparation of solutions. The
nitric acid and hydrochloric acid were of supra-
pur quality (Merck). The laboratory glassware
was kept overnight in a 5% nitric acid solution.
Before use, the glassware was washed with deion-
ized water and dried in a dust-free environment.

The nickel solution (10.00 mg ml−1) was pre-
pared by diluting a 1000 mg ml−1 nickel solution
(atomic absorption, Aldrich) using a 5% hy-
drochloric acid solution. The PAN solution
(0.10%) was prepared by dissolving 0.25 g PAN
(Aldrich) in 250 ml ethanol. The hexamine buffer
solution (pH 6.5) was prepared by dissolving
56.0 g hexametilenetetramine in 1000 ml deion-
ized water and the pH adjusted with 5% hy-
drochloric acid solution.

2.3. Preparation of the Amberlite XAD-2 column
loaded with PAN

XAD-2 was treated with an ethanol–hy-
drochloric acid–water (2:1:1) solution over night.
Later, the resin was rinsed with deionized water
until it was pH neutral, being dried in an oven at
a temperature of 110oC for 3 h.

The packing of the column must be done us-
ing ethanol as eluent because with water the
grains of resin float. The resin is saturated with
the reagent by elution of 10 ml of a 0.10% PAN
solution in ethanol at a flow rate of 0.50 ml
min−1. Later it is rinsed with water until the
complete elimination of excess reagent occurs.
All experiments were done in glass columns with
a 0.80 cm i.d. and length of 15 cm, containing 1g
XAD-2. Before the sample elution the column
must be preconditioned by passing a buffer solu-
tion.

2.4. Procedure for the sorption of nickel(II) on
the Amberlite XAD-2

Transfer 25–200 ml of the sample solution
containing nickel in the concentration range
0.10–275 mg l−1 to a 250 ml beaker, add 10 ml
of buffer solution pH 6.5. This solution must be
passed through the column at a flow rate of 0.60
ml min−1. After passing this solution, the
column was rinsed with 10 ml of deionized wa-
ter. The adsorbed nickel(II) on the column was
eluted with 5 ml 1 M hydrochloric acid solution,
at a flow rate of 0.60 ml min−1. The eluent was
collected in a 10-ml volumetric flask with dilu-
tion using 1 M hydrochloric acid solution and
the nickel determinate by the ICP-AES tech-
nique.

3. Results and discussion

3.1. pH effect on the nickel sorption onto
Amberlite XAD-2 resin

The effect of pH on the sorption of nickel(II)
ions was studied and the results demonstrated
that it is maximum and quantitative (\95%) in
the pH range 6.0–11.5, as can be seen in Fig. 1.
pH control was done using an acetate buffer
with pH 4.0–6.0, a hexamine buffer with pH 6.5,
a borate buffer pH 8.0 and an ammonium buffer
with pH 10.0. For pH 11.5 a solution of sodium
hydroxide was used. In the proposed procedure,
a hexamine buffer with pH 6.5–7.0 is recom-
mended because at alkaline pH the PAN reagent
reacts with other metallic ions.

3.2. Effect of flow rate and sample 6olume

The effect of flow rate on nickel retention was
examined by varying the flow rate from 0.30 to
2.50 ml min−1 under optimum conditions. The
results demonstrated that the retention of nickel
on the resin is quantitative (\95%) only for a
flow rate lower than 0.60 ml min−1. The effect
of the sample volume on the nickel extraction
was investigated by passing 25, 50, 100, 200 and
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Fig. 1. Effect of pH on the nickel sorption on the XAD-2 column.

250 ml through the column at a constant flow-rate
of 0.60 ml min−1. In all cases the recovery ob-
tained was higher than 95%.

3.3. Effect of electrolytes on the sorption of the
nickel

The influence of electrolytes on the sorption of
nickel(II) ions in the proposed system was also
studied. The results demonstrated that the extrac-
tion is quantitative (\95%) even in the presence
of 200 ml 30% sodium chloride solution or 200 ml
30% potassium nitrate. The salts used in this
experiment were of suprapur quality (Merck).

3.4. Sorption capacity

The sorption capacity of the Amberlite XAD-2
resin loaded with PAN for the extraction of nickel
was also determined. Increasing amounts of nickel
were added to a column containing 1.0 g of
loaded resin. The results demonstrated that the
resin has a sorption capacity of 1.87 mmol nickel
per g XAD-2 resin. Under conditions of maxi-
mum adsorption the distribution coefficient was
higher than 1.0×104 l kg−1.

3.5. Nickel desorption from XAD-2 resin

In order to determine the nickel desorption
from resin 5.0 ml solutions of hydrochloric acid
with concentrations of 0.10, 0.50, 1.0 and 2.0 M
were tested. The results demonstrated that the
desorption is acceptable (\95%) for solutions
with concentrations ]1 M. In this procedure a
concentration of 1 M is recommended.

3.6. Application

The proposed procedure can be applied to the
preconcentration and separation of nickel, in the
concentration range 0.10–275 mg l−1, contained
in a solution volume of 25–250 ml, by using of 1
g Amberlite XAD-2 resin loaded with PAN
reagent.

The precision of the method, evaluated as the
R.S.D. obtained after analyzing a series of seven
replicates, was 3.9% for nickel in a concentration
of 0.20 mg ml−1.

The method proposed was applied for nickel
determination in alkaline salts and table salt. A
volume of 200 ml of the sample solution at a
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Table 2
Determination and recovery of nickel in alkaline salt samples

Nickel found * (ng g−1 salt) Recovery (%)Sample Concentration added (ng g−1 salt)

0 3492 –NaCl
500 94504916

0 4998NaNO3 –
95526910500

0 3893KNO3 –
523914 97500

0 3994KCl –
103554914500

7898 –Table salt 0
500 548916 94

* At 95% confidence level.

concentration of 30% was used during the analy-
ses. The standard addition technique was applied
and the recoveries obtained revealed that the pro-
posed procedure has good accuracy. The results
are described in Table 2.

4. Conclusions

The present paper is opportune considering the
analytical problem of trace determination in sa-
line matrices by ICP-AES, and the fact that nickel
is frequently present at trace levels in these
substances.

The great advantages of this procedure are: (i)
preparation of the extractor system is simple and
fast; (ii) the elution step does not involve the use
of organic solvents as in other procedures; (iii)
during the nickel desorption the PAN reagent
remains in the resin, allowing use of the column
several times; (iv) the proposed procedure can be
adapted easily for preconcentration and determi-
nation of nickel by the flow injection analysis
technique.

The recovery obtained, measured by the stan-
dards addition technique, revealed that the pro-
posed procedure shows good accuracy.

The procedure proposed was applied for nickel
determination in alkaline salts by using ICP-AES,
however it can be used for other samples and

using other analytical methods such as AAS and
GFAAS.
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Abstract

Studies of speed, resolution, and selectivity have shown that packed column supercritical fluid chromatography
(PCSFC) is a viable technique for the isocratic, isothermal and isobaric separation of seven anticonvulsants, viz.,
phenobarbitone, phenytoin sodium, phethenylate sodium, nitrazepam, clonazepam, carbamazepine, and primidone,
and their simultaneous estimation. The drugs were eluted from a JASCO, RP-C18 (250×4.6 mm) 10 m packed column
with a binary mobile phase of carbon dioxide and methanol, using ibuprofen as the internal standard. The effect of
pressure, temperature, modifier concentration, and the rate of flow of CO2 on retention and selectivity of all the
analytes were studied and the parameters optimised. Without methanol in the mobile phase none of the solutes eluted.
Changing modifier concentration was the most effective physical parameter for changing retention and selectivity. The
analytes were detected using a UV detector at 215 nm. An arbitrary mixture of eight components was baseline
resolved in �7 min. The study includes a successful attempt at quantification of the drugs. Chromatographic and
analytical figures of merit have been listed. The present work holds promise for a possible replacement of HPLC with
SFC for the separation and assay of drugs of different families. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: PCSFC; Phenobarbitone; Phenytoin sodium; Phethenylate sodium; Nitrazepam; Clonazepam; Carbamazepine; Primi-
done; Separation; Estimation

1. Introduction

Interest in the applicability of packed column
supercritical fluid chromatography (SFC) in phar-
maceutical and drug analysis in the last few years

has increased. Recent publications [1–5] have
highlighted the ability of packed column SFC to
separate basic drugs of the same ‘family’. How-
ever little interest has been shown on the general
applicability of the method to an arbitrary group
of drugs which are basically of different chemical
structures and polarities but are comparable in
their pharmacological effects. Nor has much in-
terest been shown in the methods of quantifica-* Corresponding author. Fax: +91-22-6133400.
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tion of drugs and pharmaceuticals using SFC.
Bhoir [6,9], Bari [7] and Patel [8] have attempted
the simultaneous isocratic separation and esti-
mation of several drugs in bulk and dosage
forms. The present group of drugs, viz., pheno-
barbitone, phenytoin sodium, phethenylate
sodium, nitrazepam, clonazepam, carba-
mazepine, and primidone form a group of anti-
convulsant drugs which are used for the
treatment and prophylaxis of epileptic seizures.
The present paper reports a successful, isocratic,
simultaneous separation and full validation of
the determination of the seven drugs using
PCSFC employing carbon dioxide doped with
methanol. Ibuprofen was used as the internal
standard for quantitation. The structures of
these eight drugs are listed in Fig. 1. The
present work involves method development for
the separation of the above-mentioned seven an-
ticonvulsants and forms part of an on-going
programme to explore the possibilities of the re-
placement of HPLC with PCSFC for the analy-
sis of drugs.

2. Experimental

The apparatus used was a JASCO supercriti-
cal fluid chromatograph-900 series configured
for dynamic mixing with a 2-pump system of
JASCO-PU 980. The instrument incorporated an
on-line organic modifier addition facility to the
supercritical fluid mobile phase. The rate of flow
of CO2 and the modifier could be changed from
0.01 to 10.0 ml min−1. The apparatus was capa-
ble of giving pressures in the range 6.86–44.88
MPa and temperatures in the range 30–80°C.
Furthermore, the use of a variable restrictor al-
lowed for a constant flow rate of the fluid, thus
producing stability in system pressure. These
system improvements have made SFC more ac-
curate and precise. The temperature of the
column could be kept at any desired point be-
tween 30–80°C using a JASCO-CO-965 oven. A
Rheodyne injector, model-7125 with a 20 ml ex-
ternal loop was used to introduce the sample
into the column. The analytes were separated on

Fig. 1. Structure of the drugs: (1) ibuprofen (2), phenobarbi-
tone, (3) phenytoin sodium, (4) nitrazepam, (5) clonazepam,
(6) phethenylate sodium, (7) carbamazepine, and (8) primi-
done.
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Fig. 2. Wavelength study. The conditions were as follows: 16.67% (0.6 ml min−1) methanol in CO2 at 3.0 ml min−1, 45°C, 9.81
MPa, and 20 ml injected. (1) Series 1, ibuprofen; (2) series 2, phenobarbitone; (3) series 3, phenytoin sodium; (4) series 4, nitrazepam;
(5) series 5, clonazepam; (6) series 6, phethenylate sodium; (7) series 7, carbamazepine; and (8) series 8, primidone.

a JASCO, RP-C18 (250×4.6 mm) 10 m packed
column. The detection was done using a JASCO-
UV–vis detector, equipped with a 4 ml high pres-

sure flow cell of 5 mm path length. Borwin chro-
matographic software was used for data
integration.
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Fig. 3. Effect of modifier concentration on retention time. The conditions were as follows: 6.25–18.92% methanol in CO2 at 3.0 ml
min−1, 50°C; 9.81 MPa, and 20 ml injected. UV Detection at 215 nm. The retention order was as follows: (1) series 1, ibuprofen;
(2) series 2, phenobarbitone; (3) series 3, phenytoin sodium; (4) series 4, nitrazepam; (5) series 5, clonazepam; (6) series 6,
phethenylate sodium; (7) series 7, carbamazepine; and (8) series 8, primidone.
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Fig. 4. Effect of pressure on retention time. The conditions were as follows: 14.29% (0.5 ml min−1) methanol in CO2 at 3.0 ml
min−1, 50°C, 7.18–31.83 MPa, and 20 ml injected. Detection at 215 nm. The retention order was as follows: (1) series 1, ibuprofen;
(2) series 2, phenobarbitone; (3) series 3, phenytoin sodium; (4) series 4, nitrazepam; (5) series 5, clonazepam; (6) series 6,
phethenylate sodium; (7) series 7, carbamazepine; and (8) series 8, primidone.

3. Materials and reagents

The methanol used was of E. Merck, HPLC
grade. The drug samples and the internal standard

were received in solid state from different U.K.
companies with certified copies of analysis. The
carbon dioxide used was 99.9% pure obtained from
the Bombay Carbon Dioxide Company, Mumbai.
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Fig. 5. Effect of temperature on retention time. The conditions were as follows: 14.29% (0.5 ml min−1) methanol in CO2 at 3.0 ml
min−1, 32.5–65°C, 9.81 MPa, and 20 ml injected. Detection at 215 nm. The retention order was as follows: (1) series 1, ibuprofen;
(2) series 2, phenobarbitone; (3) series 3, phenytoin sodium; (4) series 4, nitrazepam; (5) series 5, clonazepam; (6) series 6,
phethenylate sodium; (7) series 7, carbamazepine; and (8) series 8, primidone.

4. Preparation of solutions

Separate stock solutions of all the seven drugs

and the internal standard (ibuprofen) were made
by dissolving 100 mg of the analyte in 100 ml
methanol. Stock solution containing 100 mg ml−1
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Fig. 6. Effect of CO2 flow rate on retention time. The conditions were as follows: 0.5 ml min−1 methanol in CO2 at a flow rate of
1.5–4.0 ml min−1, 50°C; 9.81 MPa, and 20 ml injected. UV Detection at 215 nm. The retention order was as follows: (1) series 1,
ibuprofen; (2) series 2, phenobarbitone; (3) series 3; phenytoin sodium; (4) series 4, nitrazepam; (5) series 5, clonazepam; (6) series
6, phethenylate sodium; (7) series 7, carbamazepine; and (8) series 8, primidone.

of all the five solutes was prepared by diluting
in a 10-fold stage the initial solutions of 1 mg
ml−1. Mixtures of the drug solutions were

prepared by pipetting out appropriate quantities
of individual stock solutions and then mixing
them.
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Fig. 7. Typical SFC separation of seven anticonvulsants eluted from a JASCO-RP-C18 (250×4.6 mm) 10 m column. The conditions
were as follows: 14.29% (0.5 ml min−1) methanol in CO2 at 3.0 ml min−1, 50°C, and 9.81 MPa outlet pressure. The retention order
was as follows: (1) ibuprofen �1.45 (I.S.), (2) phenobarbitone �1.97, (3) phenytoin sodium �2.63, (4) nitrazepam �3.11, (5)
clonazepam �3.78, (6) phethenylate sodium �4.49, (7) carbamazepine �5.17, and (8) primidone �6.22.

5. SFC of anticonvulsants

The immediate problem of separation of a
group of compounds by SFC is the choice of
pressure, temperature and modifier concentration.
The effect of each of these factors on retention
times of these drugs was first measured individu-
ally. Retention time curves were found to intersect
at some values of the parameters studied. Opti-
mised parameters were found from the curves by
choosing those parameters whose retention times
could be separated as much as possible and where
satisfactory chromatographic figures of merit like
resolution (R), capacity factor (k �), symmetry fac-
tor (T), and no. of plates (N) are obtained.

As all the analytes are soluble in methanol,
methanol could be considered as a modifier.

Method development was done by trial and error,
changing pressure, temperature and modifier
concentration.

6. Results and discussions

6.1. Wa6elength study

Fig. 2 depicts the effect of wavelength on the
peak responses (peak heights) of the seven anti-
convulsants and the internal standard. For this
study 20 ml of the individual drug solutions con-
taining 10 mg ml−1 of each drug were injected at
an arbitrary pressure of 9.81 MPa, 45°C tempera-
ture and with a modifier concentration of 16.67%
(0.6 ml min−1) methanol in carbon dioxide at 3.0
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Table 1
Chromatographic figures of merit for the drugs

Selectivity (a)Capacity factor (k �) No. of plates (N) Resolution (R)Drug RRT Symmetry factor
(T)

–580 –Ibuprofen 1.071.00 1.00
637 1.16Phenobarbitone 1.36 1.03 1.691.81

1.561.32758Phenytoin 2.831.131.81
sodium

1057 1.02Nitrazepam 2.14 1.00 3.57 1.26
1188 1.28Clonazepam 2.61 1.05 4.57 1.28

1.261392 1.23Phethenylate 5.641.003.10
sodium

6.69 1400 1.11 1.19Carbamazepine 3.57 1.07
8.29 1667Primidone 1.564.29 1.241.12

ml min−1. The range of wavelength studied was
from 210 to 250 nm. It can be seen from Fig. 1
that an optimised compromise wavelength can be
chosen at 215 nm for the simultaneous estimation
of all the seven drugs.

6.2. Effect of modifier concentration on retention
time

Modifier concentrations were changed from
6.25 to 18.92% methanol (v/v) at an arbitrary
pressure of 9.81 MPa and a temperature of
45.0°C, with flow rates of CO2 constant at 3.0 ml
min−1 and varying the methanol flow rate from
0.2 to 0.7 ml min−1. For these experiments 20 ml
of individual drug solutions containing 10 mg
ml−1 of the analytes were injected. Detection was
at 215 nm. Fig. 3 shows the relationship between
the modifier concentrations and retention times of
the eight analytes at 45°C and 9.81 MPa. As can
be seen from the figure the retention times de-
crease with increased modifier concentration and
nearly merged above 16% concentration. At
14.29% (0.5 ml min−1) modifier, optimum reten-
tion times are obtained, with baseline resolved
peaks for all the eight analytes. The run time was
nearly 7 min.

6.3. Effect of pressure on retention time

The range of pressures studied was from 6.86 to
31.83 MPa. Fig. 4 shows the relationship between

pressures and retention times of the eight ana-
lytes. The modifier concentration was kept con-
stant at 14.29% methanol and the temperature
was kept at 50°C. The effect of pressure was
found to be minimal and followed the same pat-
tern for all the compounds through the range
studied. Favourable separation conditions were
obtained at a pressure of 9.81 MPa. For a given
column and temperature the retention generally
decreased as the operating pressure was increased
because the fluid density increases at higher
pressures.

6.4. Effect of temperature on retention time

Fig. 5 depicts the effect of temperature on the
retention times, keeping the other parameters as
before. The temperature of the column was varied
from 32.5 to 65°C. Fig. 5 shows that 50°C is the
optimum temperature as there is enough separa-
tion at this temperature. The choice of this tem-
perature strikes a balance between selectivity and
run time. Actual experimentation showed that no
discernible pattern was obtained at 55°C and
above.

6.5. Effect of CO2 flow rate on retention time

Fig. 6 shows the relationship between the CO2

flow rate and retention times of the eight analytes
at 0.5 ml min−1 methanol, 9.81 MPa pressure and
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Table 2
Linear regression (least-squares fit) data for the calibration curves

Syxr2Slope (m9Sm)Drug Intercept (b9Sb)Concentration range (mg ml−1)

−0.0690.12 0.999Phenobarbitone 0.50–10.00 0.200.5190.02
0.999 0.05Phenytoin sodium 0.50–10.00 0.4190.01 0.0290.03

0.0290.01 0.999Nitrazepam 0.25–10.00 0.8890.01 0.02
0.0590.03 0.050.9991.2390.01Clonazepam 0.25–10.00
0.0390.04 0.999Phethenylate–sodium 1.00–10.00 0.050.1890.01

0.999 0.12Carbamazepine 0.25–10.00 0.7690.01 0.0190.06
0.0390.01 0.999Primidone 1.00–10.00 0.020.1390.01

50°C temperature. The CO2 flow rate was varied
from 1.5 to 4.0 ml min−1 and thus the modifier
concentrations also changed from 25.0 to 11.1%.
The rule that doubling the rate of flow results in a
halving of the retention time does not seem to be
applicable here as the concentration of the
modifier was also changing simultaneously. The
reversal of the trend in retention times in Fig. 6
could be attributed to the same cause. It is dis-
cernible from Fig. 6 that the optimised CO2 flow

rate can be selected as 3.0 ml min−1 for isocratic
separation of all the eight drugs; with symmetrical
baseline resolved peaks.

7. Optimization of parameters

Experimentation revealed that a pressure of
9.81 MPa, a temperature of 50°C and 14.29% (0.5
ml min−1) methanol, in CO2 at a flow rate of 3.0

Table 3
Accuracy and precision of the method

Spiked concentration (mg ml−1) Found concentration (mg ml−1)Drug C.V. (n=5)

1.811.08Phenobarbitone 1.00
1.605.115.00

10.09 1.2010.00

1.00 1.01 3.12Phenytoin sodium
5.00 5.18 2.04

10.04 0.3510.00

1.051.00Nitrazepam 2.54
5.03 1.185.00

10.10 0.2510.00

1.00 1.03 1.46Clonazepam
5.00 5.09 0.53

10.00 10.13 0.54

1.071.00Phethenylate sodium 3.30
5.00 5.12 0.34

10.00 10.14 0.62

0.991.00Carbamazepine 3.71
5.00 5.07 0.56

0.5910.2110.00

1.14 2.98Primidone 1.00
5.06 0.985.00

10.00 10.25 1.15
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ml min−1 provided the maximum selectivity and
most efficient separation of the seven anticonvul-
sants and the internal standard as evidenced from
the typical chromatogram (Fig. 7) of the eight
drugs at 200 ng ml−1 of each analyte in the
mixture and from the chromatographic figures of
merit listed in Table 1.

8. Estimation of the seven anticonvulsants

For linearity studies seven different concentra-
tions of the individual drug (concentration ranges
given in Table 2) with the internal standard con-
stant at 2 mg ml−1 were assayed (n=5) under the
optimized SFC conditions. After ascertaining the
linearity of the peak responses (peak height ratios
of drug:i.s.), 20 ml of a mixture of all the seven
drugs was injected. The concentration ranges of
the different drugs are listed in Table 2.

For convenience only the peak height ratios are
mentioned here, even though the peak area ratios
were also found to be linear. Linear regression
least squares fit data obtained from the measure-
ments are given in Table 2. The respective slopes
m9Sm, and the intercepts b9Sb, the regression
factors and the S.D. of the residuals from the
linear least squares regression are all quoted in
Table 2.

The minimum quantifiable concentration
(MQC) listed in Table 2 is a compromise due to
the selection of one wavelength for all the com-
pounds. It could be improved by a more selective
choice of UV-wavelength if only one or two of the
drugs are to be determined.

9. Accuracy and precision of the method

A study of precision and accuracy was per-
formed by assaying three composite solutions of
low, medium and high concentrations. The peak
height ratios of drug:i.s. obtained were then re-
lated to the slopes and intercepts mentioned in
Table 2 to obtain the analytical recoveries. Table

3 lists the recoveries of the drugs from a series of
spiked concentrations and shows that the R.S.D.
does not exceed 4% for all the compounds.

10. Conclusions

Packed column SFC has been shown to be
suitable for the separation and quantitative esti-
mation of seven anticonvulsants, widely varying
in their chemical structures, but with similar phar-
macological properties. As the total run time is
only 8 min the technique is fast. The paper pre-
sents in a condensed manner the methods of
determination of seven different anticonvulsants.
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Abstract

This paper suggests a non-conventional approach towards the correct determination of stability constants Kijk of
mixed complexes from the results of potentiometric titrations. The method is based on inaccurate (in principle) results
of titrations made in isomolar titrand–titrant systems. The data thus obtained are validated on the basis of
relationships between log Kijk and relative error (%e) of the determination of an analyte concentration. Accurate
values for Kijk are calculated for the set (ijk) of possible complexes. The accuracy depends on the degree of linearity
between the variables considered. The model obtained was thoroughly tested on the system containing malonic acid
together with sodium and potassium nitrates. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Potentiometric titration; Stability constants of complexes; Curve fitting

1. Introduction

Potentiometry is a widely accepted method
providing accurate, reliable results as well as a
convenient investigative tool applied to elec-
trolytic systems. It possesses a number of at-
tributes that make it a useful and sensitive tool
allowing accurate equilibrium data to be obtained

for complexes formed within the system; these
data can be provided efficiently [1]. Moreover, it
withstands the contemporary demands put on the
information gained from analytical procedures:
speed, simplicity of operation, reliability, analyti-
cal performance and automation. A great infor-
mative potential inherent in it should be
particularly stressed. Potentiometric (pH-metric)
titration provides the data (Vj, Yj), where Vj is the
volume of titrant added at j-th point of titration,
Yj is the experimental value (i.e. pHj or potential
Ej) found at this point.

* Corresponding author. Tel.: +48-12-33-03-00; fax: +48-
12-33-33-74.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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The stringent requirement concerned with vali-
dation of physicochemical data is (or rather
should be) an important part of research proce-
dures made in this area of activity. Taking into
account the obvious fact that measurements of
Yj are loaded in principle by systematic errors,
the matter in question is an approach that en-
ables the erroneous data to be applied for the
evaluation of true values for the parameters con-
sidered. This approach, in comparison with the
procedures applied previously, provides a dis-
tinct step towards better evaluation of the data.
An example of some procedures of this kind is
provided in Fortuin’s paper [2].

Another approach to these systems was sug-
gested by Michalowski [3–6] who drew attention
to the linear relationships between relative error
(%e) of an analyte concentration and related
pK= − log K or standard potential (Eo) values.
Expressions for K=Kso (solubility product) and
Eo, originated there from sophisticated formulae,
were derived for diluted titrand+ titrant systems
[5]. The linearity between log K (or pK) and %e
enables us to evaluate K= (K)%e=0 by perpen-
dicular projection of the point referred to %e=
0 on the ordinate axis.

A similar approach was subsequently applied
to more complex systems with polybasic organic
acid involved in concentrated titrand+ titrant
isomolar systems of high ionic strength values
[7]. Conditional equilibrium constants (xi) of the
kind defined in the literature [7–9] were evalu-
ated there. Values for coefficients of linear corre-
lation between the variables assumed were
usually close to +1 or −1.

High ionic strength values of electrolytic solu-
tions yield incorrect values of the activity coeffi-
cient ( f ) for hydrogen ions based on empirical
extensions of the Debye–Hückel and Davies
equations [10] reliant solely on the ionic
strength. A widely accepted opinion is that some
basic assumptions (e.g. constant dielectric perme-
ability of the ionic medium) in the Debye–
Hückel theory are doubtful and cannot be
recognised, even for diluted solutions. On the
other hand, an indubitable effect of a basal form
of a weak acid on the activity coefficient ( f ) of
hydrogen ions is not considered there. The prob-

lems encountered provide arguments for the ap-
plication of an aligning approach, similar to the
one used for evaluation of other physicochemical
data, e.g. equilibrium constants of complexes. In
the present paper, the f-value is one of the
parameters evaluated in the optimisation proce-
dure, while the value of pH measured is defined
as − log h, where h is the activity of hydrogen
ions.

The possible complexes formed between
cations of alkali metals and basal forms of (par-
ticularly) organic acids are usually omitted in
calculations. Though this assumption enables us
to maintain a simple form of the related regres-
sion equations, it provides inaccurate physico-
chemical data. The discrepancies resulting from
omission of complexes with alkali metals are, for
example, due to H3PO4, with pK2 values 6.9 [11]
and 7.21 [12], obtained in different media. These
considerations have prompted systematic studies
by different authors.

Few papers written hitherto, e.g. [13,14], deal
with the determination of stability constants of
alkali metals with dicarboxylic acids at high
ionic strengths (I). Most of the studies apply to
diluted solutions with ionic strength rarely ex-
ceeding 1.0 M. The aim of our paper is to find
the stability constants of complexes formed in
the system with malonic acid together in a mix-
ture with potassium and sodium nitrates at
much higher ionic strengths, ca. 1.5 and 1.9 M.

The stability constants Kijk of weak complexes
of MiKjHkL type [8,15,16] are defined by the
relation:

[MiKjHkL]=Kijk [M]i[K]i[H]k[L] (1)

where 0B i+ j+k52, K0001. The complexes
are assumed to be formed in isomolar titrand+
titrant systems containing malonic acid (H2L)
together with sodium and potassium nitrates.
The measurements were made at high ionic
strengths of the electrolytic system prepared in
compliance with an unconventional procedure
described elsewhere [8]. Although the resulting
algorithms appear to have some similarities with
the ones described, the calculation procedure ap-
plied here is quite different.
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2. Theoretical part

The substances present in the titrand (D)+ ti-
trant (T) system are specified in Table 1 together
with primary concentrations (M) and volumes
(cm3) of the solutions added. D and T were
prepared in an unconventional manner [6–9] in
flasks of equal volumes (Vf) and filled up to the
mark with distilled water. V0 ml of D (V05Vf)
was titrated with V ml of T and the points
(Vj, pHj) were recorded.

Assuming the conceivable complexes of
MiKjHkL type and the isomolarity condition ex-
pressed by the formula:

C1VMB* =CVM+C2VKB* (2)

where: VMB* =VMB−V %MB, VKB* =VKB−V %KB, we
get the following relationship [8]:

% k [MiKjHkL]+ [H]− [OH]

=n ·d ·C0−bM/V0+bM/W (3)

where W=V0+V, d=Vt/Vf, bM=CVMV0/Vf .
For n=2 (diprotic acid, H2L), within a pH inter-
val where [H]� [OH], the Eq. (3) can be rewritten
as:

h3+3ah2+bh+c=0 (4)

where:

a= f ·(x1+bM/V0−bM/W)/3 (5a)

b= f 2·(x0-(d ·C0−bM/V0+bM/W)·x1) (5b)

c= f 3·x�0(bM/V0−bM/W−2d ·C0) (5c)

and h and f stand for activity and activity coeffi-
cient of hydrogen ions f=h/[H], pH= − log h
and [8]:

x1=a0+a1·[M]+a2·[K] (6a)

x0=b0+b1·[M]+b2·[K]+b3·[M]2+b4·[K]2

+b5·[M]·[K] (6b)

a0=K001/K002, a1=K101/K002, a2=K011/K002

(7a)

b0=1/K002, b1=K100/K002, b2=K010/K002

(7b)

b3=K200/K002, b4=K020/K002 b5=K110/K002

(7c)

With a great excess of M and K, namely for:

[M]�% i [MiKj
HkL], [K]�% j [MiKjHkL]

(8)

one can assume that:

[M]=z1+y/W, [K]=z2−y/W

where:

z1= (C1VMB)−C2VKB* )/Vf, z2=C2VKB* /Vf,

y=C2VKB* V0/Vf.

From Eq. (4) we get:

pH= − log {2·p1/2·cos(F/3)−a} (9)

where:

F=arccos{(−q/2)·p−3/2} (10a)

p=a2−b/3 (10b)

q=2·a3−a ·b+c (10c)

Eq. (9) together with the related defining expres-
sions (Eqs. (5a), (5b), (5c), (6a), (6b), (7a), (7b),
(7c), (10a), (10b) and (10c)) for the parameters
and variables involved is the basis for calculations
made according to an iterative computer pro-
gram. The sum of unweighted squares

SS= %
N

j=1

(pHj−pH(Vj))2 (11)

was chosen as the criterion of optimisation, where
pH(Vj) is the pH-value calculated for the j-th
experimental point (Vj, pHj), j=1,…, N, at a
defined stage of the optimisation procedure; Wj=

Table 1
Composition of titrand (D) and titrant (T)

T (V)Substance D (V0)

VtHnL (C0) Vt

– VMMOH (C)
VMB V %MBMB (C1)

VKBKB (C2) V %KB
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Table 2
Preparation of D and T in series 1, 2 and 3

Series 3Series 2Solution Series 1

D D TTD T

5 5 5 5H2L (C0=0.10034) 5 5
2525NaOH (C=0.1583) 25

100 30 80NaNO3 (C1=2.5) 40120 30
31.56 80KNO3 (C2=2 5) 10031.56 41.56120

V0+Vj is the total volume of the system at this
point.

The set of parameters under optimisation con-
sisting of C0, f and nine stability constants of
complexes (Kijk) was found according to an itera-
tive computer program MINUIT 96.03 (Function
Minimization and Error Analysis) from CERN
Program Library (entry D506). In order to fulfil
the requirement of positive values for optimised
Kijk and avoid deleterious application of the con-
straints put on them, Kijk were expressed by
log Kijk, taken as the quantities optimised, Kijk
10log Kijk.

3. Experimental

3.1. Materials and equipment

Solutions of NaNO3 and KNO3 were prepared
by dissolving the corresponding salts (POCh Gli-
wice, anal. grade) in water. Malonic acid (H2L)
solution was obtained by dissolving the prepara-
tion (Merck, purity\99%) in water and stan-
dardisation against NaOH solution, standardised
previously against potassium hydrogen phthalate
(POCh Gliwice, anal. grade). Doubly distilled wa-
ter, boiled to remove CO2, was used for prepara-
tion of stock solutions, titrand (D) and titrant (T).

pH-metric titrations were performed with an
automatic titrator Mettler-Toledo DL 25
equipped with electrode DG 11-SC (Mettler-
Toledo) and interfaced with a computer Pentium
90 where the results were stored and then handled
according to the iterative computer program. The
titrations were made at 20°C. The electrode was
calibrated against standard buffer solutions with
pH 4.00 and 7.00 (POCh Gliwice).

3.2. Procedure

Three series of mixtures (D and T), were pre-
pared in Vf=200 cm3 flasks in accordance with
Table 1. The composition (concentrations (M)
and volumes (cm3) of stock solutions) of D and T
is shown in Table 2. The number of titrations
made for the series 1, 2 and 3 was 13, 16 and 15,
respectively; V0=50 cm3 of titrand (D) taken for
titration was titrated up to ca. pH 6.0. The num-
ber (N) of the titration points (Vj, pHj) taken for
evaluation was equal to 85. The overdetermined
set of experimental points covers the pH-interval
where relatively high levels of concentrations of
particular forms is available.

4. Results and discussion

A good degree of fit, within the range 10−3–
10−4 attained for SS (Eq. (11)), was achieved at
the number of titration points assumed; the con-
vergence was generally accomplished after about
500 calls to the function. The optimised values
were then used to plot the linear relationship
between log Kijk and %e, where

%e=100 · (C0−C00)/C00 (%) (12)

and C00 is the C0 value found from independent,
preliminary titrations of malonic acid with the
standardised NaOH solution.

The values of log Kijk evaluated from the corre-
sponding plots of log Kijk versus %e dependencies
(Fig. 1a and b) at %e=0 are specified in Table 3.
The values Kijk= (Kijk)%e=0 thus obtained are
considered as unbiased ones.
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The values for dissociation constants of mal-
onic acid (pK1=3.41, 3.34 and 3.18; pK2=5.80,
5.74 and 5.72) differ from the ones found in
literature [17–19]: pK1=2.76 and =5 54 (at I=
0.76 M and T=25°C) but they follow the general
tendency: the higher ionic strength, the higher
value of dissociation constants [13,20]. In our
titrations, ionic strength (I) ranged from ca. 1.5 to
1.9 M and this tendency proved correct.

The complexes NaHL and KHL are of similar

stability. Better immediate inspection on the
strength of complexes of MHL type provide the
values KM

HL, [MHL]=KM
HL[M][HL], there are:

log KNa
HL=0.02, −0.07 and 0.1 for NaHL

(KNa
HL=K101/K001), log KK

HL=0.18, 0.2 and −0.24
for KHL (KK

HL=K011/K001). The log KM
HL values

recalculated from the data given in [17] are −0.05
and −0.21, respectively. It should be noted that
the iterative program did not even started when
the respective parameters taken from [18] were
applied as initial estimates; it provides a scale of
the discrepancies observed. The plots of the
log Kijk versus %e relationships are nearly parallel
to the %e-axis.

The presumable complexes Na2L and K2L were
considered in our studies as well. However, the
related values of their stability constants (K200 and
K020) obtained from the calculations were too low.
Also, if the constraints were put on the Kijk values
expressed immediately, the K200 and K020 values,
referred to Na2L and K2L, ‘glues’, to a lower limit
of the related interval. This regularity was ob-
served for all concentrations of NaNO3 applied.

Refering to the mixed complex NaKL, the
small decrement of the values was stated between
series 1, 2 and 3, but still stayed in the range of
their S.D.s. Omission of Na2L, K2L and NaKL
complexes in the model applied leads to substan-
tial growth of S.D.s of the remaining complexes.

The f= ( f )%e=0 values found for the series 1, 2
and 3 were 2.16, 2.42 and 1.45, respectively (Fig.
2). It should be stressed that the activity constant
was considered as one of the equilibrium con-
stants of the system in question; the related calcu-
lations were not aided by the doubtful empirical
formulae for the f-value.

5. Final remarks

With emphasis on the detailed nature of chemi-
cal interactions, the new methodology provided in
this paper is applicable for solving different prob-
lems involved with handling the results obtained
from potentiometric (pH-metric) titration, partic-
ularly the ones carried out in solutions with high
ionic strength values (I) [20]. High and constant
ionic strength is needed to firstly maintain a con-

Fig. 1. (a, b) The points (%e, log Kijk) related to different sets
(ijk) of series 1.
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Table 3
Values of log Kijk and f found at %e=0 for series 1, 2 and 3 (together with the related S.D.s)a

Series 1 (I=1.89 M) Series 2 (I=1.64 M)Parameter Series 3 (I=1.52 M)

9.0890.03 8.9090.069.2190.02Log K002 (H2L)
5.7490.03 5.7290.04Log K001 (HL) 5.8090.01

0.5490.01 0.5590.02Log K100 (NaL) 0.4490 08
0.4590.04 0.4990.140.6090.02Log K010 (KL)

5.8290.02 5.6790.04Log K101 (NaHL) 5.8490.04
5.9490.09 5.4890.12Log K011 (KHL) 5.9890.05

0.0490 01 0.1190.03Log K200 (Na2L) 0.3890.31
0.5490.07 0.1890.07Log K020 (K2L) 0.8090.21

−0.0690.53−0.0290.02Log K110 (NaKL) 0.1290.03

1.4590.092.4290.082.1690.04f

a I-ionic strength.

stancy of physicochemical parameters and sec-
ondly fulfil the simplifying assumption (Eq. (8))
concerning an admissible level of a weak acid
concentration in the system. Note, for example,
that the concentration of malonic acid in the
system considered above equals 0.10034·5/200=
2.5 · 10−3 M only. For low C0Vt/Vf values (see
Table 1), an inadmissible growth of the relative
error of C0 determination occurs. Constancy of
ionic strength and total concentration of the acid
in the system is possible if the D+T system is
prepared according to the unconventional proce-
dure described in [8] which is a very substantial

improvement compared to the conventional one.
In addition, the similarity between D and T
makes the value of the dielectric permeability
constant [10] during titration and additivity of
volumes of the solution is fulfilled to a high
degree.

The simplifying assumption that a basal elec-
trolyte does not affect the complexation equilibria
in the system is not required there; both Na+ and
K+ complexes are admitted in the model applied.
Different compositions of these two species (Na+,
K+) in D and T provides the possibility to distin-
guish between the related complexes; such a possi-
bility does not exist if the concentrations of Na+

and K+ remain (nearly) unchanged during the
titration. At the same time the concentration of
B− =NO3

− ions becomes constant and the possi-
bility of considering more general complexes of
MjKjHkBbL type is not possible there; such a
model seems to be rather artificial.
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Abstract

An ion-chromatography procedure for the simultaneous determination of paracetamol and salicylic acid without
suppression using UV detection is proposed. The method is applied to the determination of paracetamol in
pharmaceuticals and also permits the quantitation of the total acetylsalicylic acid as salicylic acid. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Paracetamol; Salicylic acid; Ion chromatography; Pharmaceuticals

1. Introduction

Non narcotic analgesics are a kind of sub-
stances of great pharmacological significance.
Paracetamol (acetaminophen, N-acetyl-p-
aminophenol) is one of the most important non
narcotic analgesics without the secondary effects
of the salicylates on the gastric mucose, although
it may causes liver damage in some instances [1,2].

A plethora of analytical methods for determin-
ing paracetamol are available: Spectrophotomet-
ric and spectrofluorimetric methods [3–5],
reversed-phase HPLC [6–9], ion-pairing HPLC
[10], MEKC [11,12], and FIA [13–15] among

others. However, we have not found any reference
about the use of ion chromatography (IC).

The use of anionic non-suppressed IC permits
the separation of very weak acids like paraceta-
mol, that the suppressed IC is unable to carry out.
The eluent used must have a suitable pH for the
deprotonation of the acid species. In our case, the
eluent used was LiOH due to its ability to ionize
weak acids [16].

This study reports a new, simple, rapid and
highly sensitive non-suppressed IC method for the
separation and quantitation of paracetamol using
photometric detection. The fact that salicylic
derivatives are hydrolized at the high pH value of
the eluent enables the direct determination of
paracetamol in analgesic pharmaceuticals, in
which the presence of both active substances is

* Corresponding author. Tel.: +34-9-54-557172; fax: +34-
9-54-557168; e-mail: mabello@cica.es.
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Table 1
Calibration data

LODcRegression parameters rbLCRaAnalyte

0.060.9998Paracetamol y= (0.0590.05)+(2.4290.01)x 0.5–7
0.12y= (0.0390.04)+(1.0090.02)x 0.99950.5–12Salicylic acid

a Linear concentration range (mg·l−1).
b Correlation coefficient.
c Detection limit (mg·l−1).

frequent. Likewise, it is possible the simultaneous
determination of the total content of acetylsali-
cylic acid as salicylic acid.

2. Experimental

2.1. Apparatus

A Waters (Milford, MA, USA) Model 501
pump was used together with a Waters IC-Pak™
A HR 10 cm column packed with polymetacrylate
resin with a quaternary ammonium functional
group (6 mm particle size and exchange capacity
of 3093 meq ml−1). Samples were injected using
a Rheodyne (Cotati, CA, USA) injector with a
100 ml sample loop. Detection was done from a
Waters 486 Tunable Absorbance Detector at 300
nm and AUFS 0.2. Peak evaluations were made
with an Hewlett Packard (Palo Alto, CA, USA)
Model HP3395 Integrator with an attenuation of
8. The mobile phase consists of 5 mM LiOH
dissolved in an aqueous solution of 5% (v/v)
acetonitrile, and the flow rate was 1 ml min−1.

2.2. Reagents and chemicals

Salicylic acid and paracetamol were supplied by
Sigma (St. Louis, MO, USA). Lithium hydroxide
and acetonitrile were obtained from Merck
(Darmstadt, Germany). Milli-Q treated water was
used throughout.

2.3. Samples

Paracetamol were determined in five pharma-
ceuticals: actron® (Bayer); fiorinal codeina® (San-

doz); veganin® (Parke-Davis); melabon® (Lacer);
and analgilasa® (Laboratorios Lasa). The compo-
sition of each formulation is given in Appendix A.
If salicylic derivatives are present, its total con-
tent, as salicylic acid, were also determined.

2.4. Sample treatments

Pharmaceuticals were treated with aqueous
LiOH 5 mM to ionize the acid groups, diluted
and passed through a Waters C18 SEP-Pak™
Plus cartridge (short body) before injection, with
the aim to eliminate possible neutral interferences.

2.5. Calibration features

The chromatographic signal used in calibra-
tions was the height peak ratio according their
reliability, better than peak area ratio.

A series (n=10) of standard solutions (four
replicates) of paracetamol and salicylic acid were
prepared and measured. Data about the calibra-
tions are collected in Table 1.

The application of Student’s t-test shows that,
in both cases, the intercepts are insignificant and
accordingly, the straight lines pass through the
origin.

2.6. Chromatographic parameters

A series of chromatographic parameters were
determined for paracetamol and salicylic acid ac-
cording to the chromatograms obtained. The
number of theorical plates for the column used
are 94 and 576 for paracetamol and salicylic acid,
respectively. Peak-asymmetry factors are 1.85 for
paracetamol and 1.40 for salicylic acid, and the
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Fig. 1. Separation of paracetamol (PA) and salicylic acid (SA)
by the described procedure. Concentrations: PA 6 mg·l−1 and
SA 4 mg·l−1.

according to the proposed procedure shows good
resolution as can be observed in Fig. 1. Sensitivity
is remarkable and the detection limits of about
0.06–0.12 mg·l−1. Recoveries within 97–101%
were found for both analytes.

Concerning the pharmaceuticals analysed, it is
noticeable that only anions actually present in the
treated sample are separated and detected, the
remaining components being eliminated in the
previous clean up through C18 SEP-Pak.

The proposed procedure was applied to the
determination of paracetamol in pharmaceuticals;
if acetylsalicylic acid is present in the formulation,
its total content as salicylic acid can also be
determined. The samples were also analyzed by an
HPLC standard method [17]. The results obtained
are collected in Table 2. As can be seen, good
agreement were found between the standard and
the proposed method (statiscally proved accord-
ing to the paired t-test [18]) and respect to the
label claimed for analyzed samples, within the
confidence ranges accepted by the
pharmacopoeias.

This fact shows the applicability of the pro-
posed method in the pharmaceutical analysis,
without interference problems derived from other
substances which frequently attend paracetamol
in analgesic formulations.

4. Conclusions

The proposed method for the simultaneous de-

resolution (Rs) between both peaks shows a value
of 1.96.

3. Results and discussion

Separation of paracetamol and salicylic acid

Table 2
Results for the analyzed samples

Sample Acetylsalicylic acidParacetamol

Claimed (mg) Proposed methoda,bProposedStandard Claimed (mg) Standard
(mg)methoda (mg)methoda (mg) methoda (mg)

2499312391 12192 267Actron® 25092133
209952099420029992Fiorinal 30293300

Codeina®

2649426093Veganin® 26594250 250 26293
3559335494350Melabon®

Analgilasa® 43295400 42795

a Average of three determinations9standard deviation.
b Determined as salicylic acid.
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termination of paracetamol is sensitive, useful,
fast and unlike HPLC methods, practically does
not require the use of organic solvents, with only
a small quantity of acetonitrile necessary.

The methodology was successfully applied to
the determination of paracetamol in analgesic for-
mulations and also permits the determination of
acetylsalicylic acid as salicylic acid if it is present.
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Appendix A. Composition of the analyzed samples

Actron® (contents for one
effervescent tablet)

133 mgParacetamol
267 mgAcetylsalicylic acid

Caffeine 40 mg
954 mgCitric acid
1.60 gSodium bicarbonate

Excipient

Fiorinal codeina® (contents for one
capsule)

Paracetamol 300 mg
200 mgAcetylsalicylic acid
40 mgCaffeine

Codeine phosphate 14.67 mg
Excipient

Veganin® (contents for one tablet)
250 mgParacetamol

Acetylsalicylic acid 250 mg
Codeine phosphate 10 mg
Excipient

Melabon® (contents for one tablet)
Paracetamol 350 mg
Propiphenazone 200 mg

8 mgCaffeine
Excipient

Analgilasa® (contents for one
tablet)

400 mgParacetamol
30 mgCaffeine
10 mgCodeine phosphate

Excipient
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Abstract

Microwave-assisted extraction (MAE) was examined as an alternative to the traditional Soxhlet method of
extracting C60 and C70 from fullerene soot. MAE of 0.20 g of fullerene soot with 95:5 toluene–acetonitrile yielded
greater than 7.8 mg of C60 and greater than 0.54 mg of C70 in 4 min with no further increase in yield after 30 min
of irradiation. By comparison, exhaustive Soxhlet extraction of the same size sample with the same solvent yielded 7.1
mg of C60 and 0.58 mg of C70 in 340 min. Reextraction by MAE of soot initially extracted by Soxhlet increased the
yield of Soxhlet alone. Although MAE was limited to less than 0.5-g sample per extraction vessel, multiple samples
were extracted with minimal increased extraction time and no reduction in the amount of material recovered. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Microwave-assisted extraction; C60; C70; Fullerene soot

1. Introduction

Microwave-assisted extraction (MAE) tech-
niques are used to extract organic and inorganic
compounds from a wide variety of solid matrices
[1–10]. In many applications, MAE accelerates
the extraction process and requires less solvent,
making MAE a competitive option to processes
such as Soxhlet extraction [2,3,7,9–12]. One draw-
back of MAE is the inability to heat nonpolar

solvents since they lack the dipole moment neces-
sary to interact with microwave radiation. This
limitation can be overcome by the use of a mixed
solvent system in which one component of the
solvent mixture is polar. Common solvent
modifiers include acetone, acetonitrile, or water
[8,10].

Exhaustive Soxhlet extraction has been the pre-
ferred method for the extraction of C60 and C70

from fullerene-containing carbon soot [13–16].
The time necessary for exhaustive Soxhlet extrac-
tion of fullerenes from 6 g carbon soot is 10 h in
toluene [14]. Others report extractions of C60 and

* Corresponding author. Fax: +1-310-456-4785; e-mail:
dgreen@pepperdine.edu.
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C70 in benzene that require 24 h [13,15]. Sonica-
tion and simple reflux methods have been em-
ployed as alternatives for extracting C60 and C70

from fullerene-containing carbon soot, however
neither technique gives the maximum yield
[13,17]. We present here a practical method for
liquid-phase MAE of C60 and C70 from fullerene-
containing carbon soot, using readily available
instrumentation with reliable safety features.

This study compares MAE and Soxhlet extrac-
tion of C60 and C70 from fullerene soot by using a
toluene–acetonitrile solvent mixture. For certain
matrices MAE has been shown to reduce the
amount of solvent required to extract some classes
of compounds [6,7]. In this application, however,
our results indicate that when using the same
amount of solvent MAE of carbon soot is over 10
times faster than Soxhlet extraction of C60 and
C70.

2. Experimental

2.1. Reagents

All solvents were of analytical grade or better.
Standard solutions of the fullerenes C60 and C70

were prepared in toluene from the pure (99+%)
compounds purchased from Fluka Chemika
(Switzerland). Fullerene-containing (2–20%) car-
bon soot was purchased from Strem Chemicals
(Newburyport, MA).

2.2. MAE procedure

All MAEs were conducted using a 1000-W
MSP-1000 microwave sample preparation system
(CEM, Matthews, NC). Lined extraction vessels
(LEVs) consisting of an Ultem poly(etherimide)
outer-body and a Teflon PFA inner liner (110 ml
in volume), liner cover, and safety rupture mem-
brane were used for all extractions. The rupture
membrane was replaced prior to each extraction.
One LEV, the control vessel, was equipped with a
special cap which permitted the insertion of a
Fluoroptic temperature probe and provided a
connection to the instrument’s inboard pressure
control system. In each MAE performed both the

temperature and pressure were monitored, how-
ever only the temperature was regulated by pro-
grammable set points. Inside the microwave
cavity, the LEVs were positioned around a central
vapor-containment vessel on the turntable
carousel. Teflon tubes (1/8 in.) in the vent system
connected all LEVs to the vapor-containment ves-
sel while a Teflon tube (1/4 in.) in the center of
that vessel led to the cavity exhaust duct to
provide expedient removal of solvent vapor from
the oven cavity in the event of a rupture mem-
brane failure. Use of a microwave transparent
valve on the pressure control system allowed the
LEV to be removed from the cavity immediately
after irradiation was completed.

Fullerene-containing carbon soot (0.1–0.5 g)
was weighed into an aluminum dish and quantita-
tively transferred to the LEV. A 95:5 toluene–ace-
tonitrile solvent mixture (65 ml) was added to the
LEV and the vessel capped. The volume of sol-
vent was selected as a compromise of those re-
ported in the literature by others [14,17]. Each
MAE of fullerene soot was carried out by irradi-
ating the sample at 750 W (75% of full microwave
power). The extractions were conducted at the
setpoint temperature for a programmed amount
of time. Following irradiation, the LEV was re-
moved from the microwave cavity, cooled in an
ice-bath, and 5100 ml of the extract solution
removed for HPLC analysis. In studies investigat-
ing the extraction efficiency over time, the LEV
was then re-capped and the sample irradiated for
the next time period.

2.3. Soxhlet extraction procedure

Fullerene-containing carbon soot (0.1–0.5 g)
was directly weighed into a cellulose extraction
thimble. The extractions were performed using 65
ml of a 95:5 mixture of toluene–acetonitrile for
more than 340 min. Samples of 5100 ml were
taken at regular intervals throughout the extrac-
tion for HPLC analysis.

2.4. HPLC procedure

The chromatographic system consisted of a
ternary gradient pump (Spectra-Physics 8800) at-



M.J. Youngman, D.B. Green / Talanta 48 (1999) 1203–1206 1205

tached to a variable-wavelength UV–visible ab-
sorption detector (Spectra-Physics 8450) set at 330
nm. A manual injector (Rheodyne 7125) was
equipped with a 20-ml sample loop. The samples
were filtered through a 0.45-mm Acrodisc-3 (Gel-
man Sciences, Ann Arbor, MI) syringe filter prior
to injection onto the HPLC column. The HPLC
separations were executed on a 250-mm length×
4.6-mm i.d. column packed with 5-mm dp

Spherisorb ODS-2 (Phenomenex, Torrance, CA)
and isocratically eluted with hexanes at a flow
rate of 1.0 ml min−1. Quantitation of C60 and C70

was determined from the straight-line calibration
obtained from authentic C60 and C70 external
standards. The minimum detectable quantities of
the fullerenes were measured to be B20 ng ml−1

(2 S.D.). Confirmation of peak identities was by
comparison of the retention times with external
standards and by UV–visible spectroscopic analy-
sis of the peak fractions.

3. Results and discussion

Toluene has become the most widely used sol-
vent for extracting C60 and C70 from fullerene
soot [18–20]. Although toluene does not absorb
microwave radiation, indirect heating of a nonpo-
lar extraction solvent by the addition of a miscible
polar solvent is well-established [10]. We found
that with the addition of as little as 5% acetoni-
trile the setpoint temperature (typically 130°C)
could be achieved in less than 4 min. The ratio of
acetonitrile was varied from 1 to 20%, and except
for an increased heating rate, we found little
change in the extraction efficiency.

A difficulty often encountered in microwave
sample preparation is electrical arcing when ex-
tracting or digesting electrically conductive solids
[21]. The largest sample which could be treated in
any single extraction vessel without arcing was 0.5
g or less of fullerene soot. In the interest of safety
and economics we chose to limit extractions to a
maximum of 0.2 g.

The recovered mass of C60 by MAE at 130°C
and by Soxhlet extraction at 110°C of separate
0.20-g samples of fullerene soot observed over
time is shown in Fig. 1A. Fig. 1B shows the

recovery data of C70 under the same conditions.
After 4 min at the setpoint temperature, the MAE
recovery of C60 was \7.8 mg and increases to 8.0
mg after 30 min of irradiation. The recovery of
C70 was \0.54 mg in 4 min increasing to 0.64 mg
after 30 min of irradiation. No further increase in
recovery was observed after 30 min for C60 or C70.
In contrast, the recovery by Soxhlet extraction of
C60 was 7.1 mg while the recovery of C70 was 0.58
mg at 340 min. When the soot remaining after 340
min of Soxhlet extraction was reextracted by
MAE with 65 ml of fresh solvent for 20 min at
130°C, another 1.3 mg of C60 and 0.30 mg more

Fig. 1. Recovered mass of C60 (A) and C70 (B) from fullerene
soot measured temporally during Soxhlet extraction (
) or
MAE (�). Each data point is a single determination of mass
and each plot is representative of replicate extractions. The
asterisk shows added recovery of C60/C70 when Soxhlet-ex-
tracted soot was reextracted by MAE.
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of C70 was recovered (starred point in Fig. 1).
The increased extraction rate and slightly im-
proved recovery of the fullerenes by MAE is
attributed to the higher temperatures attainable
in the pressure-tight LEVs.

The efficiency of recovery of the fullerenes is
demonstrated by the results of three successive
microwave-assisted extractions of 0.10 g of
fullerene soot. Each extraction was performed
for 20 min at 130°C with 65 ml toluene–acetoni-
trile solvent. Following irradiation, the soot was
recovered and returned to the LEV with 65 ml of
fresh solvent. The second extraction yielded B
3% more C60 and 5% more C70 than the first
extraction. The third extraction yields B0.2%
additional C60 and B0.9% more C70 over the
first extraction. Consequently, near quantitative
recovery of C60 is attainable by MAE in less
than 20 min of irradiation.

An advantage of the microwave oven system
used in this study is the ability to accommodate
up to 12 extraction vessels simultaneously in the
oven cavity. Since small samples absorb only a
modest fraction of the total microwave energy in
the oven cavity, simultaneous extractions in gen-
eral require little extra time to reach the setpoint
temperature. For example, the heating time of
four identical 0.1-g samples to 130°C was only 1
min longer than when heating a single sample
and the extent of recovery was comparable with
extractions of only one sample.

4. Conclusions

Microwave-assisted extraction (MAE) of the
fullerenes C60 and C70 is a viable alternative to
the traditional Soxhlet method. Extraction effi-
ciencies by MAE are comparable to those
achieved by Soxhlet extraction. The smaller
throughput of B0.5 g per extraction vessel is
ameliorated by the larger number of extractions
which can be performed simultaneously without
sacrificing time or compromising the complete-
ness of extraction. Even with the necessary addi-
tional step of filtering the soot from the

extraction solvent, the time savings remains sig-
nificant.
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Book Review

Trace Determination of Pesticides and their Degra-
dation Products in Water by D. Barcelo and M.-C.
Hennion, Elsevier, Amsterdam, 1997. xiii+542
pp., US $273.00. ISBN 0-444-818142-1.

The title of this book may suggest a text dedi-
cated to the methodologies used to identify and
quantify pesticides in water. However, while
providing detailed discussion on a wide number of
analytical approaches, this excellent volume also
presents in depth background information on the
use and behaviour of pesticides in the environment,
and issues such as quality assurance. Six well
structured chapters make up this book beginning
with a substantial section clearly describing the
nature of pesticides, how they enter the aquatic
environment and the degradation they undergo.
This chapter is very easily read and gives a good
introduction to the field supported by high quality
diagrams. The second chapter which covers sam-
pling, storage and interlaboratory performance
studies provides a valuable overview of the aspects
which should be considered prior to committing
resources to expensive analytical procedures. The
contents of this chapter will be equally of interest
to those considering water monitoring for any
number of trace contaminants, not just pesticides.

Chapter 3 provides an excellent review of chro-
matographic methods for pesticide analysis cover-
ing all the main groups in detail, supported by
example chromatograms. It contains useful
method summaries of approved EPA techniques
for both gas and liquid chromatography. It also
discusses the more advanced techniques such as
LC–MS and CE–MS which are of increasing

importance in environmental analysis. In chapters
4 and 5 the authors explore sample handling
techniques, chapter 4 focusing on extraction and
clean-up methods including liquid–liquid, solid–
phase and supercritical phase extraction and chap-
ter 5 giving a detailed account of on-line methods
for sample handling. Both chapters include all the
most recent developments in this field and provide
detailed outlines of suitable methodologies. The
book concludes with a chapter covering an area
which has gained increasing interest amongst ana-
lysts, that is, the use of immunochemical methods
and biosensors. Again the subject area is intro-
duced very clearly with the chapter logically pro-
gressing through a description of antibody
production, cross-reactivity and the formats of
immunoassay kits. Biosensors are dealt with rela-
tively briefly, maybe a reflection that their use is
currently an emerging area.

This is a book which I have thoroughly enjoyed
reading and have particularly appreciated its logi-
cal layout. It gently guides the reader through the
topic making it easily accessible to those less
familiar with the subject while at the same time
providing an excellent current review of the field
which will be of interest to those active in this area.

L.A. Lawton
Robert Gordon University,
School of Applied Sciences,

Saint Andrew Street,
Aberdeen AB25 1HG,

UK.
Tel.: +44 1224 262823
Fax: +44 1224 262828
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Book Review

GC/MS : A Practical User’s Guide by M. McMas-
ter and C. McMaster, Wiley-VCH, Weinheim,
1998. xii+167 pp., £38.95. ISBN 0-471-24826-6.

The authors present a hardcover laboratory
handbook to guide postgraduate students, as well
as experienced technicians, from the basics of
GC/MS in theory and instrumentation to method
development, optimization, calibration, cleaning
and troubleshooting of instruments, and their ap-
plications in environmental chemistry.

The text comprises short descriptive sections
accompanied by very helpful and easily inter-
preted diagrams. Each of the short sections is well
indexed with clear headings and numerical refer-
ence points, making the text very useful for quick
reference. There is also a troubleshooting section
that is handy as a checklist when problems are
experienced. However, I would appreciate an ex-
pansion of the appendix on troubleshooting and
source of contamination. This book is written for
use with a quadrupole instrument. Extra informa-
tion on other types of mass spectrometer such as
ion trap and TOF, and other introduction systems
such as liquid chromatography, is compressed
into 20 pages out of 167. For the user in the lab
I think that these pages would have been better
spent on discussion of interpretation of fragmen-

tation patterns. The most important fragmenta-
tions and transformations should have been
included in this user’s guide. On the other hand,
the short descriptions of e.g. iron traps, TOF–
MS, and electrospray are valuable information for
the GC-quadrupole-MS user.

Nevertheless, this is a very well written book; it
is always clear and to the point without missing
any important details. There is minimal use of
jargon and where it is unavoidable there is a
glossary section to provide an explanation. The
use of excellent illustrations is helpful in demon-
strating instrumental device and explaining
method schematics which might otherwise be
difficult to appreciate. Overall, it is an easy read
for researchers who would like to learn the meth-
ods, and for anyone who encounters a problem
with an GC–MS instrument. I will use this book
as the reference text for a postgraduate course on
GC/MS.

J. Feldmann,
Chemistry Department,

Aberdeen University,
Meston Walk,

Aberdeen,
AB24 3UE,

Scotland.

.
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Book Review
150 and More Basic NMR Experiments—A Practi-
cal Course by S.H. Braun, H.-O. Kalinowski and
S. Berger. Wiley-VCH, Weinheim, 1998, xiii & 596
pp, £29.95. Softback. ISBN 3-527-29512-7.

The first edition of this book was released in
1996, and has proved very useful, so useful in fact,
that the authors have updated the book and added
more experiments, making the total up to 162
experiments. This new edition takes account of
recent developments in the field, and improvements
in spectrometer design. The main emphasis of the
book is to guide the chemist through setting up
NMR pulse sequences, and it includes detailed
parameters for each experiment. The parameter
abbreviations used are for Bruker spectrometers,
but these are readily translated to instruments made
by other manufacturers (a translation table is
provided). The book is divided into 14 chapters and
the first four chapters are concerned with calibra-
tions and the instruments itself. The first chapter
contains a description of the NMR spectrometer,
tuning and shimming details, including gradient
shimming, a relatively recent development.

Chapters 2–4 indicate how the pulse durations
can be determined and also standard tests and
routine experiments, followed by decoupling tech-
niques. Chapter 5 covers mainly variable tempera-
ture NMR. Chapter 6 introduces the concept of
multipulse NMR and gives details for different
types of water suppression. The next two chapters
will prove very useful as these contain up-to-date
methods. In chapter 7 we get the use of shaped
pulses in 1D experiments, such as selective 1D
TOCSY, and chapter 8 gives details of quantitative
NMR and the use of auxiliary reagents such as shift
reagents and relaxation agents as well as agents for
the determination of enantiomeric purity.

Chapter 9 gives a brief description of NMR
spectroscopy of nuclei other than 1H or 13C,
including those with I\1/2, those with quadru-
poles and those with negative magnetogyric ratios.
After this follows the longest chapter, covering all
the indirect and inverse detected experiments, from
COLOC to HMBC. A recent development in NMR
has been the ready availability of pulsed field
gradients, and chapter 11 covers the calibration of
gradients and the application of these to 1D exper-
iments. This is followed in chapter 12 by the use of
gradients in 2D experiments, and surely all these
experiments described will soon be routinely avail-
able on all spectrometers sold. There is a short
chapter on 3D NMR, but I fear that this will not
be routine for most of us, and will remain the
territory of protein NMR spectroscopists. The last
short chapter gives scant details on how to perform
solid state NMR experiments. I think the authors
have justly chosen to keep the experiments in the
last two chapters to a minimum, as these are huge
fields in their own rights. Appendices are included
on product operator formalism rules, and a trans-
lator between the different instrument dialects. The
book gives pulse sequence diagrams throughout,
phases to be used, spectra to be expected, operator
products, and each experiment is well referenced.
This book is destined to become a standard refer-
ence work that will see regular usage by experimen-
tal NMR spectroscopists.

M. Jaspars,
Chemistry Department,

Aberdeen University,
Meston Walk,

Aberdeen,
AB24 3UE,

Scotland.
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Book Review

High Performance Liquid Chromatography, Sec-
ond Edition by S. Lindsay, Wiley, Chichester,
1998. Single user: £150.00, 2–10 networked users:
£450.00, 10–20 networked users: £750.00. Com-
puter diskette. ISBN 0-471-97964-3.

This is a computer HPLC teaching aid in the
Analytical Chemistry by Open Learning (ACOL)
series. It is made up of an introduction to the
subject followed by three lessons. Notes for the
tutor and student are included, as is a very com-
prehensive library on HPLC. The suggested dura-
tion of the lessons is roughly 8 h, but there are
convenient break points throughout, and you may
stop anytime if you wish, and continue at a later
time. The objectives for the whole package and
each lesson are clear and stated in point form at
the beginning of each. The program begins with a
rather trivial reminder of the components of an
HPLC system, and a curious animation of a
separation in progress. The first lesson is an excel-
lent example of how the structure of a molecule
affects the choice of chromatographic conditions,
and I found myself forced to think carefully and
justifying choices I make routinely in the chro-
matography laboratory. When I erred more than
once the program gave me another chance, and
on more than one occasion admonished me for
not trying hard enough! The program gives a
clear rationale for optimising conditions, includ-
ing mobile and stationary phase choices as well as
types of detector. The second lesson concerns
quantitative analysis and covers internal normali-
sation and the use of internal and external stan-
dards. This lesson carries through from lesson 1,

and we learn how to quantify caffeine and aspirin
by all three methods, as well as covering ion
chromatography of tap water. The calculations
are followed through and results are compared
between all three methods and their advantages
and disadvantages are discussed. Lesson 3 is all
about the treatment of complex samples, in this
case the quantitative determination of a plant
hormone from raw plant material. It covers the
difficult area of developing a sample cleanup
method, and the inherent problems. Method de-
velopment is discussed with reference to mobile
phase, columns, and detection, which leads to the
description of sample derivatisation to remove
unwanted interferences in the spectrum. As a final
point the method developed is scrutinised and the
user is asked where it may be improved. As a
whole I think that this program may be useful in
getting students to understand why particular
conditions are used in a separation method. Its
most useful part is to get students to come to
grips with calculations involving internal and ex-
ternal standards and response factors, as these
always seem to be a stumbling block. One topic I
would like to see more extensively discussed is the
use of gradient elution and when/where to use it
and how to develop a gradient method.

M. Jaspars,
Chemistry Department,

Aberdeen University,
Meston Walk,

Aberdeen,
AB24 3UE,

Scotland.
.
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Book Review

Solid Sample Analysis by U. Kurfürst (editor).
Springer, Berlin, 1988. xix+423 pp. US$159.00
ISBN 3-540-62470-8.

‘Direct GF-AAS analysis of solids has also
been developed…this method has been progres-
sively abandoned.’ So commented the writer in a
very recent (1998) large textbook on Analytical
Chemistry. What the problems are, and how they
may be overcome, is discussed in this excellent
monograph, while the ‘proof of the pudding’ can
be found, for example, by trying out the new
model ‘AAS 5 solid’ instrument manufactured by
Analytik Jena.

Chapter 1 provides all the reasons why one
should use direct GF-AAS—simplicity, speed of
operation, sensitivity, small sample size, and so
on. Preparing the sample and choosing the cali-
bration method are dealt with in Chapter 2,
stressing the importance of finding, for use as a
standard, a CRM similar in nature to the samples
to be analysed. Grinding, particle size and sample
inhomogeneity are key points here, but the impor-
tance, for confidence in the quality of the results,
of having ‘on-line’ statistical data handling is
made clear. Chapter 3 discusses the direct intro-
duction of solid samples into the graphite fur-
nace—with sample sizes varying from 50 mg to 3
mg and limits of detection in the sub-ppm range.
Some specific details are then given for 12 differ-
ent elements, and a lengthy bibliography includes
references on over 30 elements in a wide range of
matrices.

Chapter 4 presents the combination of electro-
thermal vaporisation as a means of sample intro-
duction into the ICP, again with a substantial
bibliography. Chapter 5 returns to the use of the
graphite furnace, but this time with slurry nebuli-
sation—a well proven approach to the analysis of
refractory materials and other substances which
are difficult to bring into solution. Handling the
slurry is always the problem—How long should
one shake? Is ultra-sonic agitation necessary? Can
the slurry be stabilised? These and many more
questions are debated here. The bibliography in
this chapter is particularly extensive. Finally, we
are brought to Chapter 6 dealing with applica-
tions, optimistically called ‘Advantageous fields of
application’.

We are left, after reading this book, with a
good idea of the power of the technique—how
easily sub-ppm levels can be quantified in tiny
amounts of sparingly soluble materials in a short
time with minimum sample preparation and
therefore with minimum possibility of introducing
contamination. It is clear that the percision is
poorer than has been traditionally aimed at—
10% rsd is quite acceptable here—but, as the
main author, Dr Kurfürst, says in his introduc-
tion—we are up against a psychological rather
than a chemical barrier. And this book will help
the reader to make the decision—when is the
performance of SS-GF-AAS adequate for the task
in hand, and when will its clear advantages out-
weigh the disadvantages. I think this book gives a
clear and balanced account, presented neverthe-
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less with an enthusiasm without which much of
the earlier development work would never have
been finished. There is no good reason for aban-
doning this powerful and simple technique, but
every good reason for reading first, thinking care-
fully and finally, arriving at an informed opinion
as to when it will be the method of choice.

I. Marr,
Chemistry Department,

Aberdeen University,
Meston Walk,

Aberdeen,
AB24 3UE,

Scotland.
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Vlas' ánkova, R., 839

Wang, H., 1
Wang, Y., 9
Wong, G.T.F., 1031
Wu, F., 571

Xia, D., 9
Xia, S.-X., 649
Xie, T., 425
Xiong, G., 333
Xu, X.R., 57

Yamini, Y., 951
Yang, R., 1045
Yao, W., 277
Yi, B., 649
Ying, M., 649
Yin, M., 517
You, J., 437
Youngman, M.J., 1203
Yuan, R., 649
Yu, R.-Q., 649
Yusty, M.A.L., 377

Zeng, Y., 571
Zhang, H.-S., 1
Zhang, L.-S., 1031
Zhang, M., 369, 643
Zhang, Q., 369
Zhang, Z., 225, 333, 333, 1023
Zhao, M., 333
Zhao, Z., 1023
Zheng, X., 425
Zhong, Q.-Y., 649
Zhou, Y., 461
Zhu, G., 461
Zhu, Q., 437
Zhu, S.-M., 143
Zhu, Z., 511



Talanta 48 (1999) 1233–1237

Subject Index

Volume 48 (1999)

Absorbance 933
Accuracy 729
Acetylsalicylic acid 469, 1145
Acidic hydrolysis of lorazepam 685
Acid volatile sulfide 403
Acridone-N-acetyl chloride (ARC-Cl) 437
Actinide 821
Additivity 559
Advantages 501
Air 571
Airborne particulates 839
Alcohol oxidation 321
Aldehydes 755
Alkali 1013
Alkali metal picrates 559
Alkaline salts 1173
Alloy 1085
All solid-state contact tubular membrane ion-selective elec-

trodes 967
Aluminium 905
Aluminium chloride 1111
Aluminum 695
Amino acid complexes 913
Amino acids 491
Amino–mellitate complexes 151
2-Aminoperimidinium bromide 669
Amitraz 189
Ammonium 385
Ammonium ion 225
Analysis 595, 847
Anion coordination chemistry 119, 151
Anion exchanger 1045
Antiepileptics 201
Aqueous two phase-system 1133
Arsenic speciation 763
Artemisinin derivative 143
Artificial neural networks 283
Ascorbic acid 461, 585, 595, 607, 1145
Atmospheric aerosol 755
Atomic absorption detection 943
Atomic spectroscopy 827
Atrazine 333

Benzo[a ]pyrene 377
Bicine ligands 579
Biogenic amines 119
Biological materials 943
Biological samples 511, 885, 1085
Biosensor 363
Bismuth 885
Bivalent metal ions 181
Blood 537
Bromate 103

C70 1203
C60 1203
Cadmium 63, 537
Cadmium (II) 1159
Calcein 719
Calix[4]arene dibenzocrown ethers 705
Calix[4]arenes 23
Capacitively coupled plasma. 827
Capillary zone electrophoresis 173
Captopril 1139
Carbamazepine 1179
Carboxylated PVC 321
Carboxylic ligands 119
Catalase 363
Catalase electrode 363
Catalase immobilization 363
Catalytic analysis 103
Catalytic hydrogen current 491
Catecholamines 643
Cathodic stripping voltammetry 491
Cationic surfactants 923
Cerium(IV) 135
Cesium-selective ionophore 705
Cetylpyridinium chloride 879
Chelation 579
Chemical modifiers 537
Chemical sensor 997
Chemiluminescence 225, 461, 571
Chernobyl 821
Chloroaluminum (III) tetrasulphonated naphthalocyanine 933
6-chloro-4-(2-chlorophenyl)-2-quinazoline carboxaldehyde 685

PII S0039 -9140 (99 )00064 -8



Subject index1234

Chloromethylstyrene 1045
Chlorophyll 1133
Chlorothiazide 979
Chromatographic separation 527
Chromatography 305
Chromium 277, 369, 905, 1051
Chromium supported liquid membrane (SLM) 1121
Chromium(VI) 135, 269
Clonazepam 1179
Cloud-point extraction 409
Coating 81
Cobalt 1051
Cold vapor atomic absorption spectrometry 477
Column liquid chromatography 437
Complexation 1159
Complexing 579
Continuous monitoring 997
Copper 9
Copper(II) 385
Copper(II) determination 219
Cross-over point 623
16-Crown-6 559
Cryo-trapping 747
Cu and Mn 943
Curve fitting 1191
Cyanide 997
Cyanide determination 341
b-Cyclodextrin 15
Cyclohexyldiamine tetraacetic acid 369

Decomposition mechanism 143
Decontamination 527
Degradation 607
Denitrosation 437
Denuder 675
Derivative spectrophotometry 39
Derivatization 711
Detection limit 293
Detection limits 23
Determination 57
Dibromo-p-methyl-methylsulfonazo 511
1,3-Dibromopropane 15
Differential pulse polarography 355, 979
1,8-Dihydroxy-9,10-anthraquinones 951
Diode laser 305
1,5-diphenylcarbohydrazide 1085
Dipyridamole 1061
Direct atomization 63
Dissolved oxygen 377
Distillation 57
Distribution behavior 559
DNA complexes 913
Dodecyl triethylammonium bromide (C12NE) 1133
Double divisor-ratio spectra derivative and ratio spectra-zero

crossing methods 1145
Drawbacks 501
Drinking water 711

Drug sample 63
Dyes 895

Earth metals 1013
Edible vegetables 795
Effluent 675
Electrochemical detection 711
Electrode 705
Electroinjection 485
Electrophoresis 1023
Electroplating baths 269
Electrospray 415
Electrospray mass spectrometry 109
Electrothermal atomic absorption spectrometry 885, 1051
Electrothermal atomic absorption spectrophotometry 695
Electrothermal atomization 63, 905
Elemental analyzer 403
ELISA 803
Enantioselective analysis 1139
Enantioselective membrane electrode 1139
Encapsulated 1045
Environmental 1085
Environmental samples 355
Enzymatic assay 127
Ephedra 1023
Ephedrine 1023
Estimation 1179
Extraction chromatographic separation 517

Fe 283
Fe(III)–SCN− 923
First-order derivative spectrophotometry 685
Fission products 821
Flame atomic absorption spectrophotometry 959
Flow injection 643, 659, 885
Flow injection analysis 923
Flow-injection analysis 225
Flow injection analysis 103
Flow-injection photometric method 219
Flow rate ratio 135
Fluorescence 933, 1031
Fluorescence derivatization 437
Fluorescence photoinduced electron transfer sensor 181
Fluorescence quenching 269, 1103
Fluorexon 719
Fluoride 57
Focused-microwaves 763
Food volatiles 747
Formation constants 119
Fourier transform infrared 867
Fullerene soot 1203
Fulvic acid 409
Fundamental equilibria 559

Galvanic cell 997
Gas phase 997



Subject index 1235

Glucose 461

Hair 537
Headspace 451
Headspace sampling 747
Heavy metals 795
Hemin 143
Hemodialysis solution 695
Heparin 1095
High molecular weight poly(acrylic acids) 1159
High-performance liquid chromatography 477
High pressure liquid chromatography 711
High purity Gd2O3 517
H2O2 1031
HPLC 585
HPLC 143, 173, 189, 595, 1045
Human urine 415
Humic acid 409
Humic substances 257
Hydrogen peroxide 363, 461
Hydrolysis 189
2-hydroxy-3-trimethylammoniopropyl-b-cyclodextrin 1139

Immobilized silica gel 49
Inductively coupled plasma 839
Inductively coupled plasma atomic emission spectroscopy 1173
Inductively coupled plasma mass spectrometry 517, 763
Inductively coupled plasma spectrometry 859
Industrial waste water 997
Infrared spectroscopy 1111
Inoculation needle as solid phase 803
Inorganic mercury 477
Inosine 773
Iodide-selective electrode 649
Ion associates 839, 859
Ion association 23
Ion chromatography 959, 1199
Ion exchange equilibrium constants 91
Ionic strength 91
Ion-pair 643
Ion-pair formation constant in water 559
Ion selective electrode 293
Iron(II) 135
Isoforms 109
Isoprobability curves 781

Ketones 755
Kinematic focusing 485
Kinetic and equilibrium methods 209
Kinetics 189

Lanthanide-sensitized luminiscence 209
Lasalocid 209
Laser 551
Lead determination 511
Lead (II) 1159
Least square 425

Liposomes 979
Liquid chromatography 415, 763
Liquid core waveguide 277
Long pathlength absorbance spectroscopy 277
30 m l sample volume 803

Marine waters 1031
Mass spectrometry 415
Mercury(II) 393, 527
Metal complexes 257
Metal ions 49
Metallothioneins 109
Metal tetraaminophthalocyanines 1005
Methods of calculation 91
Methylamphetamine 415
Methylene group contribution 559
Methylmercury 477
Methyl orange 1133
4-Methylpiperidine-dithiocarbamate 219
Micellar media 879
Micellar medium 623, 1061
Microcolumn 219
Microcrystalline naphthalene 355
Microwave-assisted extraction 1203
Microwave-assisted extraction (MAE) 333
Milk 49
Mixed micelles 1103
Molar volume 559
Molybdenum 277, 905
Molybdenum tube atomizer 63
Monovalent metal ions 181
Multi-analyte immunoassay 201

Nanotrace levels 1075
1-Naphthalenacetamide 15
Naproxen 469
NASICON 293
Neutral surfactant 623
Ni 283
Nickel 1051
Nickel preconcentration 1173
Nitrazepam 1179
Nitric oxide 1005
Nitrite determination 103
1-Nitroso-2-naphthol 623
2-Nitroso-1-naphthol-4 sulfonic acid 355
N,N-diethyl-1,4-phenylene diamine spectrophotometry 369
N,N-dimethylaniline 103
N-nitroso compounds 437
Noble metals analysis 39
Non-additive 633
Non-aqueous media 71
Nortriptyline 201
N-phenyl-p-phenylenediamine 103
Nucleotides 773
N-undecyl-N %-(sodium p-aminobenzenesulfonate)-thiourea 9



Subject index1236

On-line precipitation 959
Optical chromatography 551
Organic acids 173
Organic analysis 773
Organic solvent 333
Ornithine decarboxylase 127
o-Vanillin 49

Palladium(II) 1039
Paracetamol 1145, 1199
Partial least squares 895
PCSFC 1179
Peak height 623
Penicillamine 393
Pentafulvenes 781
Pesticide degradation 847
Pharmaceutical formulations 659
Pharmaceuticals 1199
pH-electrodes 23
Phenobarbitone 1179
Phenytoin sodium 1179
Phethenylate sodium 1179
pH of mixing sulfide–iodine 347
Phosphate 385
Photocatalysis 847
Phthaleins 163
Piezoelectric detection 643
Piezoelectric quartz crystal 81
Plant sample 57
Plasma sources 827
Plasticized poly (vinyl chloride) membrane 669
Platinum 39
Platinum group metal 1
Platinum group metals 839, 859
Polarography 341
Polluted sediments 403
Polycyclic aromatic hydrocarbons 1103
Poly(divinylbenzene) 1111
Poly(vinyl chloride) membrane 705
Porphyrins 71
Potential curves 795
Potentiometric 1139
Potentiometric back-titration 669
Potentiometric detection 967
Potentiometric flow titration 135
Potentiometric titration 1191
Potentiometry 71, 91, 119, 649
Pralidoxime formulations 341
Preconcentration 1121
Primidone 1179
Principal component analysis 781, 867
Principal component regression 867, 895
Prometryne 333
Putrescine 127
Pyrolysis 607

Quartz crystal microbalance 81

Radiation pressure 551
Radiochemistry 821
Raman spectroscopy 773
Rare earth impurity 517
Rare earths 719
Reaction kinetics 1111
Reaction mechanism 1111
Reactive sulfide 347
Recovery assays 729
Reflectance 385
Regular solution theory 559
Resin 1013
Reversed-phase high performance liquid chromatography (RP-

HPLC) 1
Reversed-phase HPLC 109
River water 943
Roadside pollution 795
Room temperature phosphorescence 15, 1061
Ruthenium 39, 1075
Ruthenium(II) complex 201
Ruthenium(II) didodecylsulphate 321

Salicylic acid 469, 1199
Salt concentration 633
Samples analysis 209
Schiff base complexes 649
Sea water 669
Selection of variables 781
Selective quenching agents 1103
Selectivity 559
Separation 57, 1179
Sequential injection 485
Sequential metal vapor elution analysis (SMVEA) 943
Setschenow constant 633
Signal processing 425
Silicotungstic acid 659
Silver cyanide 1167
Simazine 333
Simultaneous determination of anions and cations 967
Single column ion chromatography 967
Slurry sampling 1051
Smoke-flavour agents 377
Sodium dodecyl sulfate (SDS) 1133
Sodium tetrakis (4-fluorophenyl) borate 669
Soil 333
Soil analysis 451
Soil samples 1085
Soil solution 173
Solid phase 607
Solid phase degradation 585, 595
Solid phase extraction 49, 755, 1173
Solid phase microextraction 451
Solubility 151
Solubility data 951
Solubility parameter 559
Solvent effects 559
Solvent extraction 559
Solvents 933
Sorption behaviour 579



Subject index 1237

Soya amine oxidase 127
Speciation 1121
Speciation of biological fluids 119
Spectrofluorimetry 377, 469, 719
Spectrofluorometric 1075
Spectrophotometric determination 163, 1039
Spectrophotometry 9, 511, 895, 923, 1085
Spectroscopic probe 1095
Spectroscopy 305
Spiked matrices 729
Spiked samples 729
Spline wavelet 425
SPME 747
Stability constants 257, 393, 913
Stability constants of complexes 1191
Standard alloys 355
Steel 49, 1085
Stopped flow 1061
Stopped-flow technique 209
Sugars 867
Sulfate ion 669
Sulfide side reaction error 347
Sulfite 571
Sulfur 403
Supercritical CO2 951
Surfactants 859, 1103

Tartaric acid 1039
Tetracycline complexes 913
Tetradecyldimethylbenzylammonium chloride 355
Thermal analysis 151
Thermal conductivity detector 403
Thermal lens spectrometry 501
Thiamine 659
2-(2-thiazolylazo)-5-diethylaminophenol (TADAP) 1
Thiohydantoin derivatives 491
Tin determination 355
Titrimetry 71

Toluene solubility 633
Total binding number N 1095
Trace gases 675
Trace metals 959
Transport 1167
Triazine 803
Triethanolamine 571
Triiodide 879
Triisobutylphosphine sulfide 527
Tristimulus colorimetry 585
Triton X-100. 623
Triton X-100 409
Trough depth 623
Tungsten coil atomizer 695
Tungsten coil electrothermal atomizer 537
Tungsten (VI) 879
Turbidimetry 659

Ultrafiltration 257
Ultramicrosensor 1005
Urine 905
UV-spectroelectrochemistry 143

Validation 127
Vanadium determination 1085
Victoria blue 1167
Vitamin 49
VOC 451

Water 333
Water and detergent samples 923
Wheat flour 1051

Xylenol orange 283

Yperite 163

Zero-crossing technique 685


	1_7.pdf
	9_13.pdf
	15_21.pdf
	23_38.pdf
	39_47.pdf
	49_55.pdf
	57_62.pdf
	63_69.pdf
	71_79.pdf
	81_89.pdf
	91_102.pdf
	103_107.pdf
	109_118.pdf
	119_126.pdf
	127_134.pdf
	135_141.pdf
	143_150.pdf
	151_162.pdf
	163_171.pdf
	173_179.pdf
	181_187.pdf
	189_199.pdf
	201_208.pdf
	209_217.pdf
	219_224.pdf
	225_229.pdf
	231_233.pdf
	243_246.pdf
	247_251.pdf
	255_255.pdf
	257_267.pdf
	269_275.pdf
	277_282.pdf
	283_292.pdf
	293_303.pdf
	305_320.pdf
	321_331.pdf
	333_339.pdf
	341_346.pdf
	347_353.pdf
	355_362.pdf
	363_367.pdf
	369_375.pdf
	377_384.pdf
	385_392.pdf
	393_402.pdf
	403_407.pdf
	409_413.pdf
	415_423.pdf
	425_436.pdf
	437_449.pdf
	451_459.pdf
	461_467.pdf
	469_475.pdf
	477_484.pdf
	485_490.pdf
	491_494.pdf
	495_498.pdf
	499_499.pdf
	501_509.pdf
	511_516.pdf
	517_525.pdf
	527_535.pdf
	537_549.pdf
	551_557.pdf
	559_569.pdf
	571_577.pdf
	579_584.pdf
	585_593.pdf
	595_606.pdf
	607_622.pdf
	623_631.pdf
	633_641.pdf
	643_648.pdf
	649_657.pdf
	659_667.pdf
	669_673.pdf
	675_684.pdf
	685_693.pdf
	695_703.pdf
	705_710.pdf
	711_718.pdf
	719_728.pdf
	729_736.pdf
	737_737.pdf
	739_740.pdf
	741_741.pdf
	747_753.pdf
	755_762.pdf
	763_772.pdf
	773_780.pdf
	781_794.pdf
	795_802.pdf
	803_819.pdf
	821_825.pdf
	827_837.pdf
	839_846.pdf
	847_857.pdf
	859_866.pdf
	867_875.pdf
	879_883.pdf
	885_893.pdf
	895_903.pdf
	905_912.pdf
	913_921.pdf
	923_931.pdf
	933_942.pdf
	943_949.pdf
	951_957.pdf
	959_966.pdf
	967_978.pdf
	979_983.pdf
	985_985.pdf
	987_987.pdf
	989_989.pdf
	991_991.pdf
	997_1004.pdf
	1005_1011.pdf
	1013_1022.pdf
	1023_1029.pdf
	1031_1038.pdf
	1039_1044.pdf
	1045_1050.pdf
	1051_1060.pdf
	1061_1073.pdf
	1075_1084.pdf
	1085_1094.pdf
	1095_1101.pdf
	1103_1110.pdf
	1111_1120.pdf
	1121_1132.pdf
	1133_1137.pdf
	1139_1143.pdf
	1145_1157.pdf
	1159_1166.pdf
	1167_1172.pdf
	1173_1177.pdf
	1179_1189.pdf
	1191_1197.pdf
	1199_1202.pdf
	1203_1206.pdf
	1207_1207.pdf
	1209_1209.pdf
	1211_1211.pdf
	1213_1213.pdf
	1215_1216.pdf
	1229_1231.pdf
	1233_1237.pdf

